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Abstract

What is normally described as bias? A possiblenitefih comprises attempts to distort or mislead
to achieve a certain perspective, i.e. subjectagedptions intended to mislead. If designers were
able to exclude bias from informing systems, theswould maximize their effectiveness. This
implicit conjecture appears to underpin much ofrésearch in our field. However, in our efforts
to support the evolution and design of informingteyns, the way we think, communicate and
conceptualize our efforts clearly influences ounpeehension and consequently our agenda for
design. Objectivity (an attempt to be neutral ansparent) is usually regarded as exclusion of
bias. However, claims for objectivity do not, byfid#ion, include efforts to inquire into and re-
flect over subjective values. Attempts to exteethe mindset of the subject do not arise as part
of the description. When claims to objectivity anade, this rarely includes any effort to make
subjective bias transparent. Instead, objectiviimes may be regarded as a denial of bias. We
suggest that bias can be introduced into ovengiieto admit subjectivity. For example, where
people are asked to give subjective opinion acogrth an artificially enforced scale of truth-
falsity (bi-valued logic), they may find themsehaserced into statements of opinion that do not
truly reflect the views they might have wished xpress. People do not naturally respond to their
environment with opinions limited to restricted lesa rather, they tend to use multi-valued, or
para-consistent logic. This paper examines the angigbias within attempts to establish com-
municative practice in human activity systems (infing systems).

Keywords: bias, misinformation, phenomenology, multi-valdegic, informing systems, analy-
Sis.

Introduction

For those concerned with the development and usdarfning systems, it is important to con-
sider human processes of communicating and senki@gndhese processes underpin any at-
tempt a person may make to inform herself or tp loghers to inform themselves. At the heart of
an informing system is an assumption that it issfiads to generate messages that can become
meaningful to others. This is reflected in
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Paradox of Neutrality

Knox (2007) has drawn attention to differing pergpes affecting use of the term ‘information’.
This term is sometimes used to denote a businesanee, i.e. a commodity which can be stored
and exchanged. Here it is viewed as no more thiantated data. However, other perspectives
reflect the intimate involvement of human indivithuan creating, interpreting and attempting to
communicate meaning. Here, a focus may be placed ppcesses of informing, rather than the
notional products of these processes. In the Ox@mglish Dictionary (OED) (1989) information
has been defined as:

‘Knowledge communicated concerning some particalet; subject, or event; that of which one
is apprised or told; intelligence, news esp. costea with data.

Such a definition is not particularly helpful sinteequires the reader to make reference to other,
associated or contrasted terms. For the purpogbssgiaper, we prefer to concentrate on the
verbs that it includessommunicated; apprised; tal@ll of these are essential aspects of ‘inform-
ing’. For many people, becoming informed aboutlgext carries with it an imputation that mes-
sages can be received (from some external sowrcehich veracity can be assured. This leads
us to consider the extent to which we can asseghbf any particular message. In this context,
the OED gives us some further definitions:

‘Misinformation — erroneous or incorrect informatiptiPropaganda — systematic propagation
of information or ideas by an interested, esp. teradentious way in order to encourage or instil
a particular attitude or response’; ‘Disinformationthe dissemination of deliberately false in-
formation ... with the intention of influencing thalipies or opinions of those who receive it

Each of these terms implies presence of bias. Adgseen defined as personal inclination or pre-
ference to favour a particular viewpoint with faéuo fully inform a direct consequence (Cohen,
2005). We do not wish, in this paper, to focusrmduction of bias, or falsehood, which is de-
liberately undertaken for particular purposes. \Wefine our attention to situations in which
those who undertake inquiry, or generate messaggsjntend their efforts to be genuine or neu-
tral and yet nevertheless find themselves entrapppobcesses of misinforming. Magsood,
Finegan, and Walker (2004) point to the limitatiafishe human mind in dealing with tacit
knowledge. Heuristic judgments undertaken in tleegss of formulating messages, and imper-
fections in memory over time, can lead to unconscimas. It is important to note that a phe-
nomenon of bias is not associated only with theleenof messages; misinformation can equally
be a result of bias in the interpretation of a ragedy its receiver, or indeed by both parties.

Blas
In this section, we look at the phenomenon of riaglation to some of the concepts through
which its origins can be examined. We look at aléve models of ‘communication’ as a proc-
ess of transmitting messages, noting a differemé¢eaus. Form, and content are emphasized in
one model, whereas the impact of the message ecient is emphasized in another. Issues of
human sense-making and interpretation of messagdlhen discussed, particularly highlighting
use of language. Here, denotative (naming) funstame distinguished from connotative (associ-
ating) functions of language.

In common use, the term bias often has negativeatations — i.e. bias is equated with preju-
dice, and prejudice is seen as an evil to be addidéavour of ‘objectivity’. However, like the
parallel concepts of sense and nonsense, distischietween bias and objectivity relate to subjec-
tive ‘judgement’ - bias from whose point of view?

In a process model of communication, (see e.g.18ma& Weaver, 1949) there are interpret-
ers/producers of messages who utilize a partican&dium — a technical or physical means for
transformation of a message to a signal, whichbeatnansferred via a channel (see Figure 1.).
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This channel is the physical means with which fgaa is transferred. Messages are encoded
and decoded.

meaning A &
perception A

meaning B &
perception B
messages:
‘text’ made —

O
out of code <

Communicator A

(sender & receiver) channel (sender & receiver)

act as interpreter act as interpreter
and producers of and producers of
messages

Messages, using a medium travel on a messages

_ channel: they do not include meaning .
create meaning create meaning

Figure 1: Typical process model of communication

The physical and technological properties of a mmedilefine the selection of codes which can be

used (‘sent’ or ‘received’). Choice of medium amdle is dependent on the use, ability, and
availability of the five human senses (see Figyre 2

Technical or physical

Five senses
means for tranSforma- .....................................
tion of messagetoa = M~ T > %
signal which can be X
transferred via a channel '

The physical & tech-
nological properties of
a medium defines the
selection of codes
which could be used

Physical means with
which the signal is
transferred

Figure 2: Aspects of a process model of communicah
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Both producers (sender and receiver) constantlglctieeir interpretation of the message against
references — e.g. previous experiences of the washich such messages could be interpreted. In
a semiotic model of communication, socio culturad ather influences on such references are
highlighted (e.g. Fiske, 1982; Saussure, 1974)icBlly, in a process model, we might focus on
bias on the part of the sender, e.g. when she wisheonvince the receiver of her opinion about
something, bias might be introduced into the fond eontent of the message. However, it is not
only the sender who is a producer. When decodmgssage, a receiver interprets and creates
meaning by relating to reference(s). Bias is pre@refore through the actions of both parties.
However, it is unlikely to be the same bias.

In some process models, (e.g. Lasswell, 1948) mgasiregarded as irrelevant for communica-
tion practice and theory (see FigureBifectis seen as a more relevant focus for attentioa.— i
communication is about creating effects (actiormt)umderstandings. Who says what, through
which channel, to whom, with what effect? Commuftimais about interest and control, not
about meaning.

observer “action”

% o | message|___» medium & %

channel
“receiver

“sender”
Communication is about creating ef-

fects (action), meaning is irrelevant,
(from an observers point of view).

Figure 3: Lasswells’ model of communication

Richards (1968, p.157) calls the process-orientedeina vulgar packaging theory of communi-
cationi. In his view, the Shannon and Weaver model iggesging that there can be a core mes-
sage that exists independently of human interpogtat his message is then encoded (packaged)
for further transfer. The recipient de-codes (ukpathe message and exposes the core content
and form. According to Richards, the misconcepliere lies in a belief that a message can exist
before it has been articulated (or coded). Artittatais essentially a creative process. At first,
there is only a wish to articulate, not a pre-éxgstontent that needs only to be coded. In other
words, there is no content before the messageésn dorm, and efforts to find differences be-
tween form and content would become highly queatite to the point of being futile. Form and
content are always one ‘package’ — one cannot stuibsiependently of the other. Content is not
simply presentedy form. There is a relationship between contedtfarm that is dynamic and
‘co-acting’. Each combination of content and foswnique, in the sense that any change of form
will also change the content. Recognition of a ¢jeaof form by a human reader of the message
must by definition conjure different associatioranfi that person’s past history — thus changing
her interpretation of the message. Each elemedtirenrelationship between them, are essential
characteristics of the message, which influencechadge it. We can reflect that Gregory Bate-
son’s view of information as ‘a difference that reala difference’ suggests similar reasoning
(Bateson, 1972).
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In the field of semiotics, researchers (e.g. Fidle8?2) tend to prefer the term ‘reader’ to that of
‘receiver’ (and tend not to focus specific attentan ‘senders’). In semiotics, sense-making and
interpreting (i.e. ‘reading’) are the focus of irgst. This forms a link between semiotics and lin-
guistics. Consider the relationship that subsistavben a territory (world) and a ‘map’ that sup-
posedly represents it. A map may appear initialipe a simple metaphor for the territory, but at
the same time this relationship is complex. We gacze that the territory is not the map and vice
versa. However, there are quite a few differeregaties of ‘maps’. Examples include street
plans; geological maps; those depicting water keged flows; navigation charts; maps showing
sources of raw materials; bio-diversity or climatmes; plans showing phone land lines etc — all
these specialist purposes can be covered by sisetaps’, each of which may take a different
form, with different signs and signifiers.

Successful communication (from the perspectivédnefrecipient) cannot necessarily be equated
with an outcome of a convinced audience or an @femtended result or action. Consider the
following statements (see Table 1) as responses drocader of a message; each might be re-
garded as a ‘success’ in communication. Howevdy, @me of them can be seen to be successful
in terms of resultant effect (including non-actasman effect). A person might say “l think I un-
derstand you”, indicating that she is uncertainwelger, she might equally say “l understand
you” believing that she is certain, unaware thatlséis misunderstood. Likewise, a person might
be convinced that she does not understand whetirsfie does, e.g. “Surely, it cannot be that
simple.” Success in communication could insteadibeussed in relation to both intended and
unintended consequences; to both recognized /\@asepnsequences and those which are un-
recognized / unobserved.

Table 1: Variations of successful communication

* | understand what you mean — but | do not agree wit you;

» | agree that you are right — but | do not care, andwill not therefore take the action you
suggest;

» | agree that you are right — but | cannot take theaction you suggest (... because | lack
the necessary courage; | lack the physical capahii | lack the necessary will power; |
lack the economic means, etc) to act on my agreentevith you;

e | understand and agree — | will take it the actionyou suggest when | have the time (...
privately | am prevaricating because | am in denialof my real disagreement with the
suggested action, or because my agreement is wealdd see it as a low priority);

* Yes | agree — and will immediately act accordingly(Claim)

* Yes | agree — and will immediately act accordingly(Observed effect)

Maturana (in Maturana & Varela, 1980) considers thihis discussion of the role of language in
human interaction. He suggests that linguistic has orienting behavior. Consensual orient-
ing interactions are only possible where the (ctdgg)i domains of interaction of each organism
are to some degree comparable, so that they azd¢mbievelop some system of communicative
descriptions.

“So long as language is considered to be denotatiwéll be necessary to look at it as a means
for the transmission of information, as if someghirere transmitted from organism to organism,
in a manner such that the domain of uncertaintiethe ‘receiver’ should be reduced according
to the specifications of the ‘sender’. However, whés recognized that language is connotative
and not denotative, and that its function is taeatithe orientee within his cognitive domain
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without regard for the cognitive domain of the otier, it becomes apparent that there is no
transmission of information through language. Ihbeves the orientee, as a result of an inde-
pendent internal operation upon his own state fioose where to orient his cognitive domain;
the choice is caused by the ‘message’, but thetaiion thus produced is independent of what
the ‘message’ represents for the orientdiMaturana, in Maturana and Varela, 1980, p.32).

Nissen (2002) also points to the distinction betweannotative and denotative usage of lan-
guage. He suggests that human communication, aslks by Maturana (Maturana and Varela
1980), does not presuppose a conduit metaphon @simplistic understanding of the Shannon
and Weaver model), but is consistent with percepiopeople as creative beings. The denotative
function of information, in the context of infornmaih systems development and use, is generally
taken for granted. Nissen uses the phrase ‘Infoaom&ystem’ to refer to information processing
and management processes comprising both sociaéandical elements. He underlines the fact
that the denotative function of language presuppasgch prior interaction and mutual learning
among orienters/orientees. This often seegnsssly underestimated when software systems are
incorporated into information systehfMaturana, in Maturana and Varela, 1980 p.81).

Thus, while many are very aware of the denota@atures of language, the connotative features
are often ignored. It may be beneficial that detim#deatures should dominate in some specialist
contexts, e.g. particular technological contextshsas that contemplated by Shannon and Weaver
when they developed their model of communicatioa gpecifically engineering environment.
Here, a specific ‘jargon’ can be useful within threnediate context among those attempting to
orient one another in very specific ways. Howeireinforming systems generally, the denotative
meanings should not be taken as self-evident. Bleithnotative nor connotative features of lan-
guage should be focused upon in isolation fromarather. This point is taken up by Apel

(1980) in the context of theories and methods giiiry; by Bateson (1972) in a context of differ-
ent types of systems thinking; by Radnitzky (19Bawing upon work by Habermas, in a con-
text of communicative action; and by Nissen (20025 context of traditions of inquiry in soft-
ware development.

In this section, we have focussed on communicatieg,of language and the processes by which
human individuals interpret messages in their &ftw communicate. These were highlighted in

order to elucidate some possible origins of ‘bis¢e now move on to consider some philosophi-
cal concepts that influence our perspectives onamicommunication and interpretation of mean-

ing.

Philosophical Foundations

In this section, we consider how different phildsigal perspectives treat the issue of communi-
cation among human beings. In particular, we cehtree Logical Empiricist school of thought
with that of Hermeneutic Dialectics. These are ulised in order to highlight the problematic
nature of communication and a need to avoid oveuiffication by treating processes of sense-
making and interpretation as if they were meredyiés of transmission of the right signals.

The term ‘information’ is used in a number of wéysdifferent researchers, reflecting different
perspectives (see Callaos & Callaos, 2002). Fomela Langefors (1966), in his Infological
equation (see Figure 4), specifically allies thentenformation with meaning, brought about
through interpretation. Shannon and Weaver, howavéneir 1949 model of communication,
specifically state thainformation must not be confused with meah{pd®9). However, these
authors specifically draw their readers’ attentiomhis as a variant on common usage, by point-
ing out that

‘The semantic aspects of communication are irrelet@the engineering problértp.3).
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Richards (1968) points to a dangerous confusioncdualie in wait for a naive researcher who
attempts to apply Shannon and Weaver’'s model, swel's (1948) formula, uncritically in a
context of human communication. The term informatiwhen used by the authors of this paper,
refers to meaning, drawing upon data interpreteshfed) by human sense-making processes,
including application of bias by its producer.

I=i(D, S, t)

I: “Information”

D: “data”
(message) Data does not con-
tain information.
Information is pro-
duced by the inter-
preter making sense
of data using his /
her personal pre-
knowledge (includ-
ing know-what,
know-that and
know-how).

i “interpretation
process”

t: “time for inter-

(sense-making) pretation process,

S: “pre-knowledge, the re-
sult of total life experience
of the individual”

Human
interpreter

Figure 4: The Infological Equation

A simple transmission or conduit model of commutiaais therefore rejected, since the relation
between form and content, and the interpretatioouih human sense-making (application of
bias) cannot be reduced to technological applinatanly (see also Nissen, Bednar, & Welch,
2007). Thus, ideal ‘informing’ efforts are more thjast attempts at information provision, be-
cause two-way communication processes are essginiadlved (two-way informing). This re-
quires us to consider an expanded model, and nmmoweihformation exchange to communica-
tion and relation-inclusive interpretation. Thig@ament is strengthened by reference to works of
e.g. Bateson (1972), and Hay (2007). In this way,iatention is to incorporate a recognition of
the double hermeneutic involved when sentient hubsangs interact. It could be helpful also to
consider this process as communi-forming, interiag, conforming ... etc. In particular, we
wish to contrast perspectives based in logical goigin (LE) with those based in hermeneutic
dialectics (HD). These perspectives may be seeoraplementary (rather than antagonistic), but
inquiries conducted within each are likely to haféerent objectives and result in differing types
of discourse.

Drawing on Nissen (2002) and Radnitzky (1973),ahthors have compiled Table 2, which
summarises the distinctive features of each ofetipasadigms as they relate to a phenomenon of
bias.
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Table 2: Logical Empiricist and Hermeneutic Dialecic Views of Bias

Feature Logical Empiricism Hermeneutic Dialectics

View of One observer independent reality; Many coexistent ‘realities’ dependent on

‘reality’ observers;

N , . . | Understandings of ‘realities’ created
Reality is ‘out there’ to be discovered; through sense-making;
EéasoiZ?b?;?nsglr%lél?tge :;lg;gsgs?gar Bias is a necessary part of individual

> possI 9 sense-making processes — what enables
this reality. .
people to make sense of their world.

Theory of | Correspondence theories predominate| Coherence theories predominate;

truth Information can exist independently of | Information is created by individual hu-
human beings. man beings and cannot exist without

them.

Historical | Irrelevant because information is in- Relevant because selection of variables ig

context of | dependent of any context. The object | dependent upon the choices made by in-

data col- | of research is assumed to lead to a giv} dividuals who collect the data;

lected en set of variables; L "

Boundary setting is a political process and
Boundary of context is taken as given. | questions to be asked are a matter of in-
dividual choice.

Causal Linear chains or trees; Mutual, interlocked influences;

;82260_ Efforts are made to define the parame-| Efforts are made to consider what the
ters of a problem requiring rigorous relevant problem space is, and how this ig
inquiry; chosen.

The domain of the problem space is The domain of the problem space is se-
taken as given; lected by a human actor;
Focus is on rigor in inquiry. Focus is on relevance in inquiry.

Values Only those which are science- Both science-immanent and external val-

guiding immanent; ues;

research S . L . -
Obijectivity, absoluteness and particu- | Subjectivity, plurality and relativity.
larity.

Separabil- | Strictly separable; Theory and practice dialectically related;

gi/yoffr(t)rr]r?_ Obijectivity follows from this premise. | Subjectivity and relativity follow from

practice Subjective elements are excluded from this premise;
the process of inquiry. They are inseparable and subjectivity is
inherent in the process of inquiry.

Research | Technical research interests, poten- Mainly hermeneutic and emancipatory

interest tially emancipatory; interests, can provide social techniques;
Desire to create a solution based on Desire to create a resolution based on in-
observation of objective ‘facts’. terpretation of interaction.

Main lan- | Extensional and denotational; Intentional and connotational;

?uur:ge fea- Messages, containing meaning (and | Messages are exchanged between an ori-

knowledge) can be transmitted from a
sender to a receiver.

enter and an orientee; meaning (and
knowledge) is not contained in messages
but is created by participants in an orien-
tation process.
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We do not discuss scientific proofs or analysismpirical evidence about communication but
rather seek to highlight some of the issues andignas experienced in individuals’ efforts to
make sense of the world and to communicate oneamitither — what Heidegger (1962) might
have termedBefindlichkeit Our perspective is also informed by an apprémiadf phenome-
nology as an underpinning philosophy of inquiryfrédl Schutz reminds us that:

“all empirical sciences refer to the world as preeg, but they and their instruments are them-
selves elements of this world. Only a philosophilcalbt cast upon the implicit pre-suppositions
of all our habitual thinking... can guarantee thedetitude’ not only of such a philosophical at-
tempt itself but of all the sciences dealing diseot indirectly with our experiences of the
world...” (Schutz as cited in Wagner, 1970, p 54).

Schutz goes on to comment on attempts to attaphdnomenology labels, such as idealism, re-
alism or empiricism. These, he regards as inadedoatpplication since by its nature phenome-
nology puts them all in question. Phenomenologistk to include in their inquiry a sense-
making space that comes before the point where rotrgy philosophers begin.

Communication is a key concept here. Habermas (1d&cribes difficulty among human be-
ings in achieving communication; there is a needfiategies, such as ‘languaging’ to enable
people to explore one another’s sense-making psesgsee Wittgenstein, 1963). When elaborat-
ing upon ‘meaningfulness’ some authorities (e.dudg) question how it is possible for any mu-
tual understanding or communication between petopiake place, and how a person can act
purposively in order to achieve actions that aramrggful.

This section has highlighted the problematic natfifeuman communication, by comparing per-
spectives from two contrasting schools of thoug¥e. now go on to look at the phenomenon of
misinformation, using the particular contexts ofréfated disciplines to provide illustrations.

Misinformation in Informing Systems

In this section, we explore some examples of wayghich ‘misinforming’ can arise. We note,
particularly, that an intention to mislead on tlaetf the originator of messages is not necessar-
ily required. Even if we choose to accept thapalties act in good faith, the impact of misin-
forming can be the same.

In the Information Systems and IT area, therel@g history of developing methods and tech-
niques to support informing practices in compleatpem-solving and development projects (e.g.
Checkland, 1999; Mumford, 2003; Nissen, 1989). Winéormation technologies began to be
developed for organizational purposes, it was shectovered that there was a gap in communi-
cation between technologically-oriented and busirefented staff. This is recognized not only
in the academic world but also in industry andisealssed in an IBM white paper on IT service
management (Salvage & Dhanda, 2007). Furthermtiheugh systems development can be
conceived as an integrated process, in practieenpts to standardize the steps and techniques
involved have led to less, rather than more, colgmsion among the various communities of
practice seeking to establish the meanings of thegects. For example, within an overall con-
text of ‘Application Lifecycle Management’ differeproviders have generated a range of differ-
ent interpretations of what is supposed to beradstalized process (Baer, 2007a). It could be
argued therefore that the informing science traaegoline, applied to information systems, is an
emerging result of developers and researchers m&ng misinforming communication break-
downs (e.g. Nissen, 2002). In the discipline obinfation systems, this can be observed in the
many efforts to create standardized languages,adsthnd techniques intended to support com-
plex communication and interaction between diffestakeholders in a systems development
project. However, because these efforts have meeprto be entirely successful in achieving
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their aims, they continue to be of major interestthis community of practice. As Baer (2007b)
comments:

‘the nice thing about standards is that there arensmy of them to choose from ... the more
standards, the less standardisation.

The phenomenon of misinformation can be recogniizedany aspect of the IS/IT field. The fol-
lowing examples provide anecdotal evidence totilis the impact of this.

A Canadian man who had a $10 wireless contracinbhtded “unlimited mobile browser plan”
was charged with $85,000 “because the company haging him on a per-kilobyte basis”
(Haines, 2007). The man who had used his mobile@las a modem for his PC had not realized
that his “unlimited browser plan” did not includelimited download in the subscription. It could
be argued that the man should have known thiscesdfyesince when installing necessary soft-
ware on his computer a warning message was dispktgéing that ‘additional data charges may
be incurred’. On the other hand, the source ofrg@temisunderstanding is clear - that those par-
ticular customers having a contract described @adimg “unlimited mobile browser plan” are
not necessarily to be taken as the intended augli@n¢he warning message. This confusion is
exacerbated when considering that there are mdfgyeht wireless contracts available for each
customer to choose among. We reflect that it edeékrant whether this was deliberate attempt to
mislead on the part of the service provider — ttaps for downloading data to a mobile phone
tends to be self-limiting in comparison to otherhieologies such as a PC. The possibility exists
that the company never considered a context obtiaenobile phone as a modem when drawing
up the agreement, but the impact on the user isame.

Recently, Microsoft proudly presented in a pres$sase that they had ‘delivered a holiday sur-
prise’ unveiling a public beta of a piece of softevéechnology (Vance, 2007). The release was
worded as if this release was ahead of scheduked&hbcription went on to include a reference to
the company’s expectation of being ready in th& fjuarter of 2008. This was intrinsically flat-
tering in a world where delays are commonplace.lé\thie release date presented was accurate,
it was not the original release date. Microsoft maiially presented a plan to ship the software in
the first half of 2007. The release was then deldgehe second half of 2007 and then again to
the first half of 2008. This latest deadline was time they eventually managed to beat, ahead of
schedule. A cynical observer may conclude thaPitess Release was intentionally made in order
to mislead the audience into thinking this achiesstimore attractive than it was. However, be-
cause it is possible that this selective ‘halfiiutas put forward in good faith, it is irrelevant

our discussion of bias whether this selectivity wagoseful or not.

Do modeling languages improve communication? lisaussion about modelling and designing
software solutions, it is recognized that modellagguages (techniques, etc.) can be used for
different purposes and this then influences thelres their use. Although the use is within a
particular community of practice, and the modelliamgguages are standardised, this does not
guarantee success in efforts for communication éetvdifferent stakeholders. This is mainly
because it is recognised that the purpose for ubmgnodelling language also influences the re-
sults of its usage (see for example Rosenberg fistes, 2007). The problem described focuses
on the difference between using modelling languageesign a solution from scratch and then
use the design to develop and implement code, anatyse code and reverse engineer a model
out of the code. The intention in using the modegllianguage is to try to make a clear picture of
the software design. Stephens comments on thd t#ghke second option as follows:

‘... muddy water poured into a crystal flute is stililddy water. Now you've got the same dys-
functional mudball in two places — the code andWil model (Stephens, 2007a).
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The conclusion is made that the modelling languzgmot in itself create the expected clarity
and meaning. This is encapsulated by Stephens 20@Aen he comments as follows.

‘Imagine if everyone on your team was talking sedsffit language. Let’s say you're speaking
German, your team mate is speaking French, and aoenelse is speaking Swabhili.

Every time someone speaks, people glean whatéverssbf meaning they can, and then nod as
if they've understood perfectly. They then walkyawéh a completely wrong interpretation of
what the speaker was really trying to say.

In virtually all IT projects, the problem of miscomanication is rampant, but it's rarely noticed
because everybody thinks they're speaking the tmmgeage. They’re not. One person says
‘book review’ and some people interpret this as ineg ‘editorial review’ (a review written by
an editorial team), whereas others might interpreis meaning ‘customer review’ (a review
written by a customer and posted to the site).

The results can be — and often are — catastrotsthe system gets developed with everyone
interpreting the requirements and the design défifly.

These examples show concerns within the commuhipyaxtice about the proliferation of per-
ceived communication breakdowns. This is furthengounded in academic discourse on meth-
ods/approaches, with statements such as ‘closengdp’ (Sommerville, 2007), in a context of
software engineering); ‘bridging the gap’ (AvisonRtzgerald, 2002), in a context of method)
and ‘navigating the gap’ (Stowell & West, 1994)aicontext of client-led design).

In this section, we have shown how misinforming tze place using examples from the IS
field. We have seen that intention to mislead isannecessary condition for misinforming to take
place and that, even within communities of practiith common interests, misinforming may be
rife. We now turn our attention to two particulases where human activity, intended to inform,
can actually result in misinforming. The first bese arises through misguided attempts to
achieve ‘objectivity’. We explore, through discussiof Hermeneutic Dialectics (introduced in
the previous section) how such efforts cannot métsuccess. The second case arises when
those seeking to inform are constrained by aréfigimposed criteria based in bi-valued logic
(e.g. yes/no; true/false) which tend to filter dohness and complexity of ‘meaning’.

Paradox of ‘Objectivity’

This section describes how attempts to achievectibily can lead to misinformingdf, in meta-
physics, it were possible to identify a number iffledent and (in some cases) incompatible ver-
sions of ‘interpretivism’, it would be highly quésable to proceed as if there were only one.
See, for example, the discussion by Radnitzky (18v@hich he discusses a number of different
schools of thought, including different variantsmerpretivism. The authors would prefer to
avoid making an assumption that there is only aréqular variant. For example, we may look
at the difference in assumptions between logicagigaism and hermeneutic dialectics. Inquiries
based in an LE tradition are likely to give greti¢mation to precision and clarity in expressing a
problem situation. Radnitzky (1973) points to agkmwithin such inquiries that an artificial se-
paration may arise between observations made ahilque perspectives of observer and ob-
served. Adopting such a focus of attention coulaseguently lead to a loss of critical awareness
and entrapment in a confusion between specificg@meral sable descriptions of experiences.
Researchers whose inquiries are based in philosalgtriactice from an Hermeneutic Dialectics
tradition, on the other hand, are likely to makpligit efforts to recognize uncertainty/ambiguity
as features of socially constructed perspectivesunman activity. Their focus is intended to be
on transparency, rather than clarity, emphasizidg/idual self-awareness. Both traditions could
be described as leading to a very different stidniohterpretivism’, one focusing on clarity and
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the other on transparency. The authors also wislvaa suggestions that any approach, with its
underlying philosophy, is directly linked with peteérmined sets of methods for investigation.
Such a view is also highly questionable. If we cdeisthe work of leading researchers within
any paradigm, they may (in principle at least) cd®tw use any method for investigation. Appli-
cation of method does not necessarily explain tli@gophy underpinning any particular re-
search. However, the justification of method ulke,dhoice of variables, the choice of boundary
settings, the arguments related to validity, ete.dependent upon the particular philosophical
interpretation and stand adopted by the particukethod user. This is illustrated in work by
Werner Ulrich (1994). In efforts to provide help ftizens attempting to communicate with ex-
perts, Ulrich develops a method for critical systethinking and emphasizes a need for ‘bound-
ary critique’, i.e. awareness of the impact of drajlboundaries around spheres of interest within
problem situations. In a context of informationtsyss, Ciborra (2002) draws on work of Ed-
mund Husserl in order to urge a need for a phenofogital understandings. In doing so, he
draws attention to a common.forgetting of issues such as the subjective oo§science, the
foundational role of everyday life in the creatiamd development of any methodology, and, ulti-
mately, the obliterating of authentic human exiseeim the management of organizations and
technologies(Ciborra, 2002, p. 15).

For examplewhere interpretive research refers extensively ttkvey Heidegger, Gadamer, pos-
sibly Husserl and Habermas, it might be allegeldetgrounded in idealistic, metaphysical think-
ing (for an example of this discussion, see Rakinjt¥973). Perhaps, therefore, efforts should
also be made to refer to authors such as Batesmi,ahd Schutz in attempting to apply philoso-
phy in practice (Apel, 1980; Bateson, 1972; Schi®@87). Researchers struggle to bring schol-
arly illumination in touch with everyday experienes suggested by Randall Whitaker:

“...this literature can be characterized as scholatby, abstract or theoretical in content. Fine
points of philosophy have been examined in relas@kation from consideration of how they
might pertain to the workaday world. Regardlesgillumination of ‘meaning’ or ‘reflection’
such theoretical work rarely addresses either theaningful use’ or ‘reflection upon use’ at the
center of my professional ...wdrkWhitaker, 2007).

An idea that meaningful communication has takenetzan be based in an ‘illusion’ that there is
some objective reality to which both parties afemméng. When elaborating upomeaningful-
ness$ Schutz (1967) questions how it is possible foy arutual understanding or communication
between people to take place, and how a persoaatgrurposively in order to achieve actions
which are meaningful. He reflects that such pobksés can only be approached vieedimenta-
tion’ of pre-interpreted experiences built up throughscious life. Any justifiable methods for
interpreting social interrelationship must therblased on careful description of underlying as-
sumptions and their implications. He goes on t@esgthat the methods of the social sciences
cannot be regarded as adequate to this task.

“These questions cannot be answered by the methtits social sciences. They require a phi-
losophical analysis. And phenomenology ... haontyt opened up an avenue of approach for
such an analysis but has in addition started thalysis itself (Schutz, as cited in Wagner, 1970,
p. 56).

This concept of ‘sedimentation’ of pre-interpetideed experience comes about, for Alfred
Schutz, through reflection. While conscious lifeynh@ described as a continuous flow of experi-
ence which moves only forward and is irreversitile,act of paying attention to living experi-
ence removes the subject from the flow and mark®we ‘experience’ from another for descrip-
tion or reflection. In reflection, the individua essentially stepping out and turning against the
‘flow’. Thus, meaningfulness can only be attributedetrospect. To illuminate this, we can
paraphrase Dylan Thomas’ well-known poem and cenglte idea of reflection on ‘an experi-
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ence ago’. As Bohm (1992) points out, ‘thoughtaasoncept always implies a passage of time.
We are always in the process of thinking but ahgtight’ can only be considered in retrospect,
when it no longer exists as experience. It shoeldadted that Schutz’ view has been subject to
criticism by some authorities, e.g. Habermas, wiggests that a transcendental view of the ‘li-
feworld’ fails to take into account a possible rfie objective challenges to pre-interpretation
(Habermas, 1985, p.401). For the purposes of ggudsion in the current paper, however, the
authors do not see Habermas’ position as cont@glict he reason for this is that the ‘objective
challenge’ would be based upon collections of stthje assumptions referring to a ‘common’
(which is itself a socio-cultural temporality).

In considering Schutz’s view, the authors are rel@thof the work of Borje Langefors, in the
mid-sixties, with the Infological Equation. Reflagi on the nature of information systems,
Langefors (1966; 1995) suggests that those pedpieane to interpret data in order to inform
themselves must be viewed as part of the systenderH®nstrates this using the infological equa-
tion 1=i(D,S,t) where “I” is the information (kndedge) produced by a person from data “D” in
conjunction with pre-knowledge “S”, by an inter@#bon process “i”, during time interval “t”
(Langefors, 1995, p.144). Meaning (information nowledge) is thus created by each individual.
Pre-knowledge “S”, here, is considered to be creditmugh the entire lived experience of the
individual concerned (cf Schutz’s concept of ‘seglirtation’).

Like Schutz, Langefors reflects on the apparenbssility of communicating ‘meaning’ be-
tween people. Simply transmitting data will notdéa communication of a shared understanding,
since, by their nature, “i” and “S” cannot be asednto be common. He observes that communi-
cation may be seen to approach success most clebehg individuals interpreting the same data
belong to a group, definable for example by logadit common professional interest, e.g. stan-
dardized accounting data among accountants. Hdurt@gthat every act of interpretation does
not necessarily invoke the entire “S” attributatdevery individual and that some aspects of
shared experience may be sufficient to lead tolarities in “i” among group members. In seek-
ing to reconcile this counter-intuitive phenomenath the logic of the equation, Langefors
makes a philosophical distinction in the naturentdrpretive processes. Any simple piece of data
might be interpreted by different individuals toreaa similar ‘factual’ meaning. However, infer-
ences drawn from such facts would be likely toatfifhore widely — the ‘meaning’ of the data for
an individual in terms of its associations, anghossible consequences depending upon her/his
unique “S”". Communication and intention is contdependent. Interpretation of context con-
tinually changes over time and this influences senaking and communication efforts (see
Wittgenstein (1963), e.g. his later work and higcdssion of language games). Constant change
of interpretation, and consequently of perceivedmgg, (e.g. information) was highlighted by
Langefors in the infological equation in 1966 (keegefors, 1966). This view is supported by
Klein (2004) when he refers to ‘meanings’ as:

“... acquired by being born into and embedded in tloéaklifeworld, which include day to day
interactions with the people around’us

Klein makes reference to work of Tsoukas (1996) @rBlerger and Luckman (1967) in empha-
sizing subjectivity and reflexivity as key aspeatsocial scientific investigation. Tsoukas refers
to subjectivity as consisting of a system of meptdterns acquired by individuals through past
socialization and drawn upon in particular situasidi.e. sense-making). The so-called double
hermeneutic of social research is immediately hghitéd here. Only by explicit recognition of
bias and reflexivity inherent in inquiries intoghgsocial lifeworld’ can any general relevance of
social research be established (Klein, 2004).flecgng on meaning shaping, we can remind
ourselves that the ‘truth is the whole system’uahg both subject and object in relation to in-
formation:
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‘A systemic notion of information would place it just in the subject, or in the object, but in
both of them and in what relates the(@allaos & Callaos, 2002, p. 6)

The authors of this paper can see parallels heteetwork of Habermas. Sometimes reflection on
experienced reality is not a matter of choice.ides the world appears to kick back and force an
individual to reflect. As Habermas points out,nfiadividual is experiencing an earthquake, she
has no choice but to reconsider an assumptioritieajround beneath her feet is solid (see for
example discussion on p. 400 in Habermas, 1985).

Wittgenstein (1963) introduces what he calls "laagpigames" as a metaphor for language use in
the everyday course of practical life. He avoidang a precise definition, but ‘languaging’ is
nevertheless a rigorous aspect of his propositi@nexpresses the problem as a need to reconcile
a predictable structure that determines how wardariguage can be assembled, with a simulta-
neous need for use to be flexible. Any languagecgire must be dynamic to be able to account
for regularities extending over time Language ganme®Vittgenstein’s terms, provide a vehicle

for structure and flexibility to be achieved (farther discussion, see Nissen, 2007).

Human beings can be viewed as adaptive learnirtgrags and as such their behavior is not de-
terministic. Each human individual observes phenwarand interprets them from her own
unique perspective (Bateson, 1972; Vickers, 1984jman beings have free will to adapt their
behavior to their perceptions in any feasible widye greater the experienced complexity of the
problem situation, the greater is likely to be timeertainty experienced by the individuals. In the
context of a complex problem space thereforelikédy that behavior patterns of different indi-
viduals will vary widely. The authors wish to emplze their belief that a key aspect of discourse
regarding critically informed contextual inquiryas explicit recognition of individual unique-
ness. When individual behavior is considered incthrgext of informing systems, as part of re-
search discourse, it can be suggested that redisttamalysis ignores the possible extent of
emergent properties. While researchers drawing apmystemic ontology recognize emergent
properties of a system, they may not always refase to roles and perspectives of individual
actors. An individual, acting in the context ofiaforming system, may generate emergent prop-
erties greater than those of the system as a wWBekinar, 2001). This may arise when consider-
ing the influence of other systems of which sh& c®@mponent. As has been pointed out else-
where, any observation can only be made from tha pb view of a particular observer (Matu-
rana & Varela, 1980) and consequently percepticm ©yfstem varies with the stance of the ob-
server (see e.g. Ulrich, 2001). Informing systemt®iporate people engaged with meaning crea-
tion as part of their knowing. (NB Here, we referknowing’ as experience, as opposed to
‘knowledge’).

Processes through which people create and re¢hesitdkcnowing are at once deeply personal,
contextual and social.herefore knowing is susceptible to personal, cdotd, and social biases.
Gregory Bateson has suggested that knowing conues #lyough perception of change, i.e. of a
‘difference that makes a difference’ (Bateson, 39A2cording to Weick (1995), knowledge cre-
ation takes place more readily through individual aollective sense-making activities within
the cultural context of an organization. Such dtéis have been described as a negotiation of
differing perspectives held by individuals — whdte€kland calls ‘Weltanschauungen’ (Check-
land, 1999). We (the authors of this paper) recmgttiat individuals can always select from a
range of alternative viewpoints that may be contétady, complementary or simply different,
and that may overlap at any point.

Organizations have no embodiment beyond that dfiohaals, interacting within social commu-
nicational networks. ‘Knowing’ within an organizatial context is formed by on-going construc-
tion of meanings by individuals, as they encountr experiences and synthesize new data with
existing ‘knowledge’ from past experiences (Langefd966). In order to express their knowing
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in a process of creative development, individualschspace to explore their own understandings,
since knowing may be deeply embedded and inactessithem. Nonaka and Konno (1998)
described this space using the laloeidinating Bd — that space where individuals share feelings,
emotions, experiences and mental models.

Knowledge sharing is a form of communicative actidrich goes beyond a transmission of mes-
sages. Like ‘knowing’, it is subject to human sensking and is susceptible to personal, contex-
tual, and social biases. ‘Knowing’ may be conseddhrough teamwork in which individuals
make a collaborative exploration of a problem-spétais later work on organizational informa-
tion systems, Claudio Ciborra discussed such eafwor. Realizing that the openness and the
dynamics of problem spaces create a multi-dimeasiocomplexity, he turned to Heidegger for
inspiration (Depaoli, 2006). Ciborra highlights lRepomenon that human beings cannot ‘design’
their own future. Ciborra suggests that, when amtéd with a problem space they experience as
complex, people turn first to existing knowledgegleng for a solution within familiar compe-
tences and gradually ‘tinkering’ and moving outveafichm this base (Ciborra, 1992). Only if

such a strategy proves insufficient to deal with pnoblem might a person then turn to wider
sources of unfamiliar knowledge. Ciborra highligtws types of evidence we encounter when
approaching organizational phenomena: formal ideasodels derived from organization theo-
ries; and evidence belonging to a space in whifdrimal expression can surface, which ‘host the
unexpected aspects of organizational life’ (Cibo2@02, pp. 175-177). Such a space, he sug-
gests, no model or theory could address. If rebeasdocus only on the first category of evi-
dence, to the exclusion of the second, they mssgiportunity to encourage underlying phe-
nomena to become ‘unveiled’ (Ciborra, 2002, p.178).

In practice, there may be constraints on the cmmditwithin which effective team communica-
tion takes place, e.g. perceptions of differennaimpetence, culture, power or status among a
group, which distort communicative processes. Haber(1985) attempted to specify an ‘ideal’
situation for effective dialogue where conditioi®quality of status, information and skill in
discourse subsist between participants. Such gondiappear in the authors’ experience to be a
rare in everyday life. We consider it vital, thenef, that for the purpose to develop informing
systems, vehicles are found to support individual group sense-making activities.

In this section, we have discussed one instanbemin activity where an intention is to inform
but the result is misinforming, i.e. a paradoxalfjectivity’. Next we examine a case in which bi-
valued logic operates as a constraint upon infagmiocesses.

The Tyranny of ‘Truth’

In this section, we elaborate upon a second instamere the intention to inform fails. Here fail-
ure due to misguided use of bi-valued logic whemagonsistent and multi-valued logic would
have been more suitable (see Recher, 1969 fortanded description of multi-valued logic).
This issue relates to the recognition of uncenaiand contextual dependency, inherent in life as
it is experienced. We, as human beings, do notyaaow the answer ‘yes’ or ‘no’ but are often
constrained to act as if we did — i.e. to misinform

The authors of this paper suggest that it is oormon experience in everyday life that, when
posing a question to someone, we might receivarnieer ‘it depends’. Here, an individual
gives an answer conditional on obtaining furthéa@dout the context of the question. We infer
from this that people might be comfortable with tiaualued logic when dealing with everyday
problems (i.e. things are not necessarily assemsedscale of ‘truth’ or ‘falsity’). Clearly, when
Ulrich (2001) discusses the need for boundaryquréiin systemic inquiry, he is giving recogni-
tion to this phenomenon of ‘it depends’. Observatfor Ulrich, is critically dependent upon the
stance of the observer. This links directly toahgument put forward by Maturana and Varela
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(1980), pointing out that no observations are irdelent of particular people who observe. Vick-
ers (1984) adds to this focus in highlighting hurivdarpretive processes as incorporating ‘ap-
preciative settings’ reflecting an individual's pieus life experiences. Similar views are ex-
pressed by Langefors (1966) in setting out hislttfical Equation. We can also refer to work by
Bateson (1972), in which he points out the contaifuidependent nature of human learning, and
hence understanding of any phenomenon. If humanifegis by nature contextually dependent,
then there is no reason to approach more comptEdgns with an assumption that it is neces-
sary to break them down systematically or to ajpplyalued logic. Whilst there may be occa-
sions when it is beneficial to break problems d@and simplify them, this need not be done as a
matter of cause. In our view an approach involvimgfine and systematic attempts to simplify
inquiry is reductionist. Attempting to identify ayeaspect of a problem situation separately, in
isolation from its context, in order to establibk ttruth’ or ‘falsity’ of certain key parameters
ignores emergence. Instead, we would advocate ‘Exifigation’ of inquiry, creating a multi-
valued assessment and categorization through ef@oupon individual expression of ‘it de-
pends’. The authors see emphasis on use of bid/égic as restrictive of individual choice. In
everyday life, human beings are confronted withrteéed to make choices. It is important to ex-
amine the element of choice and judgment avaif@biedividuals. Often, the variety of choice
open to individual people is much wider than is ommly expected (Gilovich, 1991). The cate-
gorization, as presented in Figure 5, outlinesenpmenon, i.e. that decision makers are able to
keep in mind that they are asserting beliefs ahwather than truths - exercising judgment
(Bednar at al, 2006).

pessimism optimism
Certainty
A
Assertion of negativ Assertion of
alternative positive alternativ
Negative belief < > Positive belief

Assertion of
ignorance of
possible alternativewy

Assertion of possibl
alternative

Uncertainty

ignorance ambiguity

Figure 5: Categories of assertions of belief.

All four alternatives can be seen to be varianthefanswer ‘it depends’, the main difference lies
in character and degree of the espoused certaagygxample in Table 3, from Bednar et al,
2006). The logic also implies that choices neeldetonade for each individual alternative. Any
assertions made, even if assumed to be generdillly aee not obviously valid under all condi-
tions and out of context. Each assertion requirdscésion. Each decision is chosen as a result of
an assessment of risk of being ‘wrong’ where thbdiween assumptions of context and gener-
alization is taken into consideration. This phenoareis a result of a strategy for dealing with
uncertainty in context. It. happens as an aspeagégbtiation, when people (analysts) try to make
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sense of their own, and each other’s, narrativgarding their understandings and definitions of a
problem space.

It should be noted that a further dimension, commeit (i.e. strength of conviction), is not re-
flected in the model in Figure 5. Figure 6 refleiougr different values within the world of cer-
tainty. The four quadrants illustrate that parteits may be committed to different types of be-
lief. It is possible for instance to be certainttyau have not enough information to make a deci-
sion, or certain that there is a paradoxical sibmainh which apparent alternatives are both true or
both untrue. This (relation to level of commitmastdescribed in Figure 6) is not the same as
experiencing uncertainty in relation to a questare the values of particular conditions cannot
be ascertained (see Figure 5).

Pessimistic prejudice Optimistic prejudice
Certainty
A
Commitment to non- Commitment to
existence existence

[
»

Negative belief < Positive belief

Commitment to
indifference

Commitment to
paradox

v

Certainty

“Information” deficit Information” overload

Figure 6: Categories of Commitment.

In everyday life, we are skilled in ignoring limiians in bi-valued logic because our familiarity
with the context of a problem space enables ustiapensate selectively. However, this habitual
approach could easily become skilled incompeteAogy(is, 1990) when a problem space is
complex and difficult to comprehend. This habitoaérsimplification can be a problem since it
can lead to ignorance of the range of possiblerata/es (Gilovich, 1991), through compla-
cency. Although this may hold true most of the titnievalued logic has received considerably
more credit than its real value merits, and hasredtrealms ‘incompatible’ with its nature.

The authors believe that a focus on bi-valued legiald constrain normal exercise of human
judgment, since people are capable of using maltiaed logic in a process of creating assertions.
In recognizing that human reasoning supports cdiatians in forming judgments, we perceive a
need for any supportive system we create to exteydnd bi-valued logic.

A desire to avoid information overload, and to gawe through rich and diverse sources of po-
tential meaning can lead individuals to prefer mdtilogies which purport to simplify a problem
space. Such a reductionism, while useful in magsgatends not to handle complexity in contex-
tual problems very well. We suggest that it is erable to confront the complexities and ‘mud-
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dle’ presented by organizational life by undertglétructured, but systemic inquiry into contex-
tual dependencies (see also Bednar, 2000 for ang&aof a framework which support such an
undertaking). In particular, we believe it is vitalmaintain a focus on unique, individual beliefs
and perspectives within the context of collectixpleration of problem spaces. In cybernetics, it
is recognized that every distinct dimension of mplex system needs to be controlled in a way
which is appropriate to its characteristics. Thiknown as Ashby’s law of requisite variety
(Ashby, 1964). Similarly, we believe, when condngtinquiry, the multitude of dimensions of a
complex problem space requires appropriate analydigproaches.

Table 3: Example of multi-valued reasoning

Let us assume that you and | are in Portsmouth, othe south coast of England.
Assertion of positive alternative:

If you asked me ‘Is it possible to get to Southampthis afternoon?’ | would answer ‘Yes, |
believe so. It is twenty miles by road or rail, atitere are plenty of services.’

Assertion of negative alternative:

If you asked me ‘Is it possible to get to Buenoses this afternoon?’ | would answer ‘No, |
doubt it. Even if there was a flight from the localirport today, the distance is so great that
you would not arrive until tomorrow.’

Assertion of possible alternative:

If you asked me ‘Can | get to Paris this afternoonfwould answer ‘I expect so. It could be
pos-sible if there is an afternoon flight from thiecal airport. Assuming seats are availabl
and you can afford the fare, then perhaps you can’.

1%

Assertion of ignorance of possible alternative:

If you asked me ‘Can | get to Timbuktu this afterna?’ | would say ‘I have no idea. | am
not sure where it is or even which continent itiis | do not know whether there are servicep
from Portsmouth or even direct flights from the UK’

In this section, we have discussed how human réag@based in multi-valued, rather than bi-
valued logic. We discuss how this relates to theeuainties and contextual dependencies inher-
ent in human experience of life as it is lived,fimel consequences for informing processes when
people fail to recognize this. We emphasize thatretpeople resort to reductionism, this should
be selective rather than habitual and requiresariteflection. It should also be accompanied by
selective ‘complexification’.

Conclusions

In informing science, the focus is on efforts magigeople to provide their clients with ‘infor-
mation’ in a form, format and schedule that maxasiits effectiveness. Depending upon ones
relationship to the concept of bias what is megriptoviding information’ and ‘effectiveness’

will be significantly different. From Logical Empaist perspective, mainly denotational features
of language become influential, while from a Hermatic Dialectic perspective, mainly connota-
tional features are more significant. This includiategies adopted in efforts to inform. For in-
stance, from a Logical Empiricist perspective, rages by which data are transmitted may also
contain meaning which needs only to be decodedriegeiver in order for that person to become
informed. This creates a focus upon technical ssoacerned with coding, decoding and trans-
mission of a message. However, from a perspecfitteomeneutic Dialectics, meaning is cre-
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ated by those individuals who are seeking to ormemtte oriented within a particular context to
which a message may be relevant. Here, therefaeghaical focus would be inadequate to in-
quire into processes of informing. The focus mist ancorporate individual human sense-
making. As indicated by Nissen (2002), drawing @&l (1980) and Radnitzky (1973), these two
research traditions should be regarded as supptargein the context of inquiry into human
spheres of action, neither alone can be sufficient.

We do not suggest that there is no value in rebesscsetting out with a desire to achieve objec-
tivity in their inquiries. However, we do believeat objectivity is in practice elusive and thasit
necessary to recognize this in any endeavour. Wkerof language is recognized to be connota-
tive, then communication is about efforts to oriemmeone within her cognitive domain. It is the
orientee who creates meaning by delving into hgnitive domain in order to reduce uncer-
tainty. Hence, she draws upon prior consensualigtig experiences. The denotative function of
language presupposes much prior mutual interaetmanlearning between members of informing
systems. We have attempted to highlight exampleswterns within both professional and aca-
demic communities of practice, relating to expesehbreakdowns in communication, i.e. misin-
forming. We have attempted to put these issuesairtiantext of critical systemic thinking. We
have also made efforts to describe approachesdedeto support people in their efforts to cope
with these experiences.

In this paper, we have included two specific exaspf situations in which those taking part in
inquiry, or making efforts to communicate, may imdeo take a neutral or objective stance, and
yet nevertheless find themselves entrapped in pseseof misinforming. These examples relate
to human reasoning (imposing a scale of bi-valoegitlon multi-valued reasoning); and human
perspective (making attempts to create a positia@bjctivity) in denial of bias that participants
bring to any informing process.
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