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Abstract

The MAX IV facility in Lund, Sweden consists of two storage rings for pro-
duction of synchrotron radiation. The larger 3 GeV ring has been delivering
light to the first users since November 2016, while the smaller 1.5 GeV ring is
being commissioned. Coupled-Bunch Mode Instabilities (CBMIs) have been
observed in both rings, and they have a degrading effect on the beam quality
since they increase the effective emittance and the energy spread. In order to
suppress CBMIs, a digital Bunch-By-Bunch (BBB) feedback system has been
commissioned in the 3 GeV ring. The feedback in the three planes has this far
been two provided by two striplines kickers. A waveguide overloaded cavity
kicker, dedicated for feedback in the longitudinal plane, will soon be commis-
sioned. Apart from applying negative feedback, the BBB feedback system is
a comprehensive diagnostic tool. The design of the feedback kickers and the
implementation of the BBB feedback system in the 3 GeV ring are presented
in this report. Initial results from instability studies are also discussed.
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1 Introduction

The MAX IV facility in Lund, Sweden consists of two storage rings, where the larger
3 GeV ring is designed for production of high-brilliance hard X-ray synchrotron light,
and the smaller 1.5 GeV ring will produce light in the IR to the soft X-ray spectral
range [26]. The 3 GeV has currently five beamlines in operation, and this ring has
delivered light to the first users since November 2016, while the first beamlines in
the 1.5 GeV ring will be commissioned in the autumn of 2017.

In order to provide high-brightness synchrotron light to the users, the electron
beam has to be stable in all three planes. Since the electron bunches couple to each
other via wakefields, they can under certain resonance conditions drive coherent
coupled-bunch oscillations. Such oscillations are called Coupled-Bunch Mode Insta-
bilities (CBMIs). They can increase the effective emittance and the energy spread
of the beam which thereby decreases the brilliance at the beamlines. In order to
suppress these CBMIs, both rings will operate with Bunch-By-Bunch (BBB) feed-
back systems. The commissioning of the BBB feedback system in the 3 GeV ring
started in early 2016, while the commissioning in the 1.5 GeV ring will start in the
autumn of 2017. The focus of this report is therefore on the 3 GeV BBB feedback
system and on the beam measurements performed there.

A brief introduction to CBMIs and their effect on the electron beam is given
in Section 2. The driving sources of the CBMIs and different ways to suppress
them are also discussed in that section. The feedback signal is applied via kickers
(actuators), and striplines have this far been used as actuators in all three planes.



The stripline design is presented in Section 3. Section 4 describes the design of
a waveguide overloaded cavity that will soon be the dedicated actuators in the
longitudinal plane (the two striplines will still provide feedback in the horizontal
and in the vertical plane). The basic principles and the layout of the BBB feedback
system in the 3 GeV ring is described in Section 5. Finally, some measurements on
how the BBB feedback system affects the beam properties are presented in Section
6. In this section, it is shown how the quality of the light seen at the beamlines is
affected by CBMIs and that they can be suppressed by the BBB feedback system.

2 Coupled-bunch Mode Instabilities

The main purpose of the BBB feedback system is to damp CBMIs since they have a
degrading effect on the quality of the synchrotron light seen at the beamlines. CBMIs
and the collective effects that are driving them is a vast and complex topic, and
only a brief introduction to the physics necessary to understand the basic concept
of CBMIs and BBB feedback systems is therefore presented in this section. A more
comprehensive and very intuitive guide on bunch-by-bunch feedback systems can be
found in the Cern Accelerator School material provided by M. Lonza [17]. For more
in-depth information on CBMIs and other collective effects, [19] is recommended.

2.1 Beam Dynamics in a Storage Ring

In circular accelerators, the displacement of a particle from its ideal orbit is described
by the equation of motion

2" (t) + 2D2' (t) + w?z(t) = 0 (2.1)
where D = 75" is the radiation damping, and 7p is the radiation damping time.
Since the particle emits synchrotron radiation, D > 0 and then the excited os-
cillations are damped. x(¢) can describe the displacement in any of the three
planes. When (2.1) describes the horizontal/vertical motion, then w is the hori-
zontal /vertical betatron angular frequency, and when it describes the motion in the
the longitudinal plane, then w is the synchrotron angular frequency. If we assume
that w >> D, the solution to (2.1) is approximated by an exponentially damped
sinusoidal oscillation

x(t) = Ae P! cos(wt + ¢) (2.2)

where A and ¢ are an arbitrary amplitude and phase, respectively. In reality, the
displacement of a single electron is not entirely damped until it propagates along
its ideal orbit since it experiences smaller excitations continuously due to quantum
excitations when emitting light. Quantum excitations of the electrons is the main
contributor to the finite energy spread (also known as the natural energy spread) of
the beam, and appears because synchrotron radiation is emitted in discrete packets
of photons. Excitations do also occur due to collisions between the electrons. This is
knowns as intrabeam scattering, and becomes more notable at higher beam currents.



The size of a stable beam is therefore not zero, and its average size in phase space
is given by its emittance.

In, (2.1), all oscillations are damped, and the electrons in a single bunch are os-
cillating around their ideal orbit incoherently. However, there is an electromagnetic
coupling between the bunches via wakefields. Under certain resonance conditions,
the wakefields might drive the electrons in a single bunch so that they oscillate co-
herently around their ideal orbit. These oscillations are known as coupled-bunch
oscillations. That modifies the equation of motion to

2" (t) +2(D — G)a'(t) + w?z(t) =0 (2.3)

with the solution
z(t) = Ae” P~ cos(wt + ¢) (2.4)

where G is the growth rate driven by the wakefields, and 7¢ = G~! is the growth
time. If G > D, the beam becomes unstable, and the oscillations grow exponentially,
which leads to an excited CBMI. If the oscillations grow larger than what is allowed
by the acceptance of the storage ring, then the exponential growth can result in
beam loss. For smaller values of G, the CBMI might not result in beam loss since
non-linear effects saturate the amplitude of the oscillations before they grow so large
that the beam is lost. If this is the case, the effects of transverse CBMIs can be
seen as an increased transverse beam size and thereby as an increase of the effective
emittance. Longitudinal CBMIs result in an increased energy spread which also
increases the beam size due to dispersion. It will be shown in Section 6.3 that
CBMIs have a degrading effect on the quality of the beam and the brightness of the
light seen at the beamlines. Since G is proportional to the beam current, it is always
possible to keep the beam stable below the current threshold where the CBMI is
excited.

The number of Coupled-Bunch Modes (CBMs) that can be excited depends on
the filling pattern in the storage ring. If all the ring buckets are filled, the number of
possible CBMIs is the same as the number of bunches, i.e., the same as the harmonic
number of the accelerator. As mentioned above, the electrons oscillate coherently
at their betatron/synchrotron frequency when a CBMI is excited. The index of the
CBM that is excited determines how the centroids of the bunches oscillate relative
to each other, i.e., the phase advance A¢ of the oscillations between each bunch. If
all the M buckets in the storage ring are filled (as in normal operation at MAX TV),
A¢ is given by

2

where m = 0,1,--- , M — 1 is the index of the CBM. Each excited CBM appears in
the beam spectrum as an infinite number at resonance peaks at

f=pfre £ (m+v)fy (2.6)

where frrp = M fy is the frequency of the RF system, fj is the revolution frequency, v
is the fractional betatron/synchrotron tune, and p € Z. One important observation



from (2.6) is that it is sufficient to monitor a frequency span of frr/2 centred around
f = frr(1/4 +n/2), n € N in order to observe an excited CBMI. To illustrate
this, assume that we have a storage ring with M = 8 equally spaced bunches, the
circumference L, and a vertical fractional tune of v = 0.33. Then, Figure 1 (a)
shows the vertical displacement of the 8 bunches at a given time when the vertical
CBM #1 (m = 1) and CBM #5 (m = 5) are excited compared to a stable beam.
Figure 1 (b) shows the corresponding beam spectrum in the span 0 < f < frp for
the three cases.
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Figure 1: (a) shows the maximum vertical displacement of the 8 bunches at a given
time for a stable beam (blue circles), when CBM #1 (m = 1, green circles) is excited,
and when CBM #5 (m = 5, red circles) is excited. Here, M = 8, v = 0.33, z is
the longitudinal position, and L is the circumference of the storage ring. (b) shows
the corresponding vertical beam spectrum lines for CBM #1 (green) and CBM #5
(red).

A

-y

o
o

A4

|
o
al

Vertical Displacement [a.u]
a

L
o

20

\

|\ T T > f

(m-v)f, mf,  (m+v)f,

Figure 2: The longitudinal beam impedance, Z)(f), around a cavity HOM (blue
line). The two orange lines are the spectrum lines of CBM number m and M —m
(p = 0). As seen, the spectrum line of the latter overlaps with the impedance
response of the HOM, and that CBM can therefore be excited.

2.2 Drivers of CBMls

As mentioned in the previous section, CBMIs are driven by wakefields. Below we
list the sources of the wakefields that give a coupling between bunches.



2.2.1 Vacuum Chamber Discontinuities

Wakefields from a single bunch can be reflected at discontinuities in the vacuum
chambers and affect the motion of succeeding bunches. This can be the driving
source of both transverse and longitudinal CBMIs. Examples of such discontinu-
ities are tapers, BPM buttons, bellows, RF fingers, pumping ports, and accelerator
cavities.

In the longitudinal plane, the instabilities are often driven by high-Q eigenmodes
trapped in the vacuum chambers since the stored energy in these eigenmodes can
grow quite large due to coherent multi-turn wakefield superposition. At MAX IV,
many of the Higher-Order Modes (HOMs) in the main and in the Landau cavities are
such high-Q eigenmodes. These HOMs can drive CBMIs if their beam impedance
spectrum overlaps with the frequencies of the CBMs in (2.6), as illustrated in Figure
2. Since these eigenmodes are very narrowbanded, it is sometimes possible to shift
them in frequency and thereby avoid excitations of CBMIs as described in Section
2.34.

2.2.2 Resistive Wall Instabilities

The beam induces mirror currents on the inside of the vacuum chambers as it prop-
agates in the accelerator. Since the beam chambers are made of materials with a
finite conductivity, the mirror currents experience resistive losses. These losses as-
sert a decelerating force on the bunches which is proportional to the beam current.
The decelerating forces can drive CBMIs, and they are especially strong in low-gap
chambers (such as in-vacuum undulators/wigglers). One of the reasons for using
copper (a high-conductivity material) chambers in the 3 GeV ring is to reduce the
risks of resistive wall instabilities. Resistive wall instabilities can appear both in the
longitudinal and in the transverse plane, but is often a problem in the latter.

2.2.3 lIon-induced Instabilities

Ions in the vacuum chambers can drive ion-electron coherent oscillations that result
in transverse CBMIs. The ions, which are created when the beam is colliding with
gas molecules in the non-perfect vacuum, are trapped in the negative potential of the
beam and they are accumulated over several beam passages. Normally, the beam
current threshold, where the ion-induced instabilities appear, increases with time as
the vacuum improves. This was a also observed at MAX IV which is reported in
Section 6.3.1.

2.3 Methods to Suppress CBMIs

In the early design phase of an accelerator, one should reduce the risks of CBMIs. By
carefully designing the vacuum chambers, one can make sure that the geometrical
wake impedance is minimized. It is then important to redice the impact of high-Q
eigenmodes that are trapped in the structures. As already mentioned, materials with
low resistivity in the walls of the vacuum cambers reduce the impact of resistive-wall



instabilities, and a good quality of the vacuum suppresses ion-induced instabilities.
However, once the accelerator is running and the "damage has been done", there
are several ways to suppress the CBMIs that hopefully makes it possible to operate
the storage ring with a stable beam at the nominal beam current. Some methods
that are used or considered at MAX IV are listed below.

2.3.1 Negative Feedback

The most straightforward way to suppress a CBMI is to damp the coherent oscilla-
tions with negative feedback. A BBB feedback system is here applying a kick to each
single bunch for every revolution. The kick signal is sinusoidal and proportional to
the derivative of the coherent oscillation so that the equation of motion from Section
2.1 becomes

2" (t) 4+ 2(D + Dy, — G)2'(t) + w’z(t) = 0 (2.7)

where Dy, is the damping term from the feedback. We see that stability is achieved
if (D4 Dg, —G) > 0. As mentioned in Section 2.1, it is sufficient to monitor
a carefully chosen span of frp/2 in order to observe all the CBMs in the beam
spectrum. The same goes for the feedback signal, i.e., the feedback kickers should
have a bandwidth (BW) of at least frr/2 in order to suppress all the CBMIs. The
BBB feedback system in MAX IV is presented in detail in Section 5.

2.3.2 Harmonic Cavities

Both MAX IV storage rings are equipped with passive 3:rd harmonic (Landau)
cavities that provide bunch lengthening up to a factor five compared to a single 100
MHz RF system [2]. The bunch lengthening decouples the high-frequency part of the
impedance spectrum of the machine from the beam, i.e., the impedance spectrum
at higher frequencies has little effect on the beam since the spectrum of each bunch
becomes more narrow as the bunch length increases. For example, the loss factor
x| in (4.9) is reduced as A(w) becomes more narrow. A very important consequence
of the bunch lengthening is that it reduces the excitation of the cavity HOMs that
are driving longitudinal CBMIs, and thereby increases the current threshold where
the beam becomes unstable.

The Landau cavities also increase the spread of the synchrotron frequency (tune
spread) among the electrons in a single bunch. The tune spread increases with the
non-linearity of the RF waveform [19]. With a single RF system, the RF waveform
is sinusoidal and is quite linear at the synchronous phase unless the total maximum
voltage provided by the RF system per turn is close to the voltage lost by the
electrons as synchrotron radiation per turn. When the Landau cavities are excited
for optimum bunch lengthening, the superposed RF waveform forms a plateau (the
derivative is zero) at the synchronous phase and is therefore more non-linear. The
tune spread has a damping effect on CBMIs since it reduces the coherency of the
driven bunch oscillations. This is also known as Landau damping.



Simulation model | f. [MHz| @
101.91 21502
No HOM damper | 407.18 34786
460.38 36920
101.90 21370
One HOM damper | 406.99 1299
459.38 746

Table 1: The resonance frequencies f. and quality factors () of the first three main
cavity eigenmodes, with and without HOM dampers. The simulations are done in

COMSOL [9].

Apart from reducing the impacts of collective effects, the bunch lengthening also
decreases the electron density which increases the Touschek lifetime and reduces the
transverse emittance.

2.3.3 Damping of HOMs

In the early design phase of MAX IV, there were plans to attach at least one HOM
damper to each main cavity. The purpose of the dampers is to increase the external
loading of the unwanted HOMs and thereby to decrease their quality factors as
described in [16]. By doing so, the growth rates of the CBMs driven by the HOMs
are reduced.

An in-air HOM damper prototype for the MAX IV main cavities has been de-
veloped. The prototype consists of a coaxial structure that forms a notch filter (re-
jection filter) around 100 MHz (around the cavity fundamental mode). The coaxial
structure is inserted into the cavity lateral surface, and it couples to the cavity mag-
netic fields via a loop antenna. The other end of the structure is terminated with a
50 2 load. Figure 3 (a) shows a simulation model of the HOM damper inserted into
a main cavity, and (b) shows the prototype inserted into a vented cavity. By tun-
ing the notch filter to the frequency of the fundamental mode, many of the HOMs
can be damped, while the coupling to the fundamental mode is negligible. Table 1
shows the resonance frequency and quality factors of the fundamental and the first
two HOMs in a main cavity, with and without the prototype HOM damper. As
seen, the fundamental mode is quite unaffected by the HOM damper, while the two
HOMs are heavily damped. Note that the input coupling loop for the 100 MHz
RF power is not included in the model. The plan to implement HOM dampers is
currently on hold, and it will be evaluated if the combination of Landau cavities and
a BBB feedback system is sufficient to suppress all the longitudinal CBMIs up to
the design current of 500 mA.



Figure 3: (a) shows the HOM damper prototype together with a MAX IV main
cavity in COMSOL, and (b) shows the prototype when it is inserted into a vented
cavity.

2.3.4 Shifting Cavity HOMs in Frequency

Another passive way to decrease the impact of CBMs is to shift the frequencies
of the cavity HOMs and move them away from the spectrum lines of any harmful
CBMs (see Figure 2). There are two ways to shift the frequencies of the cavity
eigenmodes. The first method is to move the position of the cavity end plates with
a mechanical tuning system. The second method is to change the temperature of
the cavity with the cooling water, and thereby change the cavity volume due to the
expansion/contraction of the copper. When tuning the cavities, the aim is to keep
the frequency of the fundamental modes constant, and shift frequencies of the HOMs.
Thus for every new cavity temperature (within the operational span), there exists
an end plate position where the frequency of the fundamental mode is unchanged.
Since the HOMs are responding differently to mechanical and temperature tuning
compared to the fundamental mode, the new combination of end plate position
and temperature will shift the HOMSs in frequency. An extensive study on how the
eigenmodes in the main and Landau cavities respond to mechanical and temperature
tuning can be found in [6].

This method is being used together with negative feedback in the longitudi-
nal plane in order to continuously increase the beam current threshold where the
beam becomes unstable. With the BBB feedback system it is possible to perform
grow/damp transient measurements (see Section 6.1) just below the current thresh-
old were the stability is lost and to see which CBM that has the highest growth
rate. That particular CBM is then the reason why stability is lost at a slightly
higher current. The next step is to identify which cavity the HOM that is driving
the CBM is originating from by tuning the end plates and the temperature of the
cavities. When the problematic cavity is found (for some reason, it is always the last
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cavity you investigate...), the HOMs of that cavity are shifted in frequency, and it is
now hopefully possible to keep the beam stable at higher currents. The procedure
is then repeated just below the new threshold where the beam goes unstable. These
studies are often very time consuming.

2.3.5 Non-uniform Filling Patterns

There are some advantages of operating a storage ring with non-uniform filling
patterns. For example, if ion-induced CBMIs are a problem, one can introduce
a gap in the filling pattern. By doing so, the negative potential of the beam is
distorted, and it might prevent trapping of ions if the gap is large enough. Such gap
is also known as an ion-clearing gap. The effects on the beam performance after
introducing an ion-clearing gap is reported in [25].

Since the bunches couple to each other via wakefields, it is also possible to
increase the longitudinal tune spread by introducing gaps in the filling pattern.
Note that we are here mainly increasing the tune spread among the bunches, and
not among electrons in each bunch as in the case with harmonic cavities. This
technique has been used at MAX IV at lower currents in order to keep the beam
stable.

Non-uniform filling patterns can be achieved in MAX IV by selecting the ring
buckets that are injected by adjusting the chopper [3| or by doing bunch cleaning
with the BBB feedback system (see Section 6.2).

2.3.6 Phase Modulation

One active method to suppress longitudinal CBMIs that is being used with success
at LNLS is to phase modulate the RF fields in the main cavities [1]. With the phase
modulation activated, the signal delivered to a main cavity, Vrg(t), becomes

Var(t) = V cos(wrpt 4 dmod C0S(Wimoat 4+ Pmod) + PRF) (2.8)

where V and gzgmod are the amplitude of the RF voltage and the phase modulation
respectively. orp and ¢n.q are arbitrary phases, and wrp and wpeq are the fre-
quencies of the main RF system and the phase modulation, respectively. At LNLS,
Wmod 18 set to a value close to twice that of the synchrotron frequency, and the effect
of phase modulation is that the electrons in each bunch are split up into two (or
three) bunchlets, each with slightly different synchrotron frequencies. The phase
modulation increases the Landau damping by an increase of the longitudinal tune
spread in the bunches.

This far, LNLS has been operating with a single-RF system (no bunch length-
ening with harmonic cavities), and this is when phase modulation is most advanta-
geous. However, one drawback with phase modulating the main RF signal is that
it increases the energy spread within the bunches. At MAX IV, phase modulation
is therefore a tool that might be useful at lower beam currents to keep the beam
stable where there are no significant Landau damping due to bunch lengthening.
At date, it is not possible to phase modulate the main RF signal, but the required
modifications to the LLRF system would be rather small [21].
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3 Design of Striplines

As mentioned, stripline kickers are used as actuators when applying transverse feed-
back. Two striplines for the BBB feedback system are installed in the 3 GeV ring,
one for excitation in each plane. Striplines offer several advantages such as, high
transverse shunt impedance, simple design, short rise and fall times, and they can be
operated directly in the baseband (BB) span of 0-50 MHz, which is where the signal
processing units operate (see Section 5.1.2). The striplines can also simultaneously
be used as weak actuators for feedback in the longitudinal plane. This is possible
by upconverting the BB signal to a frequency range where the striplines have higher
longitudinal shunt impedance (see Section 5.1.3).

Since the in-vacuum parts of the two striplines are identical (they are only rotated
90 degrees relative to each other during installation), only the horizontal stripline is
analysed. The electromagnetic properties of a stripline are covered in detail in [20],
and no detailed analysis is therefore given in this report.

3.1 Geometry

The design of the striplines for the BBB feedback system is a modified version of
the design in [20]. Except for the dimensions, the two major differences are that the
new striplines only have two strips each, and that they have tapering sections at the
ends of the strips.

The main chamber, the strips, and the flanges are made of stainless steel 316.
Figure 4 (a) shows a 3D model of the chamber. Figure 4 (b) shows a 2D cross section
of the stripline mid section, where a = 13.5 mm, a, = 25.2 mm, ¢, = 107.20 degrees,
and ¢, = 12.75 degrees. The length of each strip (feedthrough-to-feedthrough) is
L = 300 mm, and the total length of the vacuum chamber (flange-to-flange) is 400
mm. FEach strip has two tapered sections that make the transition between the
feedthroughs and the stripline mid section in Figure 4 (b) less abrupt. The length
of each tapered section is L; = 25 mm, and they are visible in Figure 4 (a). Asides
from improving the transmission line impedance matching, the tapers also reduce
the beam impedance of the stripline at higher frequencies, as shown in Section 3.2.
Figure 5 shows one of the manufactured striplines.

3.2 Electromagnetic Properties

The electric scalar potential, ®(p, ¢), can be obtained analytically by solving Laplace
equation over a transverse cross section of the geometry, which is shown in [20].
®(p, @) is here limited to the region where 0 < p < a and requires that the stripline
is evaluated far away from its end-gaps. E(p, ¢) and H(p, ¢) are then obtained as
—V®(p, $) and m%wv x E(p, ¢), respectively.

The first propagating TEM modes are the odd (differential) and even (common)
modes. The potentials of the two strips have the same magnitudes but different
polarities in odd mode (U; = V and Uy = —V; in Figure 4 (b)), and the scalar
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Figure 4: (a) shows a 3D cross section of the stripline, and (b) shows a 2D cross
section with some of its dimensions.

Figure 5: The manufactured vacuum chamber of the vertical stripline.

potential @ (p, ¢) for this mode can be expanded in a Fourier series

¢g Ps+og

P (p.¢) = o i (B)n o (n?) o (n : ) cos(ne) (3.1)

- 2
s a n
¢9 n=1,3,5,...

In the even mode, the two strips both have the same potential (U; = Uy = V),
and the Fourier series ®|(p, ¢) becomes

B (p,6) = vy 20 B0 5 (ﬁ)nsm(n%)sm(n%%%) cos(nd)  (32)

2
& 7T¢g n=2,46,... a n

Figure 6 shows ®(p, ¢) obtained in (3.1) and (3.2) (upper figure), together with
electrostatic simulations of the same modes in COMSOL (lower figure). The longi-
tudinal and transverse geometry factors, g and g, defined in [14] are

D(p=0) s+,
o v

= 0.67 3.3
- (3.3

g =
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Figure 6: ®(p, ¢) obtained analytically in (3.1) and (3.2) (upper), and numerically
in COMSOL (lower). The left figures show the odd mode, and the right ones show
the even mode.

o &|Ez(5b: 0) _ ;ﬂ <in (%) sin (w) ~1.10 (3.4)

A design goal is to make the deflecting field as homogeneous as possible in
the vicinity of the beam. Figure 7 shows E,(z,y = 0)/E.(p = 0) and E.(x =
0,y)/E.(p = 0) for different values of ¢,. As seen, a quite good homogeneity is
obtained when ¢, = 107.2 degrees.

Since the characteristic impedance of the surrounding RF system is Z; = 50 €2,
each strip should be matched to this impedance in order to avoid reflections when
the strips are excited by the amplifiers and/or by the beam itself. The strips are
loaded differently in the odd and even mode which results in different impedances.
An optimization approach that can be found in the literature is Zy ~ /Zo 1 Z
where Z, | and Z,) are the characteristic impedance of a single strip in the odd
and even mode, respectively. The gap at the outer side of the strips are therefore
adjusted to fulfil this relationship. With the stripline dimensions mentioned above,
ZO,L =47.2 Q and Z()’H =529 Q.

As mentioned, the transmission line impedance matching is improved by imple-
menting the two tapered sections to each strip. The geometry of the tapers and the
grounded regions close to the them are optimized for the best possible S-parameters,
both when the stripline is fed in common and in differential-mode. There are also
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Figure 7: E,(z,y = 0)/E,(p =0) (a) and E,(z = 0,y)/E.(p = 0) (b) obtained as
—V&(p,¢) from (3.1) for different ¢,. Here, ¢, and a are set to 12.75 degrees and
13.5 mm, respectively.

some production limits that must be considered such as the minimum radius of the
tools and the milling angle. In Section 3.3, the simulated S-parameters are compared
with the measured S-parameters for one of the manufactured striplines.

The low-frequency approximation of the longitudinal and transverse (horizontal)
beam impedance, Z||(w) and Z,(w), are give by (3.5) and (3.6), respectively. As seen,
the last term makes the beam impedance converge to zero at higher frequencies due
to the tapers [4]. Figure 8 shows Z||(w) and Z,(w) obtained in GdfidL [13] up to
10 GHz. Note that the ceramic feedthroughs are simplified as simple coaxial lines
in these simulations. The loss factor, &, and the dissipated power, P, due to
the beam impedance are listed in Table 2. Almost all of the beam induced power
is dissipating in the coaxial high-power loads that are connected to the upstream
stripline ports.

) = 28 (o (=10 g (2=t P CE)

Co

Z 2 1 W(L — Ly) 2u(L— L)\ Si0% ()
Zo(w) = 250 (£) 2 (2 sin’ (—t ) +jsin( t )> =
: «
(€]
(3.6)
An approximation of the transverse and longitudinal shunt impedances , R (w)
and R|(w), are given by (3.7) and (3.8). In these two equations, it is assumed that
the stripline is fed in differential and common-mode, respectively. Figure 9 shows
R, (w) and Rj(w) obtained analytically and from frequency domain simulations in
COMSOL. In the simulations, the ceramic and dielectric losses in the chamber are
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included, and all the sub components of the coaxial feedthroughs are included as
well.

-2 (w(L—Ly) : 2 [ wlhy
9 Sln (C—) Sin (C—>
(9“30) 0 ° (3.7)
a

1
15 g2
Re(Z)
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Figure 8: Z)(w) (a) and Z,(w) (b) of the stripline obtained in GdfidL.
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Figure 9: R, (w) and Rj(w) obtained from (3.7)-(3.8) (solid lines) and from COM-
SOL (circles).
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Figure 10: Sgq11 and Sgq21 of a stripline obtained from COMSOL and from a mea-
surement.

Guassian o = 40 mm Quartic ¢ = 56 mm
Fi| [mV/pCl  Poss [W] | k) [mV/pC|  Poss [W]
10.5 26.3 7.70 19.3

Table 2: The loss factor, |, and the dissipated power, Fg, in a stripline due to
the beam impedance for two different bunch profiles. P is obtained for a uniform
filling pattern at a total beam current of 500 mA.

3.3 Measurements

The simulated differential and common-mode S-parameters are shown in Figure
10 and 11, respectively. The simulations are performed with the frequency do-
main solver in COMSOL with all the details and material parameters of the coaxial
feedthroughs included. Dielectric losses in the ceramic and the resistive losses in
the metal walls are also included in the simulations. The differential-mode param-
eters, Sqq11 and Sgq21, are the reflection and transmission parameters, respectively
when applying transverse feedback in BB, i.e., feeding the two strips with opposite
polarities. Similar, the common-mode parameters, Sc.;; and Sce; correspond to
the S-parameters when applying longitudinal feedback via the stripline back-end,
as described in 5.1.3. The same S-parameters obtained from measurements of the
vertical stripline are also shown in the figures. Here, a 4-port VNA is used, and the
set-up during the mixed-mode measurements is the same as described in [20]. As
seen, there is a quite good agreement to the simulations, even though the simulations
slightly underestimate the transmission losses (up to 0.25 dB in the stripline oper-
ational range). The complete result from the mixed-mode measurements of both
striplines are shown in Figure 50-57 in Appendix A.
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Figure 11: S..11 and Seeo1 of a stripline obtained from COMSOL and from a mea-
surement.

There are some visible narrow-banded notches above 4 GHz in the measured data
in Figure 10. These notches are trapped eigenmodes, similar to those described in
[20]. The eigenmodes are not studied further since they are considered too weak and
located too high up in frequency in order to have any notable effect on the beam
quality.

4 Design of a Waveguide Overloaded Cavity

As explained in Section 3, the two striplines were initially used both as longitudinal
and transverse actuators. A waveguide (WG) overloaded cavity was designed as a
designated longitudinal actuator, and it was installed in the 3 GeV ring in July 2017.
Overloaded cavities are used as longitudinal actuators at several facilities, and most
of them are based on the DA®NE design which was developed in the mid 90’s [7].
The main advantage of an overloaded cavity compared to a stripline is its much
higher longitudinal shunt impedance in the former.

4.1 Geometry

The basic components of the cavity are a standard stainless steel pipe and two copper
bodies. Figure 12 shows a 3D model of the assembled cavity. The steel pipe has an
inner radius of 100 mm, and four smaller pipes with CF16 flanges are attached to its
lateral surface. Coaxial N-type feedthroughs are attached to the CF16 flanges. The
steel pipe also has one attached pipe with a CF75 flange for an ion pump. Cavity
nose cones and four ridged WGs are milled into the copper bodies. Each copper
body is braced to a steel flange and then attached to the flanges that are welded to
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Figure 12: A 3D model of the assembled cavity.

the outer steel pipe. Proper electrical contact between the steel pipe and the copper
bodies are provided by silver plated CuBe contact springs as in the ELSA design
[15], where the springs are placed in grooves in the copper body as shown in Figure
13 (a). Electrical contact between the inner conductor of the coaxial feedthrough
and the copper body is provided by gold plated socket connectors that are screwed
to the latter as seen in Figure 13 (b). These socket connectors are the same type
as the female inner pin at the N-type connector of the feedthroughs. The cavity is
manufactured by FMB Berlin [12].

Figure 13: (a) shows the silver plated contact springs that provide electrical contact
between the copper bodies and the steel pipe. (b) shows the gold plated socket
connectors where the inner conductor of the feedthroughs are inserted.
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4.2 Cavity Requirements

The first step when designing the cavity is to determine its center frequency f.
and its bandwidth (BW). As explained in Section 2.3.1, the minimum required
BW in order to suppress all CBMIs is frrp/2 = 50 MHz if f. is chosen so that
fe= frr(1/4+n/2), n € N. f, in similar cavities might vary between 900 MHz [29]
and 1900 MHz [18], and is often carefully chosen and optimized for the conditions at
the facility where it is installed. Choosing a higher f. has several advantages such
as a more compact cavity and a higher achievable shunt impedance, R. Another
advantage with a higher f. is that all the potentially harmful HOMs are shifted
upwards as well. The most important figure of merit when designing a cavity is the
longitudinal shunt impedance, R, which is given by

Vivik
Ry=—5- (4.1)
where P is the input power, V) is the gap voltage seen by an ultra-relativistic
particle, and VH* its complex conjugate. V] is obtained from the longitudinal electric
field along the center of the cavity F,(z), and is given by (4.2) where k = w/cy is the
wavenumber and ¢ an arbitrary phase. Here, the integral length L is large enough
so that E,(|z| > L)~ 0.

L
Vi :/ E.(2)e? %) 4 (4.2)
-L

It is also useful to define the geometrical factor (R)/Qo) in order to compare the
performance of different geometries without taking the conductivity of the materials
and external loading into account. Qg = wW/P is the unloaded quality factor, where
W is the total stored electromagnetic energy inside the structure.

When selecting f., one also has to consider the relatively long bunches at MAX
IV. Currently, both rings have double RF systems, where the accelerating cavities
operate at frr = 100 MHz and the passive Landau cavities operate at 3 - frp. With
optimum bunch lengthening, each bunch has a quartic (super Gaussian) distribution
with o0 = 187 ps = 56 mm (FWHM = 562 ps = 169 mm). There are future plans
to operate with a triple RF system in the 3 GeV ring in order to increase the bunch
lengthening further by adding 5:th harmonic cavities as well. Figure 14 shows the
normalized charge distribution of a single bunch in TD, A(¢), and in FD, A(w),
during ideal bunch lengthening with a double and a triple RF system 2. The issue
with the long bunches is that the head of the bunch obtains a kick with the opposite
direction compared to its tail if f. is chosen too high due to the time varying fields.
To illustrate this, assume that each bunch has a normalized spatial distribution \,(z)
so that [A,(z)dz =1, and \,(cot)co = A(t). Then, a single electron at position 2’

!Note that the gap voltage is sometimes defined as [ |E,(z)|dz in the literature. Thus, with
that definition, V)| is a real value and the transit time of the particle is not taken into account.
2TD data provided by Pedro F. Tavares
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will experience the voltage V,(z')

L
V(') = / E.(2)e?*E=2010) 4y = Ve (4.3)

—L

The average voltage gain over the normalized electron bunch V. is then

L L
‘/an - / Az(»?:/)‘/e(zl) dz = ‘/H / AZ<Z/)6—jkz’ 4
_I o

L/co -
=V / y A (cot')e 7 e dt! = VjA(w) (4.4)
e

Note that the Fourier transform of A(¢) in (4.4) is only a valid approximation
when A(z) ~ 0 for |z| > L. Consequently, one can define the effective geometrical
factor (R)|/Qo)es as

V;wg‘/avg* 1 o 2 2
2P QO—(RH/Qo) [A(w) = A (4.5)

where &)1 is the (longitudinal) modal loss factor of the fundamental mode (n = 1
in (4.11)). Note that (Rj/Qo)er — Rj/Qo when A(t) — 6(t), where 6(t) is the
Dirac delta distribution. As seen in Figure 14 (b), we have to select an f. that
is considerable lower than for other similar cavities in order not to lose the kick
efficiency when operating with a triple RF system. A good compromise between
a compact cavity geometry and fairly high (R)/Qo)er is to set f. = 625 MHz.
Here, |A(f. = 625 MHz)| is 0.77 and 0.40 for a double and for a triple RF system,
respectively. This frequency is also well within the terrestrial UHF band which
makes it easier to find suitable commercial RF amplifiers and other high-power RF
component for the distribution network.

(R))/Qo)ett =

4.3 Cavity Body

Once f. was decided, the geometry of the unloaded (no attached WGs) cavity body
was designed. Some mechanical restrictions were set on the cavity body. The first
restriction was that the cavity beam pipe should have a circular cross section with
a radius of 15 mm which is the same cross section as the neighbouring vacuum
chambers. Secondly, the initial plan was to manufacture the cavity in-house, and
the restriction was that the largest allowed inner radius of the cavity was 103.5 mm
in order for the metal pieces to fit the milling machine. The goal is to maximize
R)/Qq of the fundamental mode and at the same time to minimize R);/Qo of the
first longitudinal HOMs. By minimizing R;/Qo of the HOMs, their coupling to the
beam is decreased. The radius of a simple pillbox cavity with f. = 625 MHz is
(como1)/ (2w f.) = 184 mm which is larger than the design restriction of 103.5 mm.
Therefore, f. is shifted with a coaxially loaded structure. In order to simplify the
manufacturing process, simple nose cones are added. Thus, no mushroom struc-
tures (as in the main and Landau cavities) are investigated. The nose cones also
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Figure 15: (a) shows |E(r)| of the optimized rotation-symmetrical fundamental
mode of the unloaded cavity in COMSOL. The scale of |E(r)| is arbitrary. (b)
shows R)|/Qo of the rotation-symmetrical eigenmodes in the same cavity up to 4.5

GHz.
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increase the field focusing and thereby increase Rj;/(Q)o. The optimization of the 2D
rotation-symmetrical cavity body was performed in a MATLAB script with livelink
to COMSOL. Note that the geometry of the cavity has to be slightly modified when
the WGs are added since they perturb the fields and thereby shift f.. The fundamen-
tal mode of the optimized unloaded cavity has R)/Qo = 162 Q. Figure 15 (a) shows
|E(r)|of the fundamental mode obtained in COMSOL, and Figure 15 (b) shows
R)/Qq of the rotation-symmetrical eigenmodes up to 4.5 GHz. As a comparison,
R} /Qo of the main and Landau cavities are 86 €2 and 133 (2, respectively.

4.4 Cavity Matching

As mentioned above, the required BW of the cavity is 50 MHz, centred around
fe. Here, the BW is define as the 3 dB BW of the common-mode transmission
coefficient S..91 (see below). Note that it would also be possible to define the BW
from Rj(w). However, a somewhat larger BW of 70 MHz is chosen, and the cavity
is matched so that the 3 dB limits of S..; are located at 590 MHz and 660 MHz.
Of course, a larger BW lowers the peak R, but it results in a better gain flatness
and makes the mechanical tolerances less critical in the manufacturing process. The
required BW gives a loaded quality factor of Q; = f./fsw = 8.9. The BW is simply
increased by increasing the power losses in the cavity system, and this is achieved
by adding four ridged WGs to the pillbox cavity as seen in Figure 16. The WGs
are optimized to have a good transmission to the cavity in a span from ~ 500 MHz
to =~ 2500 MHz. The large BW of the WGs also ensures that the first HOMs are
damped, which make them less likely to drive any CBMIs. Each WG is terminated
with 50 Q via a coax-to-waveguide transition. The two pair of WGs at each side
are rotated 90° relative to each other in order to make the fields of the fundamental
mode as symmetric as possible. This orientation also improves the damping of dipole
HOMs. Consequently, almost all the power delivered to the cavity by the amplifier
and by the beam is lost in the external loads, and this also removes the need for
water cooling of the cavity. No tuning mechanism is added to the cavity since the
mechanical tolerances in the manufacturing process are relatively low due to the
rather large BW.

The fundamental mode is excited when the two WGs at the upstream (or down-
stream) end are driven with the same amplitudes and phases (common-mode), while
the other two WGs are terminated as shown in the driving scheme in Figure 17. The
amplifiers that feed the two WGs are protected via circulators from reflected waves
and from backward travelling waves that are excited in the cavity by the beam it-
self. Figure 18 shows the S-parameters obtained in COMSOL where the physical
ports 1 and 3 in Figure 17 form the logical mixed-mode port 1, and the physical
ports 2 and 4 form the logical mixed-mode port 2. As seen S..:1(f = 590 MHz
) &~ Seern(f =660 MHz) ~ —3 dB. Also note that f. is shifted to 621 MHz in order
to keep the BW in the 590 - 660 MHz range.

One can represent the cavity with the two identical (but orthogonal) upstream
and downstream WG pairs as the resonant circuit in Figure 20 (a), where the res-
onance frequency is given by w? = (LC)~!. Here, each WG pair is modelled as a
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Figure 16: 1/4 of the cavity vacuum body when the four ridged WGs are added.
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Figure 18: The common-mode S-  Figure 19: Rj(w) of the cavity around
parameters of the cavity. its span of operation.

coupler transformer with the turns ratio 1 : n. Each transformer is terminated with
a load with the impedance Z; = 50 €2 via a transmission line with a characteristic
impedance of Z;. The RF source corresponds to the drive amplifiers. The cavity
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itself corresponds to the RLC circuit in the middle, with the circuit shunt resistance
R > Z,. The circuit in Figure 20 (a) can be transformed into the RF source circuit,
as in Figure 20 (b). Now, assume that a voltage V(t) = V cos(w,t) is applied over
the circuit, then the total energy that is stored in the system is W = n2C'V?2 /2. The
unloaded quality factor of the cavity itself becomes Qo = w.W/P. = w.RC, where
P. = n?V?/(2R) is the power dissipated in the cavity walls. The quality factors of the
two external circuits (the two waveguides) are Qo1 = Qo2 = W W/ Py = wen?Z,C,
where P,y = V2/(2Z,) is the power dissipated in the circuit of the RF source. The
loaded Q factor, )r, is then obtained as

L1111
QL QO Qel QeQ QO C\?el

If the interior material of the unloaded cavity is made of copper or SS316L, )y
is 16808 and 2514, respectively. Since Q); = 8.9 < @y, we have that Qp ~ Qc1/2,
thus the choice of material has an insignificant effect on the cavity BW.

One drawback with the circuit model described above is that it is only accurate
for a cavity system with high @ where it is assumed that the coupler(s) have the
same transmission /reflection coefficients to the cavity within the narrow BW of the
resonator. This is not true in the case of overloaded cavity which can be seen in
the slightly asymmetrical S-parameters in the 3 dB BW span around f, in Figure
18. Despite this, the circuit model is an intuitive way to understand the overloaded
cavity, and it provides a good approximation of the power dissipation in the cavity
system.

(4.6)

RF Source WG Coupler Cavity Coupler we Load
ZO ZO
Zo — Zo p—
T 1 L C R nl o Zy, U/

n2 Cn2 R/n2 2,
a) (b)
Figure 20: (a) shows an equivalent circuit model of the cavity with two identical
couplers, where the first one is connected to the RF source and the second to an
external load. (b) shows the same circuit transformed into the RF source.

The shunt impedance, Rj|(w) = |Vj|(w)[*/(2Pxn(w)) , around the frequency span
of operation can be seen in Figure 19. Here, P, (w) is the total input power at Port
1 and 3, as shown in Figure 17. V|;(w) is obtained from F.(z,w) in the 3D model.
As seen, R)j(w) is lower in the upper half of the operational span than in the lower
half. This is mainly because the transit time factor decreases with frequency. It
would be possible to make the shunt impedance more symmetrical in the span of
operation by shifting the port matching to a higher frequency, but it was decided to
keep the -3 dB S-parameter BW as it is.

The shunt impedance at the resonance frequency f. can also be roughly estimated
from the circuit model. If we feed the cavity as in Figure 17, almost all the power
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is lost in the two loads that are connected to Port 2 and 4 which correspond to the
right Zy resistor in Figure 20 (b). Thus, with this set-up, the quality factor of the
complete system is = Qe2. By using Rj;/Qo — 162 § obtained from the unloaded
cavity in the 2D simulations, Rj(w.) can be estimated as in (4.7). The maximum
value of R||(w) in Figure 19 is ~ 3.4 k.

Ryj(we) = (R)|/Qo) - Qez = 2.9 kQ (4.7)

4.5 Wakefields and Heat Load

The wakefields in the structure are simulated in GdfidL [13], where the mesh size
and wake length are set to 0.4 mm and 40 m, respectively. Here, the feedthroughs
are simulated as simple coaxial waveguides that are terminated with several layers
of perfectly matched layers, i.e., the sub components of the feedthroughs are not
included. The longitudinal beam impedance Z||(w) is shown in Figures 21-22, while
the transverse beam impedance Z, (w) is shown in Figure 24. When inspecting
Re(Z)|(w)) in Figure 21, one can distinguish three different regions. In the first
region, where [ < 3 GHz, the eigenmodes are heavily damped by the WGs, and
they are quite wideband. In the region where 3 GHz < f < 8 GHz, the eigenmodes
do not couple as much to the WGs due to the finite BW of the WGs and/or due
to the fact that these eigenmodes do not have field distributions that couple to the
geometrical cross sections of the WGs. Therefore, the eigenmodes in this regions
are narrowbanded compared to those in the first region. The broad-band impedance
region appears when 8 GHz < f which is above the TMy; cut-off frequency of the
beam pipe which is 7.6 GHz. Here, the longitudinal modes with field components
in the beam pipe center are not trapped, but are propagating or semi-propagating.
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Figure 21: Re(Z)|(w)) of the cavity up to 10 GHz.
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Figure 24: Re(Z,(w)) (a) and Im(Z, (w)) (b) of the cavity up to 10 GHz.
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Since the fundamental mode has a quite high (R)j/Qo)es, the beam induced
power, P, in the cavity is considerable. However, as explained above, almost all
beam induced power dissipates in the external loads, which is shown in (4.8). Pless
is obtained from the longitudinal loss factor «) as in (4.9)-(4.10), where Ij is the
total beam current. Note that (4.10) is only valid for a uniform filling pattern and
has to be modified if other filling patterns are used. A conservative way to estimate
Poss is to calculate it for Gaussian bunches with ¢ = 40 mm at the maximum
design current of 500 mA. Table 3 shows x| and P obtained from (4.9)-(4.10)
for Gaussian bunches and for the quartic o = 56 mm bunches (double RF system).
Unlike the striplines, the cavity is a non-directional device, and P is distributed
almost equally among the four external loads. These loads have to be able to handle
Pioss plus the additional power from by the feedback system.

-Ploss = Pc + Pel + Pe2 = Pc(]- + 2@0/@61) = Pc = Ploss/(1 + 2620/6261) (48>

o=+ [ RelZ) )N (0) o (49)
Ross - f[?i/ﬂ (410)

Pioss can also be estimated from the modal loss factors ), as seen from (4.11)-
(4.12). Here, w.y and (R)|/Qo)n are the angular resonance frequency and the ge-
ometrical factor of the n:th eigenmode, respectively. This estimation is of course
more accurate when the modes are more narrow (higher @) since the variations in
A(w) are smaller over the BW of the modes.

Wen R|)
Kiln=—| =— | Mwen) A\ (Wen 4.11
= % () A e (a11)
&
Poss:_o Kl|.n 4.12
1 fRFnZ . ( )

To show how P is distributed among the eigenmodes, fow dPoss(w') dw’ ob-
tained from (4.10) and (4.12) is plotted in Figure 23. Here, the modal loss factors
are obtained directly from the rotational-symmetric 2D simulations of the unloaded
cavity. Even though the WGs have shifted the eigenmodes and perturbed the fields,
there is a quite good agreement between the two methods. It is easy to see that
almost all the beam induced power couples to the fundamental mode.

In the calculations of P, above, it is assumed that the power lost by the beam
is incoherent, i.e., that there is no coherent multi-turn wakefield superposition. Such
coherent power loss appears when the multi-turn spectrum of the beam coincides
with peaks in Re(Z)|(w)) that are caused by eigenmodes with considerable Q-factors.
Thus, with a uniform fill pattern, this occurs if the spectrum of the eigenmodes
overlap with any harmonic of frp. As seen in Figure 21, the lower part of the beam
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Guassian 0 = 40 mm Quartic ¢ = 56 mm
Fi| [mV/pCl  Poss [W] | sy [mV/pC|  Poss [W]
245 614 183 457

Table 3: k|| and P in the cavity obtained from (4.9)-(4.10) for two different bunch
profiles. P is obtained for a uniform filling pattern at a total beam current of 500
mA.

spectrum of the fundamental mode overlaps with 6 - frr due to the high BW, but
a @ of 8.9 is considered too low to cause any notable coherent power loss [24].
As a comparison, the fall time of the voltage in the eigenmode is 7y = 2Q)1/w, ~
4.5 ns, while the bunch separation is 10 ns. Such coherent multi-turn wakefield
superposition is by the way the working principle of the passive Landau cavities,
but @1, in those structures is above 10000.

4.6 Vacuum Port

Since the inner volume of the cavity chamber is quite large compared to the cross
section of the beam pipe, it was decided to add an ion pump to the design in order
to improve the vacuum quality inside the cavity and in its surrounding chambers.
The pipe that is connecting the ion pump to its CF75 flange is welded to the mid
part of the cavity lateral surface. In order to perturb the cavity fields as little as
possible, the pumping slits are milled so that they are oriented parallel to the surface
currents J = n x H. For the TMgy19p mode in a pillbox cavity, J is oriented in the
+2 direction at the lateral surface. The four WGs do however perturb the fields and
add an azimuthal component of J on the lateral surface, as shown in Figure 25 (a).
The slits are therefore milled where J, is small, which is shown in Figure 25 (b).
Simulations show that the introduction of the ion pump has an insignificant effect
on the field distribution and on the port matching.

4.7 Measurements

The mixed-mode measurements were performed with a 4-port VNA, and Figure 26
shows the measurement set-up. The port indices correspond to those in the driving
scheme in Figure 17. The measured and simulated common-mode S-parameters
around the fundamental mode can be seen in Figure 27. The simulation results
are here obtained in COMSOL, and the full details of the ceramic feedthroughs are
included, unlike the evaluation of S-parameters in Figure 18. Resistive and dielectric
losses of the complete cavity are also included in the model. The measured 3 dB
BW obtained from S..; is 74 MHz (590 MHz - 664 MHz), which is acceptable.
The main reason why the measured S..;; resonance is wider than the simulated is
that the losses in the ceramic feedthroughs are lower in the latter. The interior
of the feedthroughs is the same as in the striplines, and the simulations of these
components do also underestimate the losses (see Section 3.3), despite using all
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Figure 25: (a) shows the surface currents J (arrows) and its magnitude |J| (color
scheme) at the cavity lateral surface. (b) shows the pipe that is added for the ion
pump and the orientation of the pumping slits at the lateral surface.

the dimensions and material parameters provided by the supplier. The measured
resonance frequency of the fundamental mode is f. = 621 MHz, and agrees well with
the simulations.

The volume around the feedthroughs and the ridged WGs were considered critical
from a tolerance perspective since proper electrical contact here is important for the
matching of the cavity. In order to verify the matching of each WG, a single-ended
measurement of each port was performed. Here, the reflection parameter of each
physical port was measured, while the other three ports were terminated. Figure
28 shows the results and one can see that the matching is slightly different for each
port. The variations are acceptable, and no further investigations were made to
find if the variations were caused by mechanical variations in the cavity or in the
feedthroughs.

Figure 26: The set-up during the mixed-mode S-parameters measurements of the
cavity.
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Figure 29: The measured and simulated
electric field in the cavity along its center
axis (z =y = 0).

A bead-pull measurement was also performed to characterize F, along the cavity
center axis. Here, the bead was a steel ball (taken from a ball bearing) with a radius
of a = 4 mm. The ball was translated along the center axis via a 0.15 mm thick
fishing line, and the shift of the resonance frequency was measured from S..; as
the metal ball moved along the cavity. The Slater perturbation theorem describes
the shift in resonance frequency when a small volume is removed from a resonance
cavity. If the reduced volume is caused by a metallic ball, the relationship between
the frequency shift, Aw(z), and the magnitude of the longitudinal electric field,
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Parameter Measurement | Simulation
fe 621 MHz 621 MHz
BW (from Sge1) | 74 MHz 70 MHz
QL 8.4 8.9
Ry(f=1) 3.31 kQ 3.35 kO

Table 4: The cavity parameters obtained from the measurements. The results are
compared with simulation results obtained in COMSOL, where the resistive and
dielectric losses from the cavity walls and from the feedthroughs are included.

|E.(z)|, when the ball is at position z is given by

Aw(z eoma’

) )P (413
where €, is the permittivity of free space, w. the resonance frequency of the un-
perturbed cavity, and W is the time average of the stored energy inside the cavity
[27]. In (4.13), it is assumed that the magnetic field is close to zero and that the
derivative FE is small compared to a in the vicinity of the metal ball, which is true
in the gap between the nose cones. F, also extends somewhat into the beam pipes,
and the approximation is less accurate here (the beam pipe has a radius of 15 mm),
and a larger discrepancy can here be seen in the measurement results. However, the
fields are quite low in these regions and contribute little to ). Figure 29 shows
the measured and simulated |E,(z)|? along the center axis. As seen, there is a good
agreement. The voltage gain, V||, at the resonance frequency can now be calculated

as
L L
V:/ |E.(2)|e’** dz = 4/ w 3/ V—Aw(2)e* dz (4.14)
_L weeoma® J_g

where k is the wavenumber, and 2L is the total integration length. The shunt
impedance, )|, at the resonance frequency can then be obtained as

Ry = @2 - (/_LL V—Aw(z)el dz)2 (4.15)

2 3
W EQma

where P is the total power fed to Port 1 and 3 in common-mode. In (4.15), we are
using the relationship between stored energy and power which is W/P & Qe /w. =
2Q) 1 /w. since almost all the input power is dissipating in the terminations at Port 2
and 4 (thus in the second external port as described in Section 4.4). The measure-
ment gives Rj(w.) = 3.31 k2, which is close to the simulated value of 3.35 k{2 (the
losses in the metal walls and in this feedthroughs are included in this simulation).
The measured and simulated parameters are summarized in Table 4.

5 The BBB Feedback System

As mentioned, the focus of this report is on the BBB feedback system in the 3 GeV
ring, and Section 5.1 describes the layout of that system. A short summary on the
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current status of the BBB feedback system in the 1.5 GeV ring is given in Section
5.2.

5.1 BBB Feedback in the 3 GeV Ring

The commissioning of the BBB feedback system in the 3 GeV started in the begin-
ning of 2016. This far, it has been possible to keep the beam stable in all three
planes at beam currents that are above 100 mA. The largest challenge has been to
keep the beam stable in the longitudinal plane. As mentioned, the longitudinal feed-
back has been provided by the striplines. It will hopefully be possible to reach the
maximum design current of 500 mA once the overloaded cavity is installed after the
2017 summer shut-down. At higher currents, we can also tune in the Landau cavi-
ties which would suppress the CBMs further due to the increased bunch lengthening
and Landau damping.

5.1.1 Front-End

The first part of the BBB feedback system is the detector-end, also known as the
front-end. The beam signal is here monitored at the standard 4-button BPM cham-
ber, depicted in Figure 30 (a). In order to create the horizontal and vertical dif-
ferential, as well as the sum signal from the four buttons, a hybrid network was
constructed which can be seen in Figure 30 (b). This network is basically the same
as the "receiving network" described in [20], except there are no electromechanical
switches. Figure 5 shows the phase and amplitude balance of the hybrid network
obtained from its S-parameters.

Horizontal Vertical Sum
BPM Port, z | 20-logio(Ss.) arg(Sss) | 20-logio(Se.) arg(Se.) | 20-logio(S7.) arg(S7.)
1 -9.92 56.1° -9.54 -123.2° -9.65 56.0°
2 -9.77 -124.9° -9.64 -122.4° -9.77 56.7°
3 -9.71 -123.4° -9.85 60.8° -9.65 58.4°
4 -9.53 57.8° -9.89 63.4° -9.69 60.7°

Table 5: The measured magnitudes and phases of the hybrid network at 1500 MHz.
The indices of the ports are shown in green text in Figure 30 (b). Note that the
front-end frequency was later changed from 1500 MHz to 1000 MHz.

The input signals to the signal processing units (see Section 5.1.2) must be in
baseband (BB), thus in the 0 - 50 MHz range. Therefore, the wideband signals
delivered from the hybrid network have to be downconverted to that span. This is
done by heterodyning the BPM signals together with a harmonic of the main RF
frequency in a front-end unit, as illustrated in Figure 31. The wideband BPM signal
is first filtered in a band-pass filter so that its frequency span is in the 950-1050 MHz
range, and then mixed with the 10th RF harmonic. The signal at the mixer RF input
(see green text in Figure 31) can be approximated as vg (t) = A(t) cos(10wrrt+¢(t)),
where A(t) is an amplitude function which mainly depends on the transverse motion



33

From BPM

[
Button1l 1 r—j\—ﬁ ;{')\/ﬂ
1807\ 0° 0 )
From BPM ol
180°

®
Button2 ) o\ /o o
o

5 Horizontal
o Signal

From BPM

@@ |
Button 3 9 Vertical

oR o 180° Signal
0°\/ 0° 0";(;0
lo Sum
7 Signal
BPM Hybrid Network
(b)

Figure 30: (a) shows a 2D cross section of the BPM chamber and the indices of
the four buttons. (b) shows a circuit diagram of the hybrid network where the
horizontal, vertical, and sum signals are created.
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Figure 31: A simplified block di- Figure 32: A simplified block diagram of a dig-
agram of a front-end. ital signal processing unit.

of the beam, and ¢(t) is a phase function which is caused by longitudinal bunch
oscillations. The signal at the LO input is vy, (t) = cos(10wrrt + ¢o), where ¢ is a
phase constant that is set by the phase shifter in Figure 31.

If we are monitoring the horizontal, or vertical differential signal, the amplitude
is proportional to the beam displacement in the corresponding plane. If we set
o = 0, the output signal at the IF port, vi(t) = vr(t)v(t), becomes

vi(t) = %A(t){cos(¢(t))+Cos(20wRFt—|—¢(t))} R %A(t){1+Cos(20wRFt+¢(t))} (5.1)

Here, it is assumed that ¢(t) < 1, thus the beam is stable in the longitudinal
plane. The second high-frequency term is then removed by the low-pass filter (see
Figure 31), and we see that the output signal of the front-end is proportional to
the amplitude of the transverse motion A(t). Signal detection in the horizontal and
vertical planes are therefore known as amplitude detection.

When we monitor the longitudinal plane, the sum signal from the hybrid network
is used. This signal is not sensitive to transverse beam oscillations, which makes the
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Figure 33: The heterodyning in the front-end (upper), and the span of the feedback
signals that are applied to the striplines and to the cavity (lower).

approximation A(t) = Ap relevant, where Ay is a constant. By setting ¢y = —7/2,
the voltage v(t) = vr(t)vL(t), becomes

vr(t) = %Ag{sin(gb(t))+Sin(20wRFt+gb(t))} A %Ao{gb(t)+sin(20prt+¢(t))} (5.2)

Again, the second term is removed by the low-pass filter, and the front-end
output signal is therefore proportional to ¢(t). Signal detection in the longitudinal
plane is therefore known as phase detection. Note that it is assumed in (5.1)-(5.2)
that the mixers are ideal and that they are operating in their linear region.

Figure 33 (upper) shows how the detected BPM signals around 10 - frp are
downconverted to BB. A commercial front-end unit delivered by Dimtel [11] is used,
and this unit has three separated front-end channels, one for each plane. The Dimtel
front-end unit also contains a back-end that will be used for upconverting the BB
feedback signal for the overloaded cavity (see Section 5.1.3).

5.1.2 Signal Processing Units

The BBB feedback system is equipped with iGpl2 FPGA based signal processing
units delivered by Dimtel. Each plane requires its own unit. The three iGp12 units
for the 3 GeV ring can be seen in Figure 38.

The signal processing chain consists of a high-speed 12-bit ADC, an FPGA, and
a high-speed DAC. The ADC is clocked by frr, and it samples the turn-by-turn BB
signal from the front-end (see Section 5.1.1) of each single bunch. Note that the syn-
chrotron frequency is much lower than the betatron frequencies, so downsampling
has to be used in the longitudinal plane. The sampled signal is then demultiplexed
into 176 channels (one for each bunch), where each channel is processed with an
adjustable digital FIR (Finite Impulse Response) filter. The digital filters are de-
scribed in detail in [30], and they determine the correction signal (amplitude and
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phase) for each bunch. Finally, the correction signals from each channel are multi-
plexed to a DAC that is also clocked by frr. The analogue correction signal is then
amplified and sent to an actuator (via a back-end if needed, as described in Section
5.1.3). Figure 32 shows a simplified block diagram of a digital signal processing unit.

Ref from MSO Ref to Front-End From General-Purpose DAC From DACX- From DACX+
7dBm 7 3dBm 7
ZFSC-2-1W-S -8 dB
-1dB
VIV 1.2kQ -8 dB To Drive
>o—o Amp (x+)
— ZFRSC-42-S+
ZBSC-413+
1.2kQ To Drive
- >O—O Amp (x-)
22kQ | — ZFRSC-42-5+
- -9dB N
7dB ZFL-500HLN+ ZFM-2-S+ ZFL-500HLN+ — To Drive
é 10 Amp (y+)
L1 x2 % % % ZFRSC-42-5+
% X To Dri
o Drive
JSPH-150 MK3 BPF-F184 SLP-450+ SLP-450+ j>0—0 Amp (y-)
sdB 8dB ZFRSC-42-S+
Longitudinal Stripline Back-End o

From DACZ+ From DACY+ From DACY-

Figure 34: The circuit diagram of the longitudinal stripline back-end. All part
numbers are from the Mini-Circuits’ catalogue.

The FPGA also has integrated data acquisition memories which makes it possi-
ble to analyse the turn-by-turn data (see Section 6.1). Each unit also contains an
integrated Linux based computer that controls the FPGA and provides the com-
munication with the outside world via ethernet. The controls are performed via
EPICS, and an EPICS-to-Tango gateway makes it possible to control the units via
the MAX IV control system.

5.1.3 Back-End

The BB DAC output signals from the three iGp units are differential (each unit has
two output ports, with the opposite signal polarity relative to each other). They are
named DAC(X/Y/Z)(+/-) depending on which plane, (X/Y/Z), and which polarity,
(+/-). The striplines have high transverse shunt impedances, R, (w), in the 0-50
MHz BB span (see Figure 9), and the transverse feedback signals, DAC(X/Y)(+/-),
can therefore be fed directly to the striplines in differential-mode via drive amplifiers.

Rj|(w) is however weak in the BB span, and the DACZ+ signal must there-
fore be upconverted to a span where Rjj(w) is higher (DACZ- is not needed since
the striplines are fed in common-mode when applying longitudinal feedback). A
back-end that upconverts the DACZ+ signal to the f = (2 4+ 0.5) frr range with
heterodyning was therefore constructed. Figure 34 shows a block diagram of the
longitudinal stripline back-end, and Figure 35 shows the components assembled in a
standard 19” rack case. The heterodyning occurs in a mixer where the BB signal is
mixed with the second harmonic of frp. 2 frr is generated in a frequency doubler,
and its phase is adjusted by a voltage controlled phase shifter. The control signal
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Figure 35: The longitudinal stripline back-end assembled inside a standard 19” rack
case.

to the phase shifter is provided by a channel from the general-purpose DAC of one
of the iGp units (this is not the same high-speed DAC that is used to generate the
feedback signals). This signal is amplified by an OP amplifier to the phase shifter’s
operational input range of 0-15 V. The upconverted signal is then split into four
signals and fed to the four strips via the amplifiers in common-mode. Before feeding
these upconverted signals to the amplifiers, they are combined with the DACX+,
DACX-, DACY+, and DACY- signals using four resistive splitters. This is shown
in Figure 34, and makes it possible to provide longitudinal and transverse feedback
with both striplines simultaneously.

Figure 36 shows the power spectrum of one of the output signals of the longitudi-
nal stripline back-end. Here, a 25 MHz CW signal at the maximum DACZ+ output
of +2 dBm is applied, and one can see that the isolation between the 25 MHz
sidebands of 200 MHz to the highest unwanted peak is more than 30 dB. These
neighbouring peaks are a combination of mixer products and harmonics created in
the frequency multiplier and in the amplifiers. Figure 37 shows the two output sig-
nals when driving 3 bunches (3 - 10 ns). As seen, the rise and fall times at 0 and 30
ns respectively are quite short which ensures good bunch-to-bunch isolation during
excitation.

The commissioning of the overloaded cavity will start in the autumn of 2017.
The DACZ-+ signal will then instead be upconverted to the 600-650 MHz range in
the Dimtel front/back-end unit. Figure 33 (lower) shows the feedback spans that are
applied to the overloaded cavity and to the two striplines when they are operating
as transverse and longitudinal actuators.
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Figure 36: The power spectrum of one of
the output signals from the longitudinal
stripline back-end measured with a spec-
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Figure 37: The two output signals to the
horizontal stripline from the longitudinal
stripline back-end when driving 3 bunches
with a 1 kHz signal from DACZ+. The ver-
tical offset of the green curve is 200 mV.

37

Figure 38: The BBB electronics in
a cabinet above Achromat 08 with
the Dimtel front/back-end unit,
the Dimtel iGpl2 signal process-
ing units, the longitudinal stripline
back-end, and the R&S BBA150
amplifiers.
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Figure 39: A somewhat simplified block diagram of the BBB feedback system in the
3 GeV ring. Note that this set-up is used when applying longitudinal feedback with
the striplines, and not with the overloaded cavity.

5.1.4 Complete Set-up

Figure 39 shows a block diagram of the BBB feedback set-up in the 3 GeV ring. Fig-
ure 30, 31, 32, and 34 show the block/circuit diagrams of the sub components. The
feedback signals to the striplines are amplified by four Rohde & Schwarz BBA150
wideband amplifiers [22]. These amplifiers can deliver an rms RF power of at least
200 W in a frequency span from 9 kHz to 250 MHz. Thus they can be used for both
providing transverse feedback in the BB range and for longitudinal feedback in the
150 - 250 MHz range (see Figure 33). This is the set-up that has been used this
far. After the 2017 summer shut-down, the longitudinal feedback will be provided
by the cavity, and the longitudinal stripline back-end will no longer be needed. The
transverse feedback signals, DAC(X/Y)(+/-), are then fed directly to the striplines
via the amplifiers. The longitudinal common-mode feedback signal, DACZ+, will
be upconverted to the 600-650 MHz range in the Dimtel front/back-end unit and
fed to the cavity as shown in Figure 17. Commercial UHF amplifiers will be used
to drive the cavity.

The two striplines and the button BPM are installed in Achromat 08 (the 3 GeV
ring has 20 achromats in total). They are shown in the ring tunnel in Figure 40.
The overloaded cavity has recently been installed in Achromat 11, as seen in Figure
41. Figure 38 shows the BBB electronics installed in a cabinet just above Achromat

08.

5.2 BBB Feedback in the 1.5 GeV Ring

The 1.5 GeV ring is equipped with the same Dimtel signal processing units as in the
3 GeV ring. The Dimtel front/back-end unit is here operating at 1.5 GHz compared
to 1 GHz in the 3 GeV ring. While the front-end has been connected to a BPM, no
actuators have yet been connected to the system. Thus, it is possible to monitor the
beam motion with the system, but not applying any feedback. However, it has been
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Figure 41: The cavity when it is installed in Achromat 11.

possible to keep the beam stable at beam currents above 150 mA in the longitudinal
plane, even without feedback. This was achieved by injecting with an unstable beam
up to approximately 150 mA with the Landau cavities tuned in. At this current,
the induced fields in the Landau cavities are large enough to provide enough bunch
lengthening and Landau damping to make the beam longitudinally stable. This is
only possible at certain cavity temperatures where the dangerous HOMs are shifted
away from the spectrum of the CBMs. It has not yet been possible to use the same
technique in the 3 GeV ring to keep a longitudinal stable beam at high currents.
One explanation can be that the harmonic number is 176 in the 3 GeV ring and 32
in the 1.5 GeV ring, giving a 5.5 denser CBM spectrum in the former (see Section
2.1). Another explanation is that the longitudinal CBMIs are driven by HOMs in
the main and Landau cavities, and there are at date twice as many cavities in the 3
GeV ring.
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It has this far not been possible to keep the beam stable in the horizontal and
vertical plane at higher currents in the 1.5 GeV ring, so feedback will eventually
be needed. After the 2017 summer shut-down, feedback will be applied in all three
planes via the diagnostic stripline [20]. Here, the longitudinal BB signal has to be
upconverted, and a back-end for that purpose has to be constructed.

6 Beam Measurements

In this section, some measurements on the electron beam are presented where dif-
ferent applications of the BBB feedback system are being used.

6.1 Diagnostic Measurements

Since the signal processing units record the beam motion over several turns, the
BBB feedback system can be used as a comprehensive diagnostic tool. This can
even be done in parallel with feedback operation. An an example, the transverse
tunes are obtained as an FFT of the beam motion and monitored by the MAX IV
control system during operation.

The BBB feedback system can also create transients in the oscillation amplitudes
of the bunches, which makes it possible to measure growth and damp times. The
transients are generated by switching the filter settings in the feedback system. An
example of a grow/damp transient measurement in the horizontal plane is shown
in Figure 42. Here, the beam is horizontally unstable without feedback but stable
when the feedback is running, thus D — G < 0 and D + Dy, — G > 0 in (2.7). The
grow transient is generated when the feedback is turned OFF at t = 0. As seen in
Figure 42 (a), the oscillation amplitudes of all the 176 bunches grow exponentially
until ¢ = 25 ms when the feedback is turned ON again. After that, the oscillation
amplitudes of the bunches are damped exponentially. Since the oscillations of each
single bunch are recorded during the grow/damp transient, it is possible to do a
mode analysis to find which of the CBMs that are driving the instability. This is
shown in Figure 42 (b), where the mode spectrum is plotted. As seen, CBM #152
is driving the instability, and this mode is excited by a cavity HOM. During this
measurement, the growth rate measured when 0 < ¢ < 25 ms was D — G = —0.29
1/ms, while the damping rate when ¢ > 25 ms was D + Dg, — G = 2.50 1/ms.

Grow/damp measurements have been particularly useful when suppressing lon-
gitudinal CBMs by shifting the frequencies of the cavity HOMs, as described in
Section 2.3.4. If instead the beam is naturally stable (D —G > 0), one can drive the
bunches with positive feedback (Dg, < 0) until they oscillate with a relatively large
amplitude, and then turn OFF the feedback and measure the damping time as the
oscillations decay. This is knowns as a drive/damp measurement.

More diagnostic applications for a BBB feedback system are described in [17].
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Figure 42: (a) shows the evolution of the oscillation amplitude for each bunch during
a horizontal grow/damp measurement. The horizontal feedback is turned OFF at
t = 0 ms, and turned ON again at ¢ = 25 ms. (b) shows the evolution of the CBMs
during the measurement. As seen, the instability is caused by CBM #152.
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6.2 Bunch Cleaning

As mentioned in Section 2.3.5, there are several advantages of operating with non-
uniform filling pattern. The BBB feedback system can perform bunch cleaning where
individual bunches are driven at their betatron frequency until they oscillate with
so large amplitudes that they hit the physical boundaries of the beam chambers and
are lost. At MAX IV, the bunch cleaning is often performed in the verical plane, and
the unwanted bunches are dumped at a vertical scraper that is inserted close the to
beam. As an example, Figure 43 shows the measured filling pattern for the uniform
filled ring, and when 8 populations, each with 11 bunches, are kept. In [10], it is
reported that bunch cleaning has been used to perform single-bunch experiments.

Figure 43: The filling pattern measured from the bi-polar BPM signal with an
oscilloscope. (a) shows an almost uniform filling pattern, while (b) shows the filling
pattern when 8 populations, each with 11 bunches, are kept.
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Figure 44: The diffracted transverse Figure 45: The horizontal beam spec-

beam profile measured at the diagnos- trum around the 1032:nd revolution
tic beamline when the vertical feedback harmonic, with the horizontal feedback
is turned ON and OFF. The CBMIs are ON and OFF. CBM #152 is excited
here driven by ions. which is driven by a cavity HOM.

6.3 Feedback Effect on Beam Quality

As mentioned, the BBB feedback system is a comprehensive diagnostic tool that can
be used for many types of beam studies. However, in the end, its most important
task is to suppress CBMIs and thereby make sure that the effective emittance and
energy spread of the beam are kept at their design values. Some examples where
the beam properties are measured, with and without, feedback are now presented.

6.3.1 Transverse Feedback

During the early commissioning of the 3 GeV ring, ion-induced instabilities in both
the horizontal and in the vertical plane were detected at beam currents as low as 30-
40 mA. These CBMIs have this far been relatively weak, and it has been possible to
suppress them with feedback. Figure 44 shows the transverse beam profile measured
at the diagnostic beamline in Achromat 20, with and without feedback, when a
vertical ion-driven CBMI is excited. The beam profile is here obtained from the
synchrotron light radiating from a dipole magnet that is projected on a CCD camera
[8]. As seen, the vertical beam size, and thereby the effective vertical emittance, is
blown up when the feedback is turned OFF. The threshold where the ion-driven
CBMIs appear has steadily moved towards higher beam currents as the quality of
the vacuum has improved. They were rarely seen at currents below 100 mA in June
2017.

CBMIs that are driven by trapped transverse high-Q eigenmodes in the cavities,
have also been observed. As an example, Figure 45 shows the horizontal beam
spectrum around the 1032:nd (5-176 + 152) revolution harmonic when the feedback
is turned ON and OFF. The spectrum is obtained with a spectrum analyser and the
BPM receiving network described [20]. The CBM is found at 586.0289 MHz, and
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its spectrum line is suppressed by more than 50 dB when the feedback is running.
Note that the magnitude of the revolution harmonic at 585.9582 MHz is unchanged
by the feedback (as it should). The RF frequency and horizontal fractional tune
during the measurement were frrp = 99.9308 MHz and v = 0.1246, respectively, and
we see from (2.6) that it is CBM #152 (m = 152) that is excited. Note that this is
the same mode that was excited during the grow/damp measurement in Figure 42.

6.3.2 Longitudinal Feedback

The longitudinal CBMIs have this far been driven by HOMs in the cavities, and it
has been necessary to operate with feedback in this plane in order to keep the beam
stable at higher currents. It is possible to measure the longitudinal bunch profile at
the diagnostic beamline by measuring the temporal distribution of the dipole light
with an optical sampling oscilloscope. As an example, Figure 46 shows the measured
bunch profile at 70 mA, with and without longitudinal feedback 3. The Landau cav-
ities are here completely detuned, and do not contribute to any bunch lengthening.
The bunch profile should therefore be rather Gaussian which can be seen when the
feedback is ON. When the feedback is turned OFF, the Gaussian-shaped bunches
are oscillating in the longitudinal plane around their energy equilibrium which also
results in an increased energy spread of the beam. Thus, the wider bunch profile
measured with feedback OFF is not a result of any notable bunch lengthening, but
mainly due to an oscillating beam and to the fact that the oscilloscope is unable
to capture data from a single bunch at a single turn. The centroid of the unstable
bunch is oscillating with a magnitude of approximately AT = +200 ps. This corre-
sponds to A¢ = +7.2 degrees relative to the 100 MHz RF system. The synchrotron
frequency, fs during the measurement was 1.00 kHz, and with this parameter known,
we can estimate that the dipole oscillation of the centroid corresponds to a relative
energy oscillation, AW/Wj, of
AW 2xf,

= = AT = 40.0041 6.1
i (6.1)

where o = 3.06 - 10~* is the momentum compaction factor of the ring. The natural
energy spread of the bare lattice is 7.7 - 107%, so the dipole oscillations introduced
by the longitudinal CBMI result in an additional energy spread of the beam that is
several times greater than that of a stable beam.

While measurements of the beam profile and beam spectrum show that CBMIs
have a degrading effect on the beam quality, the ultimate measurement would be
on the spectral lines at the beamlines since they comprise the light delivered to the
users. Spectral measurements with longitudinal stable and unstable beams have
been performed at the BioMAX beamline*. BioMAX is an X-ray macromolecular
crystallography beamline where the photon energy range is 5-25 keV [5|. The X-
ray source is an in-vacuum undulator with a magnetic length of 2 m, and with a
minimum magnet gap of 4.2 mm.

3The measurement was assisted by Jens Sundberg
4The measurements at BioMAX were assisted by Roberto Appio and Thomas Ursby
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Figure 46: The bunch profile measured at the diagnostic beamline at a 70 mA,
with longitudinal feedback ON and OFF. Note that the wider profile measured with
feedback OFF is mainly a result of the bunches oscillating around their energy
equilibrium, and not due to bunch lengthening.

One measurement series was performed in April 2017 around the 7:th harmonic
spectral line. The beamline configuration was the same that has been used during
beam delivery to some of the first users. Figure 47 shows the measured photon flux
at a beam current of 37 mA with longitudinal feedback ON and OFF. As seen, the
spectral line is wider and the peak flux is decreased when the beam is unstable in
the longitudinal plane due to the increased effective energy spread. A simulation of
the photon flux with the same beamline parameters was performed in SPECTRA
[23]. The simulation results can also been seen in Figure 47 where the peak flux has
been normalized to that of the stable beam. There is an excellent agreement to the
measurement. The spectrum was also measured at a beam current of 3.3 mA (see
Figure 47), and the current is here so low that the beam remains stable even without
feedback. The normalized flux for the stable beam at 37 mA and 3.3 mA are plotted
in Figure 48. As seen, the line widths look very similar for the two curves, and one
can therefore conclude that the properties of a beam that is stabilized with feedback
is very similar to that of a beam that is naturally stable.

The magnitude of the dipole oscillations for the unstable beam in Figure 47
is not as large as during the bunch profile measurements shown in Figure 46. A
measurement series at BioMAX, with larger dipole oscillations, was performed in
November 2016. The results can be seen in Figure 49. Here, the 5:th harmonic
spectral line is measured at a beam current of 12 mA. The reason why the oscillations
are larger during this measurement, despite that the beam current is a factor three
lower, is mainly because more dangerous cavity HOMs are here overlapping the
spectrum of the CBMs (see Section 2.3.4). The two peaks of the unstable beam are
found at approximately +0.06 keV from the 5:th harmonic spectral line of 8.92 keV.
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Figure 47: The photon flux around the 7:th harmonic spectral line at the BioMAX
beamline measured in April 2017. The results are compared to a SPECTRA simu-
lation.
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Figure 48: The normalized photon flux
around the 7:th harmonic spectral line
of a naturally stable beam at 3.3 mA
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Figure 49: The measured photon flux
around the 5:th harmonic spectral line.
The measurement was performed at the

and of a stabilized beam at 37 mA. It is
the same measurement as in Figure 47.

BioMAX beamline in November 2016 at
a beam current of 12 mA.

The photon wavelength of the k:th harmonic spectral line can be approximated as

Au K?
where A, is the undulator magnetic period, v the Lorentz factor, K is the undu-
lator /wiggler parameter, and ¢ is the observation angle from the forward direction
of the emitted synchrotron radiation [28]. The photon energy is then given by
E = hcg/ M\, where ¢ is the speed of light and 7 is the Planck constant. We can see
that the sizes of the collimators used during the measurements are very small since
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the spectral lines of the stable beams in Figure 47-49 look quite symmetrical. Thus,
the spectrum is close to that of a pin-hole spectrum, and the red-shift due to the
Doppler effect (¢ is small in (6.2)) has little effect on the observed spectrum. The
corresponding relative energy oscillation of the bunch centroid during the measure-
ment is estimated to approximately AW/Wy = £0.0034 when using (6.2). Here,
A = 1.8 ecm, k =5, and K = 1.825. It is also assumed that ¥ = 0 (the horizontal
and vertical design dispersion at the undulator is zero).

7 Conclusions and Future Work

It has been observed that the CBMIs have a degrading effect on the quality of
the beam in the two MAX IV storage ring. A BBB feedback system has been
installed in the 3 GeV ring for suppression of CBMIs, and it has this far been
possible to keep a stable beam at currents above 100 mA. Two stripline kickers have
been manufactured, and they have provided feedback in all three planes. A WG
overloaded cavity kicker that is dedicated for longitudinal feedback has also been
deigned and manufactured, but has not yet been commissioned.

After the 2017 summer shut-down, the WG overloaded cavity will be commis-
sioned, and this will hopefully make it easier to achieve a longitudinally stable beam
at higher currents. The BBB feedback system in the 1.5 GeV ring will also be com-
missioned during the autumn of 2017. The ultimate goal is to deliver light to the
users in both storage rings with stable beams at the design current of 500 mA.
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Appendix A Stripline S-parameter Measurements

Figure 50-57 show the measured mixed-mode S-parameters of the two striplines. The
measurement set-up with the physical and logical ports are the same as described in
[20]. Here, all the 2x16 parameters are not shown since Sge11 & Sed11, Sdc22 & Sedze,
Sdd21 & Sad12; Sce21 R Sce12, Sde21 R Sediz, and Sqc12 & Scdz1 -
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Figure 50: Differential and common-mode reflection coefficients of the horizontal
stripline.
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Figure 51: Differential and common-mode reflection coefficients of the vertical
stripline.
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Figure 52: Cross-mode reflection coefficients of the horizontal stripline.
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Figure 54: Differential and common-mode transmission coefficients of the horizontal

stripline.
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Figure 55: Differential and common-mode transmission coefficients of the vertical
stripline.
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Figure 56: Cross-mode transmission coefficients of the horizontal stripline.
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Figure 57: Cross-mode transmission coefficients of the vertical stripline.
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