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Abstract

This thesis addresses three different topics in wind power plant operation.
Most of the research is focused on controlling a wind farm that is

required to meet a power set-point. In this mode of operation, the wind
turbines are able to vary their power production as long as the total power
demand is met. The research investigates how this freedom can be used
in order to reduce the fatigue loads experienced by the wind turbines.
The problem is studied in a linear-quadratic control setting where the
objective is to minimize the total fatigue load experienced by the tur-
bines, while satisfying a requirement on their joint power production. It
is shown that, under certain assumptions, the design problem can be dras-
tically simplified. In particular, the computational effort needed to obtain
the solution is independent of the number of wind turbines and the only
centralized operation required to implement the optimal control law is a
single summation. The research also explains the mechanisms that make
power allocation schemes useful for load reduction.

Part of the research addresses wake effects in wind farms by develop-
ing a low-complexity model of the aerodynamic interaction between wind
turbines. The model is used in a series of examples, where the wind tur-
bines coordinate their power productions in order to maximize the power
production of the wind farm. The examples indicate that the benefit of
power coordination increases with the number of turbines in the wind
farm. They also identify the underlying mechanisms behind this effect.

The last topic of the thesis is to investigate the benefits of using pre-
view of the incoming wind speed in order to reduce structural loads on
the wind turbine tower. The main focus is to understand how measure-
ment distortion influences the achievable load reduction as well as the
required length of preview. Results from high-fidelity simulations based
on real wind turbine measurements indicate that the use of preview can
lead to a significant reduction of tower fatigue loads and that the length
of preview needed to attain the reduction does not exceed a few seconds.
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Preface

Contributions of the Thesis

This thesis consits of two introductory chapters and six papers. This sec-
tion describes the contents of the introductory chapters and the contribu-
tions of each paper.

Chapter 1 – Wind Energy
The objective of this chapter is twofold. First, it aims to contextualize
the research in this thesis and discuss its contributions in a wind energy
setting. Second, it provides necessary background information to readers
who are not familiar with wind energy applications.

Chapter 2 – Linear-Quadratic Control Theory
The first section of this chapter reviews some fundamental results in
linear-quadratic control that are frequently used in the papers. Section 2.2
summarizes the author’s view of the contributions of this thesis in the
context of linear quadratic control theory.

Paper I
Madjidian, D., M. Kristalny, and A. Rantzer (2013). “Dynamic power co-

ordination for load reduction in dispatchable wind power plants”. In:
Proceedings of the 2013 European Control Conference. Zürich, Switzer-
land, pp. 3554–3559.

The paper assumes a setting where a wind farm is required meet a
pre-specified power set-point. In such situations, there is freedom in how
the total power demand is distributed over the individual wind turbines.
The focus of the paper is to investigate the benefits of dynamic power
allocation schemes in terms of reducing fatigue loads on the turbines. In
particular, the paper assesses the potential for load reduction at different
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operating points and explains the mechanisms that make power allocation
useful.

Paper II
Madjidian, D. and L. Mirkin (2014). “Distributed control with low-rank

coordination”. IEEE Transactions on Control of Network Systems 1:1,
pp. 53–63.

The paper studies coordination among a homogeneous group of linear
systems. The systems are coupled by a requirement on the dynamics of an
average system and the objective is to minimize a sum of quadratic costs
functions for the individual systems. The main result of the paper is that
the coordination problem can be decomposed in terms of the uncoordi-
nated problems for the individual systems. In particular, it is shown that
the computational effort needed to obtain the solution is independent of
the number of systems and that the only global operation required to im-
plement the optimal control law is an averaging operation. Furthermore,
the solution is transparent in the sense that both the control law and
the resulting performance of each system can be expressed analytically
in terms of the optimal uncoordinated control laws and performances.
The results are demonstrated on a simplified version of the wind farm
application discussed in Paper I.

Paper III
Madjidian, D. and L. Mirkin (2014). “Optimal coordination of homoge-

neous agents subject to delayed information exchange”. Submitted to
the 2014 IEEE Conference on Decision and Control.

The paper revisits the coordination problem in Paper II with the ad-
ditional restriction that the information exchange between the systems
is subject to a time-delay. It is shown that the properties of the optimal
control law in the delay-free case extend to the case with delayed infor-
mation exchange. The paper also contains a more detailed discussion on
how the coordination constraint and the delay impact the performance of
the individual systems.

Paper IV
Madjidian, D. (2014). “Distributed control of dispatchable wind power

plants”. Manuscript prepared for submission.

This paper is written primarily for a wind energy audience. The pur-
pose is to show how the theory developed in Paper II nd Paper III can be
used to control a dispatchable wind power plant. A large part of the paper
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is devoted to explaining the properties of the controller that are especially
useful for wind farm control. In the last part of the paper, a controller is
designed and evaluated in a simulation study based on real wind farm
data. The simulations show fatigue reductions in the range of 30-40%.

Paper V
Madjidian, D. and A. Rantzer (2011). “A stationary turbine interaction

model for control of wind farms”. In: Proceedings of the 18th IFAC
World Congress. Milano, Italy.

The paper develops a steady-state model of the aerodynamic coupling
between wind turbines that are positioned in a row. The main underlying
assumptions are that merged wakes are formed by superimposing indi-
vidual wind turbine wakes and that the effect of each turbine on the wind
field decays exponentially with distance. Based on these assumptions, the
model can be stated in a compact recursive form where the wind condi-
tions at each wind turbine are functions of the state of the closest upwind
neighbor. The model is used in a series of examples, where the wind tur-
bines coordinate their power productions in order to maximize the power
production of the wind farm. The examples indicate that the benefit of
power coordination increases with the number of turbines in the wind
farm. They also identify the underlying mechanisms behind this effect.

Paper VI
Kristalny, M., D. Madjidian, and T. Knudsen (2013). “On using wind speed

preview to reduce wind turbine tower oscillations”. IEEE Transactions
on Control Systems Technology 21:4, pp. 1191–1198.

The paper investigates the benefits of using preview of the incoming
wind speed in terms of reducing the fatigue loads on the wind turbine
tower. A large part of the paper is devoted to analyzing how measurement
distortion effects the achievable load reduction as well as the required
length of preview. The analysis is carried out by designing controllers in an
optimal control framework and evaluating their performance through high
fidelity simulations based on real wind turbine measurements. The last
part of the paper examines the possibility of using upwind wind turbines
as a source of preview for downwind turbines.

Additional peer-reviewed publications
Biegel, B., D. Madjidian, V. Spudić, A. Rantzer, and J. Stoustrup (2013).

“Distributed low-complexity controller for wind power plant in derated
operation”. In: Proceedings of the 2013 IEEE Multi-Conference on Sys-
tems and Control. Hyderabad, India, pp. 146–151.
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1
Wind Energy

The objective of this chapter is twofold. First, it aims to contextualize
the research in the thesis and discuss its contributions in a wind energy
setting. Second, it provides necessary background information to readers
who are not familiar with wind energy applications.

1.1 Global wind energy statistics

Wind power is a rapidly growing source of energy. The annual average
growth rate has been about 20% over the past ten years and the total
installed wind power capacity world-wide reached 318 GW at the end of
2013. See Figure 1.1. China accounts for most of the installed capacity
(91.4 GW), followed by the U.S. (61.1 GW), Germany (34.3 GW), Spain
(23.0 GW) and India (20.2 GW) [Global Wind Energy Council, 2014]. The
total installed capacity in the EU is 121.5 GW and accounts for approxi-
mately 8% of total electricity consumption [European Wind Energy Asso-
ciation, 2014]. In terms of actual penetration (percent of electricity pro-
duction), in 2012 Denmark topped the list with about 27%, followed by
Portugal at 17%, Spain at 16%, Ireland at 13% and Germany at 11% [Eu-
ropean Wind Energy Association, 2013]. In Sweden, the total installed
capacity at the end of 2013 amounted to 4.4 GW and the penetration in
2012 was 5%.

In an attempt to reduce emission of green-house gases, several regions
have set goals on renewable energy production. In particular, the Euro-
pean Union aims to produce 20% of its electricity from renewable sources
by 2020 [European Comission, 2006], the United States is looking into
20% wind energy penetration by 2030 [U.S. Department of Energy, 2008],
and Denmark plans to have all of its energy supplied by renewable sources
in 2050 [Danish Government, 2011]. Wind energy widely considered to be
a clean source of power and is expected to be a key resource in attaining
these goals.
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Figure 1.1 Global cumulative installed wind power capacity.

1.2 Context and contributions

The purpose of this section is to discuss the contributions of the thesis in
the context of wind energy. The first three subsections discuss different
control challenges in wind energy and the last subsection describes how
they are addressed by the different papers.

Wake effects in wind farms
To take advantage of economies of scale, especially at sea, wind turbines
are often placed relatively close to each other [Pao and Johnson, 2011].
However, close placement leads to performance loss due to aerodynamic
coupling between the turbines. More specifically, when a wind turbine
extracts power from the wind, it emits a wake, which is characterized
by a lower wind speed and a higher level of turbulence compared to the
ambient wind flow. Therefore, wind turbines that operate in the wake of
other turbines experience lower mean power production and a higher level
of structural loading [Burton et al., 2001].

The performance degradation caused by wake effects may be signif-
icant. In a study based on two years worth of data collected from two
commercial wind farms, it was shown that in the dominant wind direc-
tion and in a certain range of ambient wind speeds, wind turbines located
far downstream experienced a reduction in produced power of roughly 40%
compared to the most upstream turbine [Barthelmie et al., 2013]. Similar
observations were made in [McKay et al., 2012], where 6 months worth of
data from a commercial Canadian wind-farm were analyzed. The results
showed that for certain unfavorable wind conditions, the loss in power
production and the increase in wind speed standard deviation could be in
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1.2 Context and contributions

the order of 70% and 240%, respectively.
The studies above are based on situations where the wind turbines in-

dividually maximize their power production. Considering the magnitude
of the performance degradation due to wake effects, a natural question is
whether these effects can be mitigated by coordinating wind turbine power
production. For instance, by extracting less power at the most upwind
turbine it might be possible to increase power production at several down
wind turbines and thus increase the overall power production. Some evi-
dence for this, based on relatively simple simulation models, was provided
in [Johnson and Thomas, 2009] for a two-turbine example and in [Mar-
den et al., 2013] for a larger farm. However, in general, wakes effects
have received little attention from the control community, and wind tur-
bines in wind farms continue to be operated individually without regard
to their effect on down-wind turbines. A reason for this is the difficulty
in obtaining wind farm wake models suitable for control design.

Structural loads
Wind speeds are generally higher at higher altitudes and the power ex-
tracted by a wind turbine is proportional to the area swept by its rotor.
This has led to a rapid growth of wind turbines dimensions and modern-
day turbines typically stand more than 100 meters tall and have a rotor
diameters which exceed 120 meters [Manwell et al., 2009]. As a conse-
quence, wind turbines have become more sensitive to structural loads
caused by wind speed fluctuations.

A wind turbine is typically designed to have a life-span of over twenty
years. Due to its flexible structure and the uncertain environment in
which it operates, a significant amount of effort in the design process is
devoted to ensuring that it is able to withstand the various loads that it
will experience. A high tolerance to structural loads requires a more rigid
structure, which in turn implies higher material costs [Manwell et al.,
2009]. Therefore, by designing control laws that reduce structural loads,
it may be possible to cut the overall cost of wind energy by reducing the
amount of materials used. Since the bulk of the capital costs in wind
energy are material cost [Krohn et al., 2009], even a small reduction in
materials can lead to substantial savings. Alternatively, given a turbine
with a structure of a certain rigidity, a reduction in structural loads may
increase the life-span of the turbine and reduce operation and mainte-
nance costs.

Grid integration of wind power
In the electric power system, the transmission system carries power from
the generation units to the consumers (loads). As the transmission sys-
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Chapter 1. Wind Energy

tem does not have any significant ability to store energy, generation must
continuously match the load on the network. In most countries this load-
balancing problem is the responsibility of the transmission system opera-
tor (TSO). It is typically handled by scheduling the generation units based
on the predicted load profile and the generation capabilities and costs of
each unit. This scheduling is performed on several time scales. For in-
stance in the Nordic power system electricity is traded on the day-ahead
and intra-day markets, which clear twenty-four hours and one hour before
delivery, respectively [Nord Pool Spot, 2014]. Since the actual load profile
cannot be perfectly predicted, the TSO also purchases additional regula-
tion capacity to balance mismatches in real-time [Glover et al., 2008].

The wind resource is inherently random in nature and the randomness
applies to all time scales. If wind power plants operate at maximum power
production, which is currently the case in many regions [Couture et al.,
2010], the variability would be directly fed-through to the power system.
This implies that, unlike conventional generation units, which are a bal-
ancing resource for the TSO, wind power plants add to the uncertainty in
all stages of the load-balancing problem. Moreover, if wind power plants
replace conventional generators, a higher amount of variability has to be
handled by a smaller generation fleet. Therefore, as wind power pene-
tration increases, an important question is how to absorb the additional
variability that it presents.

Several different approaches have been proposed to integrate larger
amounts wind power production into the power system. One option is for
the TSO to acquire larger amounts of operational reserve, which is how
it is typically handled at present [Ela et al., 2010]. It is also possible to
absorb power variations by using energy storage devices or to increase
the capacity of the transmission system to even out variations between
different geographical regions [Kanoria et al., 2011]. Another option that
has received significant attention recently is to reduce the variability on
the demand side by making a portion of the load controllable [Biegel et al.,
2014]. The option adopted in this thesis is to let the wind power plants
manage the additional variability. In this case, wind power plants would
behave as dispatchable power plants, meaning that they regulate their
output power production according to the balancing needs of the electrical
power system. Such policies are already in place in Spain and the United
Kingdom, where large wind-power providers bear full responsibility for
forecasting and balancing their own production [Klessmann et al., 2008].

Relation to papers
Paper V addresses the problem of wake effects by developing a simple
model of the aero-dynamic interaction between wind turbines. The focus
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1.3 Background

of Paper VI is to exploit wind speed preview in order to reduce structural
loads on the wind-turbine tower. Papers I–IV address a combination of
reducing structural loads and integrating wind power into the power sys-
tem. This is further explained below.

When operating a wind farm as a power plant, the sum of the power
production of the wind-turbines should match the power set-point to the
wind-farm. Since there are several turbines in the farm, there is a certain
degree of freedom in distributing the power over the turbines, which can
be used to reduce the structural loads experienced by the turbines. The
idea is to continuously redistribute power among the turbines in order to
to give them as much flexibility as possible in responding to local wind
speed variations. Since wind speeds are not the same across the wind
farm, changes in power production that benefits one wind turbine can be
compensated for by changes in turbines with opposite needs. A natural
question is then: how does the ability to vary power production help re-
duce structural loads? This is the topic of Paper I. To adjust its power
production, a wind-turbine must coordinate with other turbines so that
the total power production matches the set-point. This coordinated control
problem is studied in a more general setting in Paper II and Paper III.
In Paper IV the theoretical results derived in Paper II and Paper III are
used to control a wind farm.

1.3 Background

This section provides the wind-energy background needed in order to read
this thesis. This is done by describing the wind power plant model used
in the papers.

Model of a wind turbine
All wind-turbine models in this thesis describe a horizontal-axis, variable-
speed and collective-pitch wind-turbine. Horizontal-axis means that the
rotor is mounted so that the rotor plane is perpendicular to the wind di-
rection (as in Figure 1.2). The property variable-speed implies that the
rotational speed of the rotor and generator can be adjusted. Variable speed
operation requires the use of power electronics, but leads to more power
extraction compared to fixed-speed operation, where the generator is di-
rectly connected to the power network [Manwell et al., 2009]. Collective
pitch refers to the fact that the pitch angle is modified simultaneously
and equally at all blades. Some modern turbines also have ability to pitch
each blade individually, but this is not considered in this thesis. Figure 1.2
shows the layout for a typical horizontal-axis wind turbine.
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Chapter 1. Wind Energy

Figure 1.2 A typical composition of a horizontal-axis wind turbine. The
incoming wind interacts with the blades of the wind turbine, causing the
rotor to spin. The rotational energy is transferred to the generator through
the drive-train, which consists of the low-speed and high-speed shafts as
well as the gear-box. When the generator spins, electricity is produced.
The figure is used with the permission of the Government of the Hong
Kong Special Administrative Region

.

Whenever simulations are performed, they are always run using the
NREL 5-MW wind turbine described in [Jonkman et al., 2009]. Its design
specifications are publicly accessible and it is a common reference in the
wind energy literature. The models in this thesis are based on the model
of the NREL 5-MW described in [Grunnet et al., 2010], which consists of
the different components in Figure 1.3. Below, we describe each of these
components.

Wind speed It is common practice to model the incoming wind speed
as

v = v̄+w,

where v̄ can be considered constant over a limited period of time and w
describes fluctuations around this mean.

For control purposes, w is typically modeled as a stationary stochastic
process and there are several suggestions on how to model its spectral den-
sity. See [Burton et al., 2001, Chapter 2] and references therein. However,
most of these models describe wind speed fluctuations only in a single
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Aerodynamics

Tower

Pitch actuator

Drive train Generator

Wind turbine
controller

Wind
rotor torque

rotor speed

generator speed

generator torque

thrust force hub speed
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pitch reference
torque reference

power reference

generator speed

power

Figure 1.3 Schematic overview of the NREL wind turbine mode. The
arrows show through which variables the different blocks interact with
each other.

point in space. On their own, these so called point wind speed models are
not suitable for describing the incoming wind to a wind-turbine. This is
because relevant turbine variables, such as rotor torque and thrust force,
depend on wind speed variations along the entire rotor.

In this thesis, we adopt the concept of effective wind speed. It can be
interpreted as spatially constant wind field that produces the same rotor
torque and thrust force as the actual spatially varying field. See [Soltani
et al., 2013] for more information. The effective wind speed model used in
this thesis was identified from real data in Section 5 of Paper VI.
Aerodynamics The power in the wind that passes through the area
swept by a wind turbine rotor is given by

Pwind =
1
2 ρπ R2v3

r ,

where ρ is density of the air, R is the radius of the turbine, and vr = v− ż
is the wind speed experienced by the rotor. Here, z refers to the fore-aft
position of the hub and is described further down. The turbine extracts a
portion of the total wind power

Pext = Cp(λ , β )Pwind,

where Cp is the power coefficient of the turbine and determines the portion
of the wind power extracted. The power coefficient is a function of the pitch
angle of the blades, denoted β , and the tip-speed ratio

λ =
Rω r

v ,
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Figure 1.4 Power coefficient for the NREL 5 MW wind turbine.

where ω r is the rotational speed of the rotor. The tip-speed ratio describes
the speed of blade-tips in relation to the incoming wind speed. The aero-
dynamic torque acting on the rotor is given by

mr =
Pext
ω r

. (1.1)

When the turbine extracts power from the wind it experiences a thrust
force, Ft, on its rotor. It is given by

Ft =
1
2 ρπ R2Ct(λ , β )v2

r , (1.2)

where the thrust coefficient, Ct, is a function of the tip-speed ratio and the
pitch-angle.

The power and thrust coefficients are typically provided as look-up
tables by the manufacturer of a wind-turbine. For the NREL 5 MW used
in this thesis, they are shown in Figure 1.4 and Figure 1.5, respectively.

For more information on wind-turbine aerodynamics, see [Manwell et
al., 2009]
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Figure 1.5 Thrust coefficient for the NREL 5 MW wind turbine.

Drive-train dynamics The drive-train connects the rotor to the gener-
ator. It is modeled as two rotating shafts connected through a gearbox:

Jrω̇ r = mr −msh

J�ω̇ � =
1
n�

msh −m�

θ̇ = ω r −
1
n�

ω �

where ω � is the generator speed, mr is the aerodynamic rotor torque
defined by (1.1), m� is generator torque, θ is the torsion in the low-speed
shaft and msh = ksθ + bsθ̇ is the restoring shaft torque. The parameters
Jr, J�, ks, bs and n� are the rotor inertia, generator inertia, shaft stiffness,
shaft damping, and gear ratio, respectively.

Tower dynamics The aerodynamic thrust force acting on the rotor of
the turbine causes the entire turbine to sway back and forth. This process,
often called tower nodding, is a source of structural loading to the wind
turbine tower. The tower dynamics are modeled as a second order damped
spring mass system

mt z̈+ bt ż+ ksz = Ft,

where z is the fore-aft (along the wind direction) displacement of the
wind turbine hub, Ft is the aerodynamic thrust force in (1.2), and the
parameters ks and bs are the tower stiffness and damping, respectively.
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Generator The generator converts the kinetic energy in the high-speed
shaft to electricity according to

p = m�ω �,

where p is the active power production. In variable-speed operation the
generator torque can be adjusted. This process is modeled as a first order
servo-system

ṁ� = −
1

τ�
(m� −m�ref),

where m�,ref is the generator torque set-point. This is one of the two vari-
ables that can be directly manipulated by the wind turbine controller.

Pitch actuator The pitch actuator is modeled as a first order servo-
system

β̇ = −
1

τpitch
(β − β ref),

where β ref is the pitch angle set-point. This is one of the two variables
that can be directly manipulated by the wind turbine controller.

Wind turbine controller Standard wind turbine operation is illus-
trated by the solid power curve in Figure 1.6. The turbine has three main
modes of operation, typically called operating regions [Pao and Johnson,
2011]. In Region 1, the wind speed is too low and no power is produced. In
Region 2, the controller strives produce maximum power by maintaining
optimal aerodynamic efficiency. This is done by fixing the pitch angle to
β opt, which is the pitch angle that corresponds to the optimal aerodynamic
efficiency:

max
λ ,β

Cp(λ , β ) = Cp(λopt, β opt).

The controller manipulates the generator torque in order to maintain the
optimal rotor speed, which is defined as

ω rpopt =
λoptvr

R ,

where vr is the effective wind speed experienced by the wind turbine rotor,
and R is the rotor radius. The optimal pitch angle, β opt, and the optimal
tip-speed ratio, λopt, are marked in Figure 1.4.

In Region 2, the desired rotor speed, ω rpopt, is proportional to the ef-
fective wind speed. However, at some wind speed level, the rotor reaches
its rated speed, which is the maximum design speed. At this point, the
turbine has entered Region 3 and reached its rated power production.
The controller then tracks the rated rotor speed, ω rated, by manipulating
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Figure 1.6 Power curve of the NREL 5-MW wind turbine. The solid
curve illustrates standard operation. The dashed curve shows the power
production when the power reference to the turbine is 3 MW. The solid
gray lines indicate transitions between operating regions. The effect of a
power reference below rated power is to shift the transition point between
Region 2 and Region 3 to the left as indicated by the dashed gray line.

the pitch angle of the turbine in order to adjust the aerodynamic torque
on the rotor. In the NREL baseline controller, this is achieved by a gain-
scheduled PI-control algorithm. The generator torque is set as

m�,ref =
prated
ω �

,

in order to maintain rated power production.
There is also an additional region dedicated to transitions between

regions 2 and 3. However, this region is not considered in this thesis.
In derated operation, the wind turbine controller tries to follow a power

reference, pref. This corresponds to the dashed line in Figure 1.6. As illus-
trated by the figure, derating is achieved by shifting the transition point
between Region 2 and Region 3. This is handled by the exact same pitch
and torque control loop as before, except for replacing prated by pref and
ω rated by a new rotor speed set point ω ref. Unless stated otherwise, the
speed reference in the papers is set as

ω ref = min(ω rated,ω rpmax),

where ω rpmax ≤ ω rated is defined as the highest rotor speed that can be sus-
tained while still maintaining enough aerodynamic efficiency to achieve
the set point That is:

Cp(
Rω rpmax

vr
, β opt)Pwind = pref.
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The benefit of maintaining a high speed in derated operation, is that
more kinetic energy is stored and can be used to respond to changes in
the power set point. Another option, is to set

ω ref = min(ω rpopt,ω rated).

The advantage of this choice is that it results in a smaller thrust force for
a given power production, which preferred in the context of reducing wake
effects in Paper V. Another benefit is that by operating below rated rotor
speed, a larger variation in rotor speed can be allowed. This additional
flexibility can be used to address other control objectives, as in Paper I,
where it is used to reduce structural loads.

Aerodynamic interaction between wind turbines
Aerodynamic interaction between wind turbines is the topic of Paper V.
The paper proposes a model that maps mean values of different variables
at up-wind wind turbines to mean wind speeds at down-wind turbines.

Papers I and IV consider wind turbines operating in the vicinity of
some operating point. In this case, it is the wind speed variations and
not the mean wind speed levels that are important. In the papers, it is
assumed that the wind speed variations experienced by different wind tur-
bines are uncorrelated. This assumption is motivated by practical studies.
In particular, in Section 5 of Paper VI, data collected from a real wind
farm was used to investigate the correlation in wind speed variations
between neighboring turbines. The result indicates that the wind speed
variations are only correlated in a range of very low frequencies. This
observation is consistent with the results in [Vigueras-Rodríguez et al.,
2012], which are based on a larger data set. The frequencies at which the
wind speed variations can be considered correlated are so low that we
consider the dynamics of different turbines to be uncoupled.

Evaluation of structural loads
Wind turbine components are designed with respect to two loads cate-
gories: ultimate loads and fatigue loads. Ultimate loads correspond to the
maximum load levels that the turbine is expected to experience. These
are normally associated with distinct events, such as gusts, start-ups and
shutdowns. On the other hand, fatigue is related to a materials ability to
withstand a certain number of stress cycles. In this thesis, only fatigue
loads are considered. The presentation below is based on [Manwell et al.,
2009; Hammerum, 2006], which are references for more information.

Fatigue can be thought of as the loss of strength of a material due to re-
peated stress cycles. A materials fatigue resistance is typically quantified

26



1.3 Background

Number of cycles until failure

St
re

ss
ra

ng
e

Figure 1.7 An typical shape of an S–N curve.

by an S–N curve, illustrated in Figure 1.7. The S–N curve can conceptu-
ally be obtained by exposing a sequence of material samples to sinusoidal
loads as follows. For material sample number i, a load with stress range
(twice the amplitude of the sinusoid), si, is applied to the material. The
load is maintained until the material fails, at which point the number of
cycles, Ni, is recorded, The test is then repeated for many different stress
ranges.

An often used model for the S–N curve, is skN = K , where k and K
are material properties. The fatigue damage caused by one stress cycle
with stress range si, is defined as

Di =
1
K sk

i ,

and can be interpreted as the portion of material strength that is lost
due to the stress cycle. The total fatigue damage, D, from a sequence
of cycles with different stress levels, s1, . . . , sr, can then be computed by
using Palmgren-Miner’s damage accumulation rule:

D =
r∑

i=1
Di =

1
K

r∑

i=1
sk

i .

The concepts introduced above are defined for sinusoidal stress histories.
A standard method to evaluate the fatigue damage caused by a more
realistic stress history, is to convert it to a number of equivalent stress
cycles, which can then be added using Palmgren-Miner’s rule. One of the
most common methods for extracting equivalent cycles is the rain-flow
counting algorithm [Manwell et al., 2009, Chapter 6].
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2
Linear-Quadratic Control
Theory

The first section of this chapter reviews some fundamental results in
linear-quadratic control that are frequently used in the papers. Section 2.2
summarizes the author’s view of the contributions of this thesis in the
context of linear quadratic control theory.

2.1 H2 Optimal Control

In optimal control problems, the task is to find the best possible controller
with respect to some performance measure. Typically, the performance is
quantified by a cost function, which maps the closed loop system to a real
valued number called the cost. A lower cost corresponds to a better per-
formance. Linear quadratic control problems are class of optimal control
problems with linear plant dynamics and quadratic cost functions. These
problems have been studied extensively and are the subject of many text-
books. This section gives a brief overview of linear quadratic control the-
ory. The presentation is based on [Zhou et al., 1995], which is a reference
for further details.

Problem formulation
A standard form for linear-quadratic control problems is the feedback
loop shown in Figure 2.1, where G and K are proper transfer functions
associated with the generalized plant and the controller (which is yet
to be designed), respectively. Recall that a transfer function proper if it
corresponds to a causal system. The generalized plant models the physical
process we wish to control as well as the associated control objectives and
certain a-priori knowledge about the effect of the environment. The two
input signals to the plant are the exogenous disturbance signal, w, and the
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G

K

wz

uy

Figure 2.1 General framework for linear-quadratic control problems.

control signal, u. The outputs are the regulated signal, z, which is used to
express the control objectives, and the signal of available measurements,
y.

We will assume that G is a rational transfer function, which means
that it has an associated state space realization

ẋi(t) = Ax(t) + Buu(t) + Bww(t), x(0) = 0
z(t) = Czx(t) + Dzuu(t)
y(t) = Cyx(t) + Dyww(t)

This is typically expressed using the notation

G =




A Bw Bu

Cz 0 Dzu
Cy Dyw 0


 . (2.1)

Let Tzw denote the closed loop transfer function from w to z:

Tzw =

[
Acl Bcl

Ccl Dcl

]

The controller, K , is said to be internally stabilizing if the matrix Acl is
Hurwitz.

The objective in linear-quadratic control is to find an internally stabi-
lizing and proper controller K , which minimizes

qTzwq2 :=
(

1
2π

∫ ∞

−∞

tr
(
TT

zw(−jω )Tzw(jω )
)

dω
) 1

2

. (2.2)

The quantity in (2.2) is called the the L2-norm of Tzw. It is finite if and
only if Dcl = 0 and Tzw does not have poles on the imaginary axis. Provided
that this is true and that Acl is Hurwitz, it can be computed as qTzwq

2
2 =
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tr(BT
cl QBcl) = tr(CclPCT

cl ) where P ≥ 0 and Q ≥ 0 are the solutions to the
Lyapunov equations

AclP+ PAT
cl + Bcl BT

cl = 0 (2.3)
AT

cl Q + QAcl + CT
cl Ccl = 0. (2.4)

By Parseval’s relation, the H2-norm of a system equals the energy in its
impulse response. Thus, minimizing the expression in (2.2) is equivalent
to minimizing ∫ ∞

0
tr
(
zT(t)z(t)

)
dt

when w is an impulse.
The problem illustrated in Figure 2.1 is called the output-feedback H2-

problem. A fundamental result, known as the separation principle, states
that this problem can be decomposed in terms of two sub-problems, which
can be solved separately. One problem is to find a solution assuming
that the full state vector can be measured, and the other is to find an
estimator, which estimates this solution by using the measurements, y.
Before stating the solution to output-feedback case, we discuss these sub-
problems.

State-feedback
If the full state vector can be measured, that is, if y = x, the generalized
plant takes the following shape

G =




A Bw Bu

Cz 0 Dzu
I 0 0




We make the following assumptions:
A1: The pair (A, Bu) is stabilizable. That is, there is a matrix F such

that A+ Bu F is Hurwitz.

A2: Dzu has full column rank. Without loss of generality we also assume
that DT

zu Dzu = I

A3: The matrix
[

A− jω I Bu
Cz Dzu

]
has full column rank for all ω .

Introduce the algebraic Riccati equation (ARE)

AT X + X A+ CT
z Cz − (X Bu + CT

z Dzu)(BT
u X + DT

zuCz) = 0 (2.5)

Its solution, X ≥ 0 is said to be stabilizing if

F = −(BT
u X + CzDzu) (2.6)
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is such that A+ Bu F is Hurwitz. It is well-known that assumptions A1–3
guarantee the existence of a stabilizing solution to (2.5).

The solution to the state feedback control problem is given by u = Fx,
where F is given by (2.6) and X is the stabilizing solution to (2.5). The
closed loop system under this control law is then

Tzw =

[
A+ Bu F Bw

Cz + Dzu F 0

]
.

According to the discussion above, the cost under the optimal state-
feedback law satisfies qTzwq

2
2 = tr(BT

w QBw) where Q is the solution to

(A+ Bu F)T Q + Q(A+ Bu F) + (Cz + Dzu F)T(Cz + Dzu F) = 0. (2.7)

By inserting (2.6) into (2.7), it realized that Q = X . Hence, the optimal
cost under the optimal control law in the state feedback problem is given
by

qTzwq
2
2 = tr(BT

w X Bw),
where X is the stabilizing solution to (2.5).

Linear quadratic regulator problem Perhaps the most basic and
widely known optimal control problem formulation is the linear quadratic
regulator (LQR) problem . It is similar to the state feedback problem dis-
cussed above, except that the plant has a non-zero initial state and no
exogenous disturbance signal:

ẋ = Ax + Buu, x(0) = x0.

The cost function is typically expressed as

J =

∫ ∞

0

[
x(t)
u(t)

]T [ Qx Qxu
QT

xu I

] [
x(t)
u(t)

]
dt

for some matrices Qx ≥ 0 and Qxu such that the matrix inside the integral
is positive semi-definite. This problem can be fit into the framework of
Figure 2.1, by setting

G =




A x0 Bu

Cz 0 Dzu
I 0 0




for some matrices Cz and Dzu that satisfy
[

Qx Qxu
QT

xu I

]
=

[
CT

z
DT

zu

] [
Cz Dzu

]
. (2.8)
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Note that the existence of Cz and Dzu in the equation above is guaranteed
by the assumption that the matrix on the left hand side in (2.8) is positive
semi-definite. It is readily seen that the solution to the LQR problem is
given by u = Fx where F is given by (2.6) and that the optimal cost is
J = xT

0 X x0, where X is the stabilizing solution to (2.5).

Output Estimation
Consider the following system

ẋ(t) = Ax(t) + Bww(t)
y(t) = Cyx(t) + Dyww(t)

and consider the problem of finding an estimate η̂ to η := Cη x based
on the available measurements y. Here, Cη is some arbitrary but given
matrix. If we think of K in Figure 2.1 as an estimator or an observer, the
problem can be cast in the generalized plant framework by setting u = η̂
and z = η − u. In this case, the generalized plant takes the form

G =




A Bw 0
Cη 0 −I
Cy Dyw 0


 .

In solving the estimation problem we will assume that
A4: The pair (Cy, A) is detectable. That is, there is a matrix L such that

A+ LCy is Hurwitz.

A5: Dyw has full row rank. Without loss of generality we also assume
that DywDT

yw = I.

A6: The matrix
[

A− jω I Bw
Cy Dyw

]
has full row rank for all ω .

Note that, in the output estimation problem, the closed loop system is
internally stable if and only if A is Hurwitz. That is, the internal stability
of the closed loop system cannot be effected by K . Therefore, in addressing
the output estimation problem, we drop the requirement that K must be
internally stabilizing.

Introduce the algebraic Riccati equation

AY + YAT + BT
w Bw − (CyY + DywBT

w )
T(CyY + DywBT

w ) = 0 (2.9)

It is well-known that assumptions A4–6 guarantee the existence of a sta-
bilizing solution, Y ≥ 0, to (2.9).
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The solution to the output estimation problem is given by
˙̂x(t) = (A+ LCy)x̂(t) − Ly

η̂(t) = Cη x̂(t)

where
L = −(YCT

y + BwDT
yw), (2.10)

and Y is the stabilizing solution to (2.9).
Let x̃ := x − x̂. Then

˙̃x(t) = (A+ LCy)x̃(t) + (Bw + LDyw)w,

which implies that the closed loop system from w to z is given by

Tzw =

[
A+ LCy Bw + LDyw

Cη 0

]
.

To compute the estimation cost, we set Acl = A+LCy and Bcl = Bw+LDyw
in (2.3), which results in

(A+ LCy)P+ P(A+ LCy)
T + (Bw + LDyw)(Bw + LDyw)

T = 0. (2.11)

By inserting (2.10) into (2.11), it is readily seen that P = Y. Hence, the
optimal estimation cost is given by

qTzwq
2
2 = tr(Cη YCT

η ),

where Y is the stabilizing solution to (2.9).

Solution to H2 problem
Consider the general plant in (2.1). Provided that assumptions A1–6 are
satisfied, the solution to the output-feedback problem is given by

K =

[
A+ Bu F + LCy −L

F 0

]
(2.12)

where F and L are given by (2.6) and (2.10), respectively. In the expres-
sions for F and L, X ≥ 0 and Y ≥ 0 are the stabilizing solutions to the
algebraic Riccati equations (2.5) and (2.9), respectively. The value of the
cost function under (2.12) satisfies

qTzwq
2
2 = tr(BT

w X Bw) + tr(FY FT).

Note that the optimal control law and the optimal cost are the result
of solving two problems. The first is to find a state-feedback law u = Fx
that minimizes qTzwq2, whereas in the second problem the task is to find
the best possible approximation to (or estimation of) this control signal
based on available measurements.
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2.2 Contributions

To illustrate the contributions we discuss a special case of the problem
formulation in Papers II–IV. Consider a homogeneous group of linear
systems with uncoupled dynamics:

ẋi(t) = Axi(t) + Buui(t) + Bwpiwi(t), i = 1, . . . ,ν , (2.13)

where the state xi(t) ∈ Rn can be measured, ui(t) ∈ Rm and the dis-
turbances wi are mutually independent Gaussian white noise processes
with unit intensity. The objective of each system is to optimize its own
performance, which corresponds to minimizing

Ji := E
(
xT

i (t)Qα xi(t) + ui(t)Tui(t)
)

,

for some Qα ≥ 0. The systems are coupled by a requirement to coordinate
their inputs in order to satisfy the constraint:

ū = F̄ x̄, (2.14)

where ū =
∑ν

i=1 ui and x̄ =
∑ν

i=1 xi are the aggregate control and state
trajectories, respectively. Here, the matrix F̄ is intended as a design pa-
rameter which can be used to shape the dynamics of the aggregate system
into

˙̄x = (A+ Bu F̄)x̄ + B̄ww,

where B̄w =
[
Bwpi ⋅ ⋅ ⋅ Bwpν

]
and w =

[
wT

1 ⋅ ⋅ ⋅ wT
ν
]T . The overall prob-

lem formulation is to minimize a weighted sum of the individual system
costs

J :=
ν∑

i=1
λ iJi,

subject to (2.14) and the dynamics in (2.13). Here, each λ i > 0 and without
loss of generality we assume that the weights are are normalized so that∑ν

i=1 λ−1
i = 1 (this assumption will simplify the expressions below).

The problem formulation above is a constrained linear-quadratic state
feedback problem. It is representative of a more general class of resource
allocation problems, which includes the wind farm application in Pa-
per IV.

In principle, the constraint (2.14) can be resolved in any of the control
inputs, e.g. u1 = F̄(x1 + ⋅ ⋅ ⋅ + xν ) − (u2 + ⋅ ⋅ ⋅ + uν ). This would convert
the problem into a standard linear-quadratic state-feedback problem with
non-diagonal “A” and "Bu"-matrices. While this approach can be used on
moderately sized problems, it does not scale as the number of subsystems
ν grows large.

34



2.2 Contributions

The task of designing a scalable and well-performing controller for
arbitrary large-scale systems is notoriously difficult [Papadimitriou and
Tsitsiklis, 1986]. A common approach is to design local control laws, where
each subsystem is only given access to information about a limited set of
other subsystems. This amounts to imposing a sparsity pattern on the
structure of the controller, where nonzero elements correspond to permit-
ted information exchange between subsystems. Once a suitable sparsity
structure has been chosen, the next step is to decide on the values of
the associated controller parameters. The complexity of this task may be
heavily dependent on the chosen pattern. If the plant and controller have
compatible sparsity patterns, the controller can be designed by means of
convex optimization [Rotkowitz and Lall, 2006]. If not, then the standard
approach is to either search for locally optimal solutions as in [Mårtensson
and Rantzer, 2012] (an example is given in Section 2 of Paper II) or to im-
pose additional restrictions on the closed loop behavior. Examples of such
restrictions include positivity requirements [Tanaka and Langbort, 2011;
Rantzer, 2012] and the existence of diagonal Lyapunov functions [Zeče-
vić and Šiljak, 2010, Chapter 2]. Both options normally lead to additional
performance degradation.

Scalable and transparent solution: A contribution of the research
in this thesis is to reveal that the solution to the problem described above
is inherently scalable, that is, there is no trade-off between scalability
and performance. More specifically, it is shown that the solution to the
coordination problem is given by

ui = Fα xi + λ−1
i (F̄ − Fα )x̄, (2.15)

where Fα xi is the optimal uncoordinated control law that the systems
would apply if they were not constrained by (2.14). Moreover, the values
of the individual cost functions under control law (2.15) are given by

Ji = Jipopt + λ−2
i

ν∑

j=1
(J̄ j − J jpopt), (2.16)

where Jipopt and J̄i are the values of Ji under the optimal uncoordinated
control law Fα xi and the control law F̄xi, respectively.

The control law (2.15) has two important properties in terms of scala-
bility. First, to form it, we only need to compute the local feedback gains
Fα , which amounts to solving an unconstrained problem for a single sub-
system. The computational effort required to obtain the solution is thus
independent of the number of subsystems. Second, the only global compu-
tation needed in order to execute (2.15) is to form x̄. This only requires a
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+

spatial hold

spatial sampling

Figure 2.2 Structure of the optimal control law (2.15). It consists of a
block-diagonal (decentralized) part and a block-rank-one term. The rank-
one term is responsible for coordinating the individual subsystems. This is
done through a spatial sampling operation, which aggregates information
from all subsystems into a single quantity, (F̄−Fα )x̄(t), and a spatial hold
operation that broadcasts this condensed information back to the subsys-
tems.

single summation, which scales well as the number of subsystems ν grows
large.

A property of equal importance is the transparent and intuitive struc-
ture of the solution and the associated cost function. The optimal con-
trol law in (2.15) states that each system should behave as if it was not
constrained by (2.14) and then compensate for a portion, λ−1

i , of the re-
sulting constraint violation. Expression (2.16) clearly shows the effect of
constraint (2.14) on the cost of each system. Together, these two expres-
sions provide transparency and insight into the optimal coordination pol-
icy, which are desirable features, especially in large scale applications.

Suitable controller structure in large-scale applications The
structure of the optimal control law in (2.15) suggests an alternative to the
sparsity based control design approach discussed above. As opposed to the
sparse control structures, which restrict the communication capability of
each system to a limited set of neighboring systems, the control law (2.15)
reduces information processing by aggregating information from all sys-
tems into a single quantity, (F̄− Fα )x̄(t), which is then made available to
each of the systems. This type of operation can be thought of as a spatial
generalized sample and hold operation, and is a feature that is exclusive
to controllers with a diagonal-plus-rank-one structure. See Figure 2.2.

An approach for designing controllers with a diagonal-plus-low-rank
structure is suggested in [Zečević and Šiljak, 2005]. This structure is a
generalization of the diagonal-plus-rank-one structure in that, in general,
the low-rank term requires multiple averaging operations (r operations
for a rank-r term). The proposed approach relies on the existence of cer-
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tain structured Lyapunov functions and uses an LMI-design procedure to
synthesize the resulting controller.

A question associated with any control structure, is in what type of
application it will perform well. This knowledge is useful when deciding
on a control structure during the synthesis procedure, and it might also
be important in terms of deciding on a suitable communication network
topology for the application. In this regard, a contribution of this thesis is
to identify a class of problems for which the diagonal-plus-low-rank struc-
ture is optimal, that is, it cannot be outperformed by any other structure.
This provides insight and an indication of the type of applications for
which the proposed structure is well-suited.
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Paper I

Dynamic Power Coordination for
Load Reduction in Dispatchable

Wind Power Plants

Daria Madjidian Maxim Kristalny Anders Rantzer

Abstract

In a dispatchable wind power plant, turbines are free to contin-
uously vary their power production as long as the sum of their pro-
ductions meets the total power demand. Previous research has shown
that this freedom can be used to reduce structural loads by allowing
turbines in the plant to coordinate their power. This paper explains
the mechanisms that make power coordination useful for reducing
structural loads on the turbine tower and the low speed shaft. In ad-
dition, it assesses the benefits of coordination at different operating
points.

cF2013 EUCA. Reprinted with permission, from Proceedings of the Euro-
pean Control Conference, Zürich, Switzerland, 2013.
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1. Introduction

In an attempt to accelerate investments in renewable energy, several re-
gions around the world offer wind power plants (WPPs) feed-in tariffs in
the form of guaranteed grid access and stable long term purchase agree-
ments [Couture et al., 2010]. The effect of this extra-market treatment
is that, unlike conventional generators that generate power to balance
electrical load, WPPs lack an incentive to regulate their output power.
Hence, additional amounts of reserve capacity need to be contracted to
compensate for the inherent variability and uncertainty in the wind [Cal-
ifornia ISO, 2010]. As the cost for these additional reserves will be higher
at deeper penetration levels, it is likely that WPPs will be required to
contribute more to the balancing effort in the future.

Such policies are emerging. For instance, several countries have up-
dated their grid codes so that large WPPs are now required to respond
to power requests from the system operator [Elkraft Systems and Eltra,
2004; Hydro-Québec, 2005; Commission for Energy Regulation, 2004].
Moreover, in some countries, such as the United Kingdom and Spain,
WPPs participate in electricity markets where they are penalized for de-
viations from contracted power levels [Hiroux and Saguan, 2010; Kless-
mann et al., 2008]. Also, several academic studies have investigated how
WPPs can participate in electricity and ancillary markets. In [Kirby et
al., 2010], the authors analyze price differences between electricity and
regulation markets in Texas and California during 2008 and 2009. Their
results show that for a significant number of hours each year, regulation
prices exceed electricity prices. This means that WPPs could benefit eco-
nomically from curtailing power in order to provide grid support. In [Bitar
et al., 2011], the authors study optimal contract offers for a WPP partic-
ipating in forward electricity markets. They show that, in order to avoid
penalties on power deviations from contracted levels, the WPP often ben-
efits from operating below maximum capacity.

Motivated by these developments, we consider a WPP, consisting of
several wind turbines (WTs), scheduled to deliver a certain active power
demand, which is lower than the WPP is capable of producing. This im-
plies that there is freedom in distributing the power production among the
WTs. In most work dedicated to dispatchable WPP control, this distribu-
tion is made with the sole purpose of attaining the power demand [Hansen
et al., 2006; Kaneko et al., 2007; Chang-Chien et al., 2008]. However, it
is also possible to use the freedom in distributing power to improve addi-
tional aspects of WPP operation. For instance, in [de Almeida et al., 2006],
this freedom is used to reduce active power losses in the transformers and
lines inside the WPP. Another possibility, which is the topic of this paper,
is to use the freedom in power distribution to reduce the structural loads

42



2 Modeling

experienced by the WTs. Instead of each WT following a fixed portion
of the power demand, it can be allowed to continuously adjust its power
production in response to local wind speed fluctuations. Since wind con-
ditions are not uniform across the WPP, changes in power production that
benefits one WT can be compensated for by WTs with opposite needs.

This idea, which we shall refer to as dynamic power coordination
(DPC), was introduced in [Spudić et al., 2010]. There, the problem is
divided into two parts. First, optimal set points are computed offline for
each WT using a receding horizon strategy. Then, the WTs are coordinated
on-line to meet the total power demand. DPC subject to communication
constraints was studied in [Madjidian et al., 2011] and [Biegel, 2011]. Sim-
ilar work was also presented in [Kristalny and Madjidian, 2011]. There,
the problem is studied in a feedforward setting where only the wind speed
is communicated between neighboring WTs.

The results in the references mentioned above, show that compared to
situations where each WT follows a fixed portion of the power demand,
DPC can result in a significant reduction in structural loads to both the
tower and low speed shaft of the WTs. However, these references do not
explain the mechanisms behind these load reductions. Moreover, they as-
sume that the WTs are equipped with a pre-designed internal controller.
The presence of internal controllers simplifies the coordination problem
by reducing it to coordination of the power references. On the other hand,
by limiting direct access to the pitch angle and the generator torque, the
internal controller reduces the ability of the WT to respond to wind speed
fluctuations. Hence, it limits the potential in coordinating the WTs.

In this paper, we study the benefits of DPC among WTs without an
internal controller. While previous research was concerned with designing
algorithms to carry out the coordination, we explain the mechanisms that
makes DPC useful in terms of load reduction, and assess its benefits at
different operating points. The remainder of this paper is organized as
follows: In Section 2, we introduce the WT model and explain the control
objectives. In Section 3, we study the benefits of allowing a WT to adjust
its power production. DPC is studied in Section 4, and concluding remarks
are presented in Section 5.

2. Modeling

2.1 Wind turbine model
We adopt a model of the NREL 5 MW variable speed, collective pitch
controlled WT based on [Grunnet et al., 2010]. The WT was introduced
in [Jonkman et al., 2009] where it is described in detail. Note that param-
eter values that are not provided below can be found in [SimWindFarm,
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Figure 1. Schematic overview of a variable speed pitch controlled WT.

2014]. A schematic overview of the WT is given in Figure 1. The aero-
dynamics block describes the interaction with the wind,

mr =
ρ

2ω r
π R2Cp(λ , β )v3

r

ft =
ρ
2π R2Ct(λ , β )v2

r ,

where mr is the rotor torque, ω r is the rotor speed, ft is the thrust force,
and vr is the wind speed experienced by the rotor. The latter is given
by vr = v − δ̇ , where v is the ambient wind speed and δ is the fore-aft
displacement of the WT nacelle. The parameter ρ is the air density and
R is the rotor radius. The functions Cp and Ct are the power and thrust
coefficient of the WT, respectively. They are static functions of the pitch
angle, β , and the tip speed ratio, λ = Rω r

vr
.

The drive train connects the rotor and generator shafts via a gear box
with a gear ratio of n�. It is modeled as a third order system

Jrω̇ r = mr −msh

J�ω̇ � =
msh
n�

−m�

θ̇ = ω r −
ω �

n�

where ω � is the generator speed, θ is the torsion of the low speed shaft
and msh is the restoring shaft torque:

msh = bsθ̇ + ksθ .
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The parameters Jr, J�, bs and ks are the rotor inertia, generator inertia,
torsional damping and torsional stiffness, respectively. The drive train
has a poorly damped resonant mode at ω sh = 14 rad/s.

The generator is modeled as a first order system with a time constant
of τ� = 0.1 sec:

ṁ� =
1

τ�
(m�,ref −m�)

p = m�ω �, (1)

where p is the electrical power, and m� and m�,ref are the generator torque
and its reference, respectively.

The tower block describes the fore-aft displacement of the nacelle,
which is modeled as a spring mass system excited by the thrust force:

mtδ̈ = ft − ftow

ftow = btδ̇ + ktδ

where mt, bt, and kt are mass, damping and stiffness parameters, re-
spectively, and ftow is the restoring tower bending force. The tower has a
resonance frequency of ω tow = 2 rad/s.

The pitch actuator is modeled as a first order system

β̇ =
1

0.3 (β ref − β ),

where β ref is the pitch angle reference.

2.2 Generalized control plant
To facilitate analysis, we consider operation around an operating point,
where the WT model can be approximated by an LTI plant. The operat-
ing point is determined by the mean wind speed, vnom, and an external
demand on power production, pnom. The choice of operating point will be
explained in Section 3. Unless otherwise stated, all signals will henceforth
describe the deviation from their nominal value at the operating point.

For control purposes, we use the generalized plant P depicted in Fig-
ure 2. It incorporates a model of the WT, the exogenous disturbances and
the regulated outputs. The inputs are the control signal and the exogenous
noise

u =
[
β ref m�,ref

]T

w =
[
wv we

]T ,
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Figure 2. Linear turbine model.

where wv and we are both Gaussian white noise processes with unit in-
tensity and independent of each other. The process wv generates the wind
speed fluctuations according to v = Wvwv, where the filter

Wv(s) =
0.1065

s+ 0.0143

was identified from real WT data in [Kristalny et al., 2013]. The process we
generates the measurement noise. We assume that we can only measure
the generator speed. The measured signal is given by

y= ω � + Wewe.

To prevent the controller from exciting unmodeled resonant modes at
higher frequencies (e.g. blade bending) we set

We = 0.2 s
s+ω e

,

where the corner frequency, ω e =
π
5 , is chosen to be ten times lower than

the first edgewise blade resonance frequency [Jonkman et al., 2009]. The
regulated signals are the power, p, and the vector

z =
[
ω r msh ftow β̃ m̃�

]T ,

whose elements relate to relevant mechanical loads and limitations. The
rotor speed, ω r, should not exceed its rated value. The tower force vari-
ation, ftow, needs to be kept small in order to reduce fatigue damage to
the tower. Similarly, to reduce fatigue damage to the gear box and low
speed shaft, we penalize the shaft torque msh. The signals β̃ = Wβ β ref
and m̃� = Wmm�,ref are related to the pitch activity and torque activity,
respectively. In order to avoid damping tower and drive train oscillations
through oscillations in the pitch angle and generator torque, we set

Wβ (s) =
s2

s2 + 0.2ω tows+ω 2
tow

Wm(s) =
s2

s2 + 0.2ω shafts+ω 2
shaft

.
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2.3 Wind power plant model
Wind speed variations at WTs in a WPP are correlated. However, studies
show that they are correlated only at low frequencies, which are less
important when controlling WT dynamics in the vicinity of an operating
point [Kristalny et al., 2013]. The larger the distance between turbines, the
lower the frequencies where the WTs are coupled [Vigueras-Rodríguez et
al., 2012]. For the sake of simplicity, when considering several WTs around
their operating points, we assume that the distance between them is large
enough to neglect WT coupling.

3. Benefit of allowing wind turbine power variations

The purpose of this section is to investigate the potential for reducing fa-
tigue loads by allowing WTs to vary their power production. To this end,
we consider operation of a single WT under two different power tracking
policies. Under Policy 1, the variation in power production is tightly con-
strained, whereas under Policy 2, this constraint is removed. Controllers
for each of these policies are given by the solutions to Problems 1 – 2 stated
below. To shorten notation, for a zero mean stationary process x, we let
qxq2 denote its variance: qxq2 = Ex2(t). As a measure of tower loading, we
consider the standard deviation of the tower force, q ftowq. Similarly, the
low speed shaft load is defined as qmshq. Let ω̄ r, β̄ , m̄� and p̄ be positive
scalars.

PROBLEM 1—TIGHT POWER TRACKING
Given η ∈ [0, 1], find a stabilizing controller, K1 : y→ u, that minimizes

J(msh, ftow) = η qmshq
2 + (1−η) q ftowq

2 (2)

and satisfies

qω rq ≤ ω̄ r
∥∥β̃
∥∥ ≤ β̄ qm̃�q ≤ m̄�, (3)

as well as
qpq ≤ p̄. (4)

2

The constraints in (3) constitute predefined limits on the amount of
rotor speed variation, pitch activity, and generator torque activity. The
constraint (4) limits the amount of variation in the WT’s power produc-
tion.

PROBLEM 2—RELAXED POWER PRODUCTION
Given η ∈ [0, 1], find a stabilizing controller, K2 : y → u, that mini-
mizes (2) and satisfies (3). 2
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Note that, as opposed to Problem 1, there is no constraint on power track-
ing in Problem 2.

REMARK 3.1
Problems 1 – 2 above are constrained LQG-problems. Their solution can
be found by means of Lagrangian relaxation and subsequent iteration
over the dual variables. For more information, we refer to [Megretsky
and Treil, 1993] and [Yakubovich, 1992], where it was shown that the
duality gap is zero. 2

In order to set reasonable values on the bounds in (3)–(4), we introduce
a standard WT controller, denoted K0, from [Jonkman et al., 2009]. Above
rated wind speed, the controller keeps the WT within its mechanical and
electrical limits. This is achieved by varying the pitch angle to maintain
rated rotor speed and adjusting the generator torque to attain rated power.
Below rated wind speed, K0 tries to extract maximum power. This is done
by fixing the pitch angle to the angle that corresponds to the highest power
capture and using the generator torque to track optimal rotor speed.

In the next two subsections, we will compare Policy 1 and Policy 2
controllers at nominal wind speeds of 15 m/s and 9 m/s. For comparison,
the performance of K0 at these operating points is shown in Table 1.

3.1 Operation at 15 m/s
In this subsection, we consider operation around vnom = 15 m/s. We set
pnom = 4 MW, which is 1 MW less than what the WT is capable of produc-
ing at this wind speed. To attain the power production, we set nominal
rotor speed to its rated value, i.e. ω r,nom = ω r,rated. At 15 m/s, this choice
of operating point is consistent with the operating points in [Garcia and
Jurado, 2008; Ma and Chowdbury, 2010; Rodríguez-amenedo et al., 2002;
Grunnet et al., 2010].

The bounds in Problem 1–2 are set to ω̄ r = 5.4 ⋅ 10−3, β̄ = 0.19, m̄� =
200 and p̄ = 12 ⋅ 103. Note that all the bounds in (3) and (4), except the
bound on the generator torque activity, are set according to the perfor-
mance of K 15

0 . The generator torque bound, m̄�, is set higher because at
pnom = 4 MW, the WT operates well below its rated torque level and can
allow more variation in the generator torque.

Next, we compute the solution to Problem 1 and Problem 2 for η ∈
[0, 1]. Figure 3 shows the complete trade off curve for Problem 1 (solid
black) and the leftmost part of the trade off curve for Problem 2 (dashed
blue). Figure 3 also shows the trade off curves obtained by solving Prob-
lem 1 with different values of p̄ (gray). As p̄ increases, these trade off
curves approach the trade off curve of Problem 2 (dashed blue). Above
some level of p̄, the leftmost part of the curves coincide with the trade
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Table 1. Performance of different controllers.

qwrq qmshq q ftowq
∥∥β̃
∥∥ qm̃�q qpq

mrad/sec kNm kN – – kW
K 9

0 83 383 75.8 0 66 619
K 15

0 5.4 37.66 33.20 0.19 46 12
K 15

1 5.5 18.72 20.47 0.19 200 12
K 15

2 5.4 147.89 11.68 0.19 200 204
K 15

1,r 325.2 802.70 11.60 0.19 200 12
K 15

2,r 55.2 14.55 11.59 0.19 200 175
K 9

1 34.4 50.00 39.57 0.19 200 12
K 9

2 103.3 10.76 11.41 0.19 200 192
K 9

3,1 80.1 50.00 28.20 0.19 200 136

off curve of Problem 2. This implies that trade offs characterized by low
shaft loads (large η) can be attained with less power variation than trade
offs characterized by low tower loads (small η).

In order to understand how relaxing the power tracking requirement
leads to reduced tower loading, we will compare the responses of a Pol-
icy 1 controller, denoted K 15

1 , and a Policy 2 controller, denoted K 15
2 , to

the “Mexican hat” gust illustrated in Figure 4. Both K 15
1 and K 15

2 are de-
signed with zero weight on the shaft load (i.e. η = 0). The performance of
these controllers is shown in Table 1. Although they result in high shaft
loads, they allow us to study an ideal response in terms of the tower load.
The result is shown in Figure 5. Under K 15

1 , the generator torque tends
to decrease whenever the rotor speed increases, thereby accelerating the
rotor speed deviations. This behavior is due to the bound on power varia-
tions (4) and the algebraic relation between power, generator torque and
generator speed in (1). The acceleration caused by the generator torque
increases the pitch effort needed to damp rotor speed variations. This be-
havior is not present in K 15

2 which applies a decelerating torque at the
expense of larger power fluctuations. This additional damping unloads
the pitch actuator in terms of rotor speed damping and enables a pitch
behavior which is better suited with respect to tower loading.

To further illustrate that the possibility to reduce the tower load is
linked to the rotor speed constraint, we introduce the Policy 1 controller
K 15

1,r and the Policy 2 controller K 15
2,r. They are designed with η = 0, ω̄ r =

∞, β̄ = 0.19, m̄� = 200 and p̄ = 12 ⋅ 103. The difference between these
controllers and K 15

1 and K 15
2 is that the constraint on rotor speed has
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Figure 3. Trade offs at vnom = 15 m/s between tower and shaft loads
under Policy 1 (solid black), Policy 2 (dashed blue) and Policy 3 for N = 2
WTs (dash-dotted red). The gray curves are trade off curves for Problem 1
with p̄ = {15, 25, 30, 40} kW. The increase in power fluctuations, qpq,
needed to obtain a simultaneous reduction in tower and shaft loads does
not exceed 40 kW.
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Figure 4. Mexican hat gust.
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Figure 5. Response of K 15
1 (solid black) and K 15

2 (dashed blue) to the
Mexican hat gust. All plots show deviations from nominal values. The
advantage with respect to tower loading of allowing K 15

2 to adjust the power
production is that it can use the generator torque to damp rotor speed
variations. This additional damping unloads the pitch actuator and enables
a pitch behavior that is better suited with respect to tower loading. This
behavior is not present in K 15

1 which, in order to track the power demand,
has a torque behavior which exacerbates the rotor speed variations.

been removed. The performances of K 15
1,r and K 15

2,r is shown in Table 1. The
results show that if there were no need to control the rotor speed, the tower
load under Policy 1 would be at level with the tower load under Policy 2.
Moreover, the difference between K 15

1,r and K 15
2,r shows that removing the

power constraint in addition to the rotor speed constraint only results in
a minor additional tower load reduction.
REMARK 3.2
Unlike K 15

2 and K 15
1,r, K 15

2,r manages to reduce both tower and shaft loads.
This will be further explained in the next subsection. 2

3.2 Operation at 9 m/s
We now consider operation around vnom = 9 m/s and set the nominal
power production to pnom = 2 MW, which is 0.6 MW less than what the
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Figure 6. Trade offs at vnom = 9 m/s between tower and shaft loads
for a wind turbine under Policy 1 (solid black), Policy 2 (blue circle), and
Policy 3 for N = 2 WTs (dash-dotted red). The gray curves are trade off
curves for Problem 1 with p̄ = {30, 70, 100, 150} kW. There is no trade
off between reducing tower and shaft loads under Policy 2. The Policy 3
curve shows that by coordinating the power of only two WTs it is possible
to track a total power demand and retain a significant portion of the load
reduction under Policy 2 at the same time.

WT is capable of producing. This time the nominal power production is
attained by setting the nominal rotor speed below rated rotor speed1,
ω r,nom = λ∗vnom

R , where λ∗ is the tip-speed ratio that corresponds to the
highest nominal power extraction.

As before, we begin by setting the bounds on the constraints (3)
and (4): ω̄ r = 115 ⋅ 10−3, β̄ = 0.19, m̄� = 200 and p̄ = 12 ⋅ 103. All
bounds, except the bound on rotor speed variations, are equal to those
used in Section 3.1. The constraint on rotor speed has been relaxed com-
pared to Section 3.1 because at 9 m/s the WT operates well below rated
rotor speed. The bound used here is set so that the rotor speed stays below
its rated value 95% of the time.

Figure 6 shows the trade off curve under Policy 1 (solid black) and
Policy 2 (blue circle). Under Policy 2 there is no trade off between reducing
tower and shaft loads. This is because, as explained in Section 3.1, the
constraint on the power variations (4) increases the control effort needed
in order to limit the rotor speed variations. Because of the high bound on
the allowed rotor speed variation at vnom = 9 m/s, removing the power

1 In general there are several pitch angle and rotor speed configurations that result in
the same power production. The configuration used here is consistent with [Ma and
Chowdbury, 2010; Rodríguez-amenedo et al., 2002].
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tracking requirement is enough to deactivate the rotor speed constraint.
Then, since the generator torque has a relatively small effect on the tower
motion, the optimal Policy 2 controller, denoted K 9

2 , can be designed in
two separate steps. First, a pitch control loop is designed to minimize the
tower load. Second, a generator torque loop is designed to minimize the
shaft load. The performance of K 9

2 together with a Policy 1 controller,
denoted K 9

1 , is presented in Table 1.
Comparing Figure 6 with Figure 3, we see that both the load reductions

and the power variation, qpq, needed to attain the reductions are larger
at 9 m/s than at 15 m/s. This indicates that power coordination might be
especially useful at low wind speeds.
REMARK 3.3
The reason for the larger load reductions at 9 m/s compared to 15 m/s
is that, at low wind speeds, the constraint (4) has a larger effect on the
rotor speed. Therefore, removing this effect is especially beneficial at low
wind speeds. 2

4. Coordination

In Section 3 we showed that a WT can benefit in terms of tower and
shaft loading by allowing larger fluctuations around its power set point.
In this section, we demonstrate that when several WTs operate in a WPP,
part of this benefit can be retained while jointly tracking a total power
demand. The power coordination needed in order to achieve this is referred
to as power tracking Policy 3. The controller in this policy is given by the
solution to Problem 3 stated below.

PROBLEM 3—COORDINATED POWER TRACKING
Consider N WT plants P1, . . . , PN . Given η ∈ [0, 1], find stabilizing con-
trollers

K3,i :




y1
...

yN


→ ui, i = 1, . . . , N,

that satisfy (3) locally and minimize
N∑

i=1

(
η qmsh,iq

2 + (1−η) q ftow,iq
2
)

subject to the joint power constraint
∥∥∥∥∥

N∑

i=1
pi

∥∥∥∥∥ ≤ p̄
√

N. (5)
2
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The bound in (5) corresponds to the joint
power variation of N WTs operating under Policy 1. Indeed, since the

power fluctuations from such WTs are assumed to be uncorrelated (see
Section 2.3), we have

∥∥∥∥∥
N∑

i=1
pi

∥∥∥∥∥

2

=
N∑

i=1
qpiq

2 = N p̄2.

Note that (loosely speaking), Problem 3 is a relaxation of Problem 1,
and that Problem 2 is a relaxation of Problem 3. More specifically, let
JPolicy 1 and JPolicy 2 denote the optimal cost in Problem 1 and Problem 2,
respectively. Also let JN,Policy 3 be the local cost for a WT in Problem 3.
Then, provided that both the bounds on the constraints and η in Prob-
lems 1 – 3 are identical, we have

JPolicy 2 ≤ JN,Policy 3 ≤ JPolicy 1, for N = 1, 2, . . .

Moreover, it can be shown that as N grows large, Policy 3 cost approaches
Policy 2 cost. That is,

lim
N→∞

JN,Policy 3 = JPolicy 2.

In particular, this means that Problem 2 provides a tight upper bound on
the improvement that can be obtained by coordinating power.

Next, we consider two WTs (N = 2), each operating at vnom = 9
m/s with a nominal power production of pnom = 2 MW. We set ω̄ r =
115 ⋅ 10−3, β̄ = 0.19, m̄� = 200 and p̄ = 12 ⋅ 103, which is in accordance
with the bounds used to design Policy 1 and Policy 2 controllers in Sec-
tion 3.2. The trade off between the two loads in Problem 3 is shown in
Figure 6 (red dash-dotted). It shows that by coordinating its power pro-
duction with one other WT, a WT can retain a significant portion of the
load reduction possible under Policy 2. The trade off curve for a WT oper-
ating at vnom = 15 m/s and pnom = 4 MW is constructed analogously and
shown in Figure 3.

Let K3,1 and K3,2 denote the Policy 3 controllers designed to match the
shaft load performance of the Policy 1 controller K 9

1 . Their performance
is listed in Table 1. Figure 8 shows the power responses of K3,1 and K 9

1
to the turbulent wind in Figure 7. Note that the variation in total plant
power is almost identical under both policies (Figure 8 left). However,
because K 9

3,1 coordinates its power production with K 9
3,2, it may allow

larger fluctuations in its production than K 9
1 .
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Figure 7. Turbulent wind speed variations at WT 1 (black) and WT 2
(gray).
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Figure 8. Power fluctuations in response to turbulent wind speeds in
Figure 7 under Policy 1 (solid black) and Policy 3 (dash-dotted red). The
left plot illustrates the total power variations of the two wind turbines (the
curves overlap almost perfectly) and the right plot shows the local power
variations at WT 1.
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5. Conclusions

Dynamic power coordination (DPC) allows wind turbines (WTs) in a wind
power plant to vary their individual power production as long as the sum
of their production meets a total power demand. This paper provides in-
sight into the mechanisms that make DPC useful for reducing fatigue
loads on the WT tower and on the low speed shaft.

We saw that a tight constraint on a WT’s power production restricts
its generator torque behavior and leaves the pitch angle as the only con-
trol signal to regulate the rotor speed and the loads. Hence, a benefit
of allowing the WT to vary its power is that this restriction is removed.
Another benefit is that it helps to reduce rotor speed variations. This ef-
fect is especially important because the need to regulate the rotor speed
variations causes trade off between reducing tower and shaft loads.

We compared the load reduction that could be obtained by allowing a
WT to vary its power at two different nominal wind speeds. At 15 m/s,
where the WT operated at rated rotor speed, there was a trade off between
reducing tower and shaft loads. In this case, a reasonable range of trade
offs could be attained at the expense of a moderate increase in power
variation. At 9 m/s, where the WT operated below rated rotor speed, the
situation was different. In this case, partially due to the relaxed require-
ments on the rotor speed control, there was no conflict between reducing
tower and shaft loads. Also, the load reduction at 9 m/s was larger than
at 15 m/s, but came at the expense of considerable power variations. This
implies that DPC might be especially beneficial at low wind speeds.

Finally, we showed how power fluctuation at individual WTs may be
compensated by coordination. In particular, we demonstrated that even
coordination among two WTs may be enough to obtain substantial load
reductions.
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Paper II

Distributed Control with Low-Rank
Coordination

Daria Madjidian Leonid Mirkin

Abstract

A common approach to distributed control design is to impose
sparsity constraints on the controller structure. Such constraints,
however, may greatly complicate the control design procedure. This
paper puts forward an alternative structure, which is not sparse yet
might nevertheless be well suited for distributed control purposes.
The structure appears as the optimal solution to a class of coordi-
nation problems arising in multi-agent applications. The controller
comprises a diagonal (decentralized) part, complemented by a rank-
one coordination term. Although this term relies on information about
all subsystems, its implementation only requires a simple averaging
operation.

cF2014 IEEE. Reprinted with permission, from IEEE Transaction on Con-
trol of Network Systems 1:1, 2014.
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1. Introduction

The ability to cope with complexity is one of the contemporary challenges
of control engineering. Already an established research area by the late
1970s [Mesarović et al., 1970; Singh and Titli, 1978; Šiljak, 1978], control
of complex systems reinvigorated during the last decade, impelled by re-
cent technological progress, networking and integration trends, efficiency
demands, etc.

Complexity may be manifested through different attributes, one of
which is the presence of a very large number of sensors and actuators.
In such situations fully centralized, structureless, information process-
ing becomes infeasible. This motivates the quest for distributed control
methods, with various constraints on information exchange between sub-
systems and information processing in the controller. Such structural con-
straints are conventionally expressed in terms of sparsity patterns [Šil-
jak, 1978; Zečević and Šiljak, 2010; Mahajan et al., 2012], with nonzero
elements corresponding to permitted coordination between subsystems.
Sometimes, delay constraints on the communication between subsystems
are considered [Mahajan et al., 2012].

Although a sparse structure can effectively limit the amount of infor-
mation processing in the controller, it substantially complicates the con-
trol design. Many well understood problems might turn acutely opaque
when sparsity constraints on the controller are added [Wistenhausen,
1968; Tsitsiklis and Athans, 1985]. Design is simplified if the plant hap-
pens to possess a compatible sparsity pattern (the quadratic invariance
condition [Rotkowitz and Lall, 2006; Mahajan et al., 2012]) or if addi-
tional constraints are imposed on the closed-loop behavior (like positivity
[Tanaka and Langbort, 2011; Rantzer, 2011]). But even then the com-
putational burden grows rapidly with the problem dimension and, more
importantly, structural properties of the resulting controller are rarely
transparent. Revealing such properties proved to be a challenge even in
seemingly simple problems, see [Lessard and Lall, 2012] and the refer-
ences therein.

This paper puts forward an alternative structure. We study a class
of large-scale coordination problems that happens to admit a solution of
a different type: not sparse, but nevertheless scalable. Specifically, we
consider a homogeneous group of autonomous agents, i.e., a group of sys-
tems having identical dynamics and identical local criteria. Coordination
requirements are then introduced through a (global) linear constraint
imposed on an “average” agent. This setting is motivated by certain con-
trol tasks arising in the control of wind farms. The problem admits an
analytic solution endowed with two appealing properties. First, the com-
putational burden in this setting is independent of the number of agents.

62



2 Motivation: Coordination in Wind Farms

Second, the optimal feedback gain is of the form of a block-diagonal matrix
perturbed by a block-rank-one component. The structures of these com-
ponents are transparent. The diagonal part merely comprises the local,
uncoordinated, gains. The rank-one part is then responsible for coordina-
tion via fine-tuning the local controllers on the basis of measurements of
an “average” agent.

The (weighted) averaging is the only non-sparse, centralized, task that
has to be performed by the controller. We argue that this task may be
network-friendly. Averaging is a relatively simple numerical operation,
which might be robust to sensor imperfections for large groups. It can be
performed either locally, by each agent [Xiao and Boyd, 2004], or glob-
ally, by a coordinator. The averaging of measured variables of individual
subsystems may be viewed as a spatial counterpart of the generalized
sampling operation [Araki, 1993]. This is in contrast to the decentralized
structure, which may be thought of as a form of the ideal sampling, which
ignores the intersample information. Considering this analogy, it might
even be useful to impose the control structure in problems where, un-
like in our formulation, it does not appear as a property of the optimal
solution. In fact, one such approach, also in the context of large-scale sys-
tems, was proposed in [Zečević and Šiljak, 2005], see Remark 3.5 for more
details.

The paper is organized as follows. In Section 2 we consider a coordi-
nation problem arising in wind farms. This problem serves a motivation
for the theoretical developments in Sections 3 (problems with hard coor-
dination constraints) and 4 (soft constraint formulations). Both sections
illustrate their developments by numerical studies of the same wind farm
coordination problem. Section 3 also contains an extensive discussion on
properties of the resulting controller configuration and the structure of
the optimal cost. Concluding remarks are then provided in Section 5.

Notation The transpose of a matrix M is denoted by M ′. By ei we refer
to the ith standard basis of a Euclidean space and by In to the n $ n
identity matrix (we drop the dimension subscript when the context is
clear). The notation ⊗ stands for the Kronecker product of matrices [Zhou
et al., 1995, §2.5]. The L2(R+) norm [Zhou et al., 1995, Ch. 4] of a signal
ξ is denoted as qξq2.

2. Motivation: Coordination in Wind Farms

Wind energy is an increasingly active application area for control [Pao
and Johnson, 2011]. Lately, the focus has been shifting from control of a
stand-alone wind turbine (WT) to coordinated control of networks of WTs,
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known as wind power plants (WPP) or wind farms. Below we consider one
such problem, which is used to motivate the problem studied in this paper.

2.1 Problem description

We consider the problem discussed in [Spudić et al., 2011; Biegel et al.,
2013], where a wind farm is required to meet a certain power demand.
To achieve this, the WTs need to coordinate their power production. Since
there are multiple WTs in the farm, certain freedom exists in distribut-
ing the power demand among them. This freedom can be used to address
local objectives of individual turbines, such as regulating rotor speed, re-
ducing fatigue loads, preventing excessive pitch action, etc. Thus, instead
of following a fixed portion of the power demand, a WT can be allowed to
continuously adjust its power production in response to local wind speed
fluctuations. Since wind speed fluctuations are not the same across the
WPP, changes in power production that benefit one WT can be compen-
sated for by changes at WTs with opposite needs.

For control design purposes, it is common practice to model a WT as a
linear system around an operating point. It may also be natural to make
two additional simplifying assumptions.

1. WTs in a WPP are often identical in their design. By assuming that
they operate around the same mean wind speed and mean power
production, the WTs may be considered to have equal dynamics.

2. Due to a large distance between individual turbines in WPPs, it
may be assumed that wind speed variations experienced by them
are uncorrelated [Vigueras-Rodríguez et al., 2012; Kristalny et al.,
2013].

With these observations in mind, below we address a coordination
problem among a group of ν WTs. For simplicity, we use a stripped-down1

version of the individual WT model and performance index studied in
[Kristalny et al., 2013]. The model is derived from [Grunnet et al., 2010]
and describes an NREL 5-MW wind turbine [Jonkman et al., 2009], op-
erating around a mean wind speed of 10 m/s and a nominal power pro-
duction of 2 MW. Each WT is assumed to be equipped with an internal
controller, which manipulates the blade pitch angle and generator torque
in order to track an external power reference. At the nominal power pro-
duction, the WT operates in the derated mode (below maximum power

1 We measure the input in MW and use neither the dynamic model of the effective wind
speed (its DC gain is absorbed into the model) nor dynamic weights on regulated signals
(we use approximate static weights instead).
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production) and is able to both increase and decrease its power produc-
tion. The turbine models are given by

ẋi = Axi + Bwwi + Buui, i = 1, . . . ,ν

where
[

A Bw Bu
]

take the following numerical values:



0 120 −0.92 0 0 0 0
0.0084 −0.032 0 0 0 0.12 −0.021

0 150 −1.6 0 0 0 0
0 0 0 0 1 0 0

0.021 0.054 0 −4 −0.32 0.2 0




.

Here the state vector spells out as

xi =




pitch angle
rotor speed

internal controller state
nacelle fore-aft position
nacelle fore-aft speed




and the exogenous disturbance wi is the deviation in wind speed from its
nominal value, modeled as a white noise process with unit intensity. The
control signal ui is the deviation in the power reference from its nominal
value. The model neglects generator dynamics, which makes ui equal to
the actual deviation in the power production of the WT.

Following [Kristalny et al., 2013], we assume that each turbine aims at
achieving a trade-off between regulating the rotor speed, reducing fatigue
loads on the tower, and preventing excessive pitch activity and power de-
viations. The performance of the ith turbine is quantified as the variance
of the regulated variable zi = Czxi + Dzuui, where

[
Cz Dzu

]
=

[
diag

{√
0.1, 100, 0, 100, 0

}
0

0 1

]
.

In other words, for each turbine we consider the state-feedback H2 prob-
lem for the closed-loop system from wi to zi.

The combined power production of the WTs must satisfy a power de-
mand to the WPP, which is assumed to be the sum of nominal WT power
productions. Since ui is the deviation from nominal WT power production,
this requirement can be imposed as the constraint

u1 + u2 + ⋅ ⋅ ⋅+ uν = 0, (1)

which forces the wind turbines to coordinate their actions.
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The resulting constrained H2 problem can be converted to a standard
unconstrained one by resolving (1) for any i, say as u1 = −(u2+ ⋅ ⋅ ⋅+ uν ).
This results in an H2 problem with ν subsystems and ν−1 control signals.
Yet, in this approach, the cost function and the dynamics of the subsys-
tems become coupled. This might, especially if the number of turbines in
the WPP is very large, considerably complicate both the solution proce-
dure (the curse of dimensionality) and the implementation of the resulting
controllers. Therefore a scalable solution procedure is of interest.

2.2 Towards a scalable solution

As discussed in the introduction, the conventional approach in the field
is to impose some form of sparsity constraints on the controller and seek
a scalable optimization procedure to solve it. By limiting the information
exchange between subsystems, a sparse structure can ensure that the in-
formation processing at each subsystem remains viable as the number of
subsystems grows. This property is important, so it frequently prepon-
derates over inevitable losses of performance. The problem is that impos-
ing sparsity constraints might significantly complicate the design. Once
constraint (1) is resolved, our problem only satisfies the quadratic invari-
ance condition of [Rotkowitz and Lall, 2006] for a handful of structural
constraint options (e.g., block triangular). Another choice discussed in the
introduction, which is to impose positivity constraints on the closed-loop
dynamics [Tanaka and Langbort, 2011], is not suitable for our problem be-
cause we work in deviations from nominal values. We thus may consider
resorting to non-convex optimization procedures, relying upon a proper
choice of initial values.

To provide a flavor of such an approach, we confine our attention to
static state-feedback controllers, u = Fx, and add the constraint that
Fi j = 0 whenever pi− jp > η for a given η ∈ N (the addition in the spatial
variable is performed modulo-ν , e.g., ν+1 = 1). We then use an approach,
similar to that proposed in [Biegel et al., 2013], which, in turn, makes use
of the distributed gradient method of [Mårtensson and Rantzer, 2012].

Fig. 1 shows the normalized difference between the H2 performances
attained with and without the coordination constraint (1) (the normalized
cost of coordination) as a function of ν for different degrees of sparsity η.
We can see that as the sparsity restriction is relaxed, i.e., as η increases,
the performance improves. Besides, the performance of sparse controllers
improves as ν increases. We can also see that the improvement is not as
fast as in the non-sparse solution (shown by the solid line). However, this
was expected and is not the main focus of this example.

Instead, we would like to emphasize difficulties encountered in design-
ing the sparse controllers. Although not visible on the plot, these difficul-
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Figure 1. Cost of coordination per turbine under different degrees of
sparsity.

ties are readily appreciable. The fact that the problem is not convex (the
constraint set is not quadratically invariant under this plant) renders the
whole procedure sensitive to the choice of initial values for the feedback
gain. We did experience convergence to local minima, so the solutions pre-
sented in Fig. 1 are the result of multiple runs of the algorithm. And we
still cannot guarantee that the results are globally optimal2. In addition,
the optimization procedure itself is quite demanding, its computational
complexity grows with the increase of ν . Finally, the results of the nu-
merical procedure are not transparent, with no indication of what effect
small changes of the system parameters might have on it.

To conclude, from the distributed control viewpoint the problem ap-
pears to be a challenge. Nonetheless, in the next section we show that
it has a closed-form solution, which is computationally scalable and pos-
sesses additional appealing properties from the distributed control per-
spective.

3. LQR with Coordination Constraints

Motivated by the problem considered in Section 2, in this section we study
an optimization problem for non-interacting subsystems, having identical
dynamics, with coordination constraints. To simplify the presentation, we

2 In fact, they are not, as attested by the sub-optimality of the resulting cost in the case
of η = 3 and ν = 7, for instance.
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consider an LQR version of the problem, although the extension to the
H2 formulation (external disturbances) is straightforward.

3.1 Problem statement

Consider ν independent systems

Σi : ẋi(t) = Axi(t) + Bui(t), xi(0) = xi0 (2)

where xi(t) ∈ Rn can be measured, ui(t) ∈ Rm, and A ∈ Rn$n and B ∈
Rn$m are such that the pair (A, B) is stabilizable. Associate with each of
these systems the performance index

Ji =

∫ ∞

0

(
x′i(t)Qα xi(t) + u′i(t)ui(t)

)
dt (3)

for some n $ n matrix Qα ≥ 0 such that the pair (Qα , A) has no un-
observable modes on the jω -axis. Minimizing Ji for Σi would be a set
of ν standard uncoupled LQR problems. We couple these problems by
constraining the behavior of the center of mass of Σi, understood as the
system

Σ̄ : ˙̄x(t) = Ax̄(t) + Bū(t), x̄(0) = x̄0 (4)

connecting the signals

ū(t) :=
ν∑

i=1
µ iui(t) and x̄(t) :=

ν∑

i=1
µ ixi(t), (5)

where the weights µ i ,= 0 may be thought of as the masses of each sub-
system. Coordination is then imposed by requiring Σ̄ to evolve according
to

˙̄x(t) = (A+ B F̄)x̄(t), x̄(0) = x̄0 (6)

for a given gain F̄ ∈ Rm$n. This yields the following problem formulation:

minimize J :=
ν∑

i=1
Ji (7a)

subject to Σi, i = 1, . . . ,ν (7b)
ū− F̄ x̄ = 0 (7c)

where ū from (7c) substituted into (4) yields (6). In addressing (7), we
implicitly restrict our attention to stabilizing controllers only. Without
loss of generality, we also assume that the weights are normalized as∑

i µ2
i = 1.
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REMARK 3.1—CONNECTIONS WITH THE MOTIVATING PROBLEM
It is readily seen that the problem considered in Section 2 is a particular
case of (7) corresponding to F̄ = 0. Constraint (7c) can thus also be viewed
as a constraint imposed on average trajectories. 2

REMARK 3.2—MINIMIZING WEIGHTED SUM OF Ji
The weights µ i may be manipulated to assign importance to each subsys-
tem. This can also be attained via replacing J in (7a) with the weighted
sum J =

∑
i λ iJi for some λ i > 0. The addition of λ i, however, does not

enrich the design. It is only a matter of scaling each xi and ui by
√

λ i
and then replacing µ i with µ i/

√
λ i (with the normalization assumption∑

i µ2
i /λ i = 1). In the choice between ‘µ ’ and ‘λ ’ scalings we picked the

former because it allows negative weights. 2

3.2 Problem solution

We start with rewriting (7) in an aggregate form using the Kronecker
product notation. Introduce the unit vector

µ :=
[

µ1 ⋅ ⋅ ⋅ µν
]′

and the aggregate state and control signals x :=
∑

i ei ⊗ xi and u :=∑
i ei ⊗ ui, respectively. In this notation, the dynamics of the aggregate

systems are
ẋ(t) = (Iν ⊗ A)x(t) + (Iν ⊗ B)u(t), (8)

the cost function in (7a) is

J =

∫ ∞

0

(
x′(t)(Iν ⊗ Qα )x(t) + u′(t)u(t)

)
dt, (9)

and the constraint (7c) reads

(µ ′ ⊗ Im)u− (µ ′ ⊗ F̄)x = 0, (10)

The key idea behind our solution is to apply coordinate transformations
to the state and input signals that decouple constraint (7c) on the one
hand, while preserving the uncoupled structure of the system and cost on
the other. This can be achieved by the coordinate transformations

x̃ := (U ⊗ In)x and ũ := (U ⊗ Im)u (11)

for some unitary matrix U ∈ Rν$ν . Indeed, using the relation (M1 ⊗
N1)(M2 ⊗ N2) = (M1M2) ⊗ (N1 N2), it is readily seen that both (8) and
(9) remain the same, modulo the replacement of x and u with x̃ and ũ,
respectively, while the coordination constraint changes and becomes

(µ ′U ′ ⊗ Im)ũ− (µ ′U ′ ⊗ F̄)x̃ = 0.
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To achieve decoupling, we may consider the following requirements on U :

Uµ = e1. (12)

Because µ is assumed to be a unit vector, there is always a unitary U
satisfying (12). A possible choice is the matrix of transpose left singular
vectors of µ.

Thus, when expressed in terms of x̃ and ũ with U satisfying (12),
problem (7) still has an uncoupled cost function and uncoupled dynamics.
But now the constraint, which reads (e′1⊗ Im)ũ−(e′1⊗ F̄)x̃ = 0, is imposed
only upon the first elements of ũ and x̃, i.e., it reduces to

ũ1 − F̄ x̃1 = 0. (13)

Hence, (7) splits into ν independent problems, with the ith problem de-
pending only on the variables x̃i and ũi.

For i = 2, . . . ,ν , we have identical unconstrained LQR problems with
dynamics of the form (2) and cost functions of the form (3). Each one
of these problems is then solved by the (stabilizing) control laws ũi(t) =
Fα x̃i(t), where Fα := −B ′Xα and Xα ≥ 0 is the stabilizing solution of the
algebraic Riccati equation (ARE)

A′Xα + Xα A+ Qα − Xα B B ′Xα = 0. (14)

These control laws attain the optimal performance x̃′i0 Xα x̃i0.
For i = 1, constraint (13) completely determines ũ1, as ũ1 = F̄ x̃1,

rendering the optimization irrelevant. The plant dynamics then become

˙̃x1(t) = (A+ B F̄)x̃1(t), x̃1(0) = x̃10

and the cost function is given by
∫ ∞

0
x̃′1(t)(Qα + F̄′ F̄)x̃1(t)dt.

The dynamics of x̃1 are stable iff A + B F̄ is Hurwitz and in this case
the value of its cost function is finite and equals x̃′10 X̄ x̃10, where X̄ ≥ 0
verifies the Lyapunov equation

(A+ B F̄)′ X̄ + X̄ (A+ B F̄) + Qα + F̄′ F̄ = 0. (15)

The arguments above solve (7) in terms of the transformed variables
in (11). What is left is to transform this solution back to x and u. This is
done in the following theorem, which is the main technical result of this
section:
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THEOREM 3.1
Let A+ B F̄ be Hurwitz and the pair (Qα , A) have no unobservable pure
imaginary modes. Then the ARE (14) and the Lyapunov equation (15)
are solvable, with X̄ ≥ Xα , and the unique solution of (7) is

ui(t) = Fα xi(t) + µ i(F̄ − Fα )x̄(t), (16)

where Fα = −B ′Xα is the LQR gain, associated with the uncoordinated
version of the problem, i.e. without (7c), and x̄ is the state vector of the
center of mass Σ̄ defined by (5). The optimal performance attained by
this controller is

Jopt =
ν∑

i=1
Ji,opt + x̄′0(X̄ − Xα )x̄0, (17)

where Ji,opt = x′i0 Xα xi0 is the optimal uncoordinated costs of Σi and x̄0 is
the initial condition of the center of mass. 2

Proof The solvability of the Riccati equations under the conditions of
the theorem is a standard result [Zhou et al., 1995, Thm. 13.7]. The in-
equality X̄ ≥ Xα follows by the fact that if ui = F̄xi, then Ji = x′i0 X̄ xi0 ≥
x′i0 Xα xi0 = Ji,opt for any xi0. Now, the developments preceding the formula-
tion of the theorem imply that the optimal control law for the transformed
system is ũ = F̃ x̃, where

F̃ = (Iν − e1e′1) ⊗ Fα + (e1e′1) ⊗ F̄.

Then (11) implies that the optimal control law for the aggregate problem
(8)–(10) is u = Fx = (U ′ ⊗ Im)F̃(U ⊗ In)x, so, with the help of (12), we
end up with the optimal gain

F = Iν ⊗ Fα + (µµ ′) ⊗ (F̄ − Fα ), (18)

which yields (16). Finally,

Jopt = x̃′0((Iν − e1e′1) ⊗ Xα + (e1e′1 ⊗ X̄ ))x̃0 (19a)
= x′0(Iν ⊗ Xα + (µµ ′) ⊗ (X̄ − Xα ))x0, (19b)

from which (17) follows immediately. 2

REMARK 3.3—CONSTRAINING A PART OF ū
If F̄ = Fα , then the Lyapunov equation (15) is solved by X̄ = Xα and
(16) reduces to the decentralized control law solving the uncoordinated
version of (7). In other words, the coordination constraint becomes void if
it attempts to mimic the optimal unconstrained dynamics. Likewise, we
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can constrain only a part of ū by mimicking the optimal, with respect to
(3), control trajectory of the partially constrained problem by its other
part. Namely, let E be a tall matrix such that E′E = I. It can be shown
that the optimization of (7), with (7c) replaced by the partial constraint
E′ū− F̄1 x̄ = 0, corresponds to the original formulation with

F̄ = EF̄1 − (I − EE′)B ′X2

where X2 ≥ Xα is the stabilizing solution of the ARE

(A+B EF̄1)
′X2+X2(A+B EF̄1)+(Qα + F̄′1 F̄1)−X2 B(I−EE′)B ′X2 = 0

and the stabilizability of the pair (A + B EF̄1, B(I − EE′)) is required.
Equation (15) is solved then by X̄ = X2. 2

3.3 Discussion

The remainder of this section is devoted to properties of the solution
presented in Theorem 3.1. In particular, we discuss the structure of the
optimal controller and its suitability for distributed control applications
(§3.3), interpret the LQR problems in terms of the transformed variables
(11) that arise as a technical step in the derivation of the solution (§3.3),
quantify the effect of the coordination constraint (7c) on the performance
of each subsystem (§3.3), and explore the possibility of adding tracking
requirements to the behavior of the center of mass (§3.3).

Control law: computation and structure An important property of
the solution of Theorem 3.1 is its computational scalability. To calculate
the optimal controller, we only need to solve ARE (14), which is the Ric-
cati equation associated with the local, unconstrained, LQR. The compu-
tational effort to obtain the solution is thus independent of the number of
subsystems ν , which is an attractive property in the context of distributed
control.

The low computational burden is not the only property of controller
(16) that is appealing in distributed control applications. Its structure is
even more intriguing. The optimal control law is a superposition of a local
term, Fα xi(t), and a (scaled) coordination term,

ucoord(t) := (F̄ − Fα )x̄(t). (20)

The former is the optimal uncoordinated control law for Σi and is fully
decentralized. Coordination then adds a “correction” of the form µ iucoord to
this local controller. This term destroys the (sparse) decentralized struc-
ture as none of the elements of the overall feedback gain (18) is zero in
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general. Nonetheless, the resulting configuration might suit large-scale
applications well.

The non-sparse coordination term, which may be thought of as
a (block) rank-one correction to the (block) diagonal local controller
(cf. (18)), depends only on the behavior of the center of mass. Thus,
although this term hinges upon information about all subsystems, the
only operation required in its construction is averaging. This information
clustering may be thought of as a form of spatial generalized sampling
where the information required to form the correction component, ucoord,
is obtained by aggregating distributed information in a weighted average.

The information aggregation via x̄ is clearly less demanding, from both
computation and communication viewpoints, than an individual process-
ing of each xi. Hence, the control law (16), although centralized, may be
feasible for distributed control. Measurements of the center of mass could,
in principle, be done either globally, by a coordinator, or even locally, by
each subsystem.

REMARK 3.4—AN INTERPRETATION OF THE COORDINATION POLICY
Constraint (7c) can be satisfied without information exchange if each
subsystem applies ui = F̄xi. The term (F̄− Fα )xi can then be interpreted
as a desired violation of this strategy in order to improve the performance
with respect to Ji. By rewriting the coordination term (20) as

ucoord(t) =
ν∑

i=1
µ i(F̄ − Fα )xi(t),

we see that exchanging information (coordination) allows the subsystems
to compensate for each other’s violations. 2

REMARK 3.5—EARLIER APPEARANCE
The diagonal-plus-low-rank configuration was previously proposed in
[Zečević and Šiljak, 2005], also in the context of control of large-scale sys-
tems. The motivation and technical tools used there, however, are quite
different from those studied in this paper. The “low-rank centralized cor-
rection” to block-diagonal controllers is introduced in [Zečević and Šiljak,
2005] to enlarge the design parameter space in the context of robust con-
trol of interconnected systems. The parameters are then designed via an
LMI procedure, which utilizes some of the degrees of freedom brought
about by this addition. In our setup, the structure results from an opti-
mization problem. Its low-rank part is responsible for coordinating other-
wise uncoupled subsystems and has a clearly traceable effect on control
performance (see below). 2
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LQR problems in terms of x̃i and ũi The transformation of state
and input coordinates defined by (11) and (12) serves the purpose of
decomposing the problem into one problem with a prespecified control
law and and ν −1 unconstrained LQRs. These problems have meaningful
interpretations.

First, a comparison of (13) and (7c) suggests that x̃1 = x̄ and ũ1 =
ū. This is indeed true, as can be seen through x̃1 = (e′1 ⊗ In)x̃ = ((e′1U) ⊗
In)x = (µ ′ ⊗ In)x = x̄, for instance. Thus, the constrained problem is
concerned with the center of mass (4) and its solution results in the
dynamics as in (6), as expected.

The other components of x̃ and ũ do not possess such interpretations
per se, they are not even unique. Nevertheless, the unconstrained LQR
cost built on them,

J̃ :=
ν∑

i=2

∫ ∞

0

(
x̃′i(t)Qα x̃i(t) + ũ′i(t)ũi(t)

)
dt

(this is what the control law (16) actually minimizes), can be interpreted.
To this end, rewrite

ν∑

i=2
ũ′iũi = ũ′((I − e1e′1) ⊗ Im)ũ = u′((Iν − µµ ′) ⊗ Im)u

(the last equality is obtained by (11) and (12)) and, likewise,∑ν
i=2 x̃′iQα x̃i = x′((Iν − µµ ′) ⊗ Qα )x. It can be shown, by routine re-

grouping, that

Iν − µµ ′ =
ν∑

i=1
(ei − µ iµ)(ei − µ iµ)′ (21a)

=
ν−1∑

i=1

ν∑

j=i+1
(µ j ei − µ iej)(µ j ei − µ iej)

′. (21b)

From (21a),

J̃ =
ν∑

i=1

(∥∥∥Q1/2
α (xi − µ i x̄)

∥∥∥
2

2
+ qui − µ iūq2

2
)
.

In other words, J̃ may be thought of as the cost of deviating from the
normalized center of mass. The normalization becomes particularly trans-
parent if all systems have equal masses, i.e., if µ i = 1/

√
ν . In this case

µ i x̄ = 1
ν
∑

i xi and µ iū = 1
ν
∑

i ui are merely the average state and input
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signals and J̃ quantifies the cumulative deviation from the average. In
the same vein, (21b) leads to

J̃ =
ν−1∑

i=1

ν∑

j=i+1

(∥∥∥Q1/2
α (µ j xi − µ ix j)

∥∥∥
2

2
+ qµ jui − µ iu jq

2
2
)
,

which penalizes mutual deviations of each subsystem from the others
(the scaling factors µ i and µ j just align the subsystems to render the
comparison meaningful), thus encouraging the achievement of an optimal
consensus.

Summarizing, by solving (7) we effectively reach two goals: impose a
required behavior on the center of mass and minimize discrepancy be-
tween subsystems. The optimal J̃ can then be viewed as a measure of
“gregariousness” or, perhaps, as a “herd instinct index” in the aggregate
system (8). It follows from the proof of Theorem 3.1 (cf. (19a)) that

J̃opt = x̃′0
(
(Iν − e1e′1) ⊗ Xα

)
x̃0 = x′0

(
(Iν − µµ ′) ⊗ Xα

)
x0

=
ν∑

i=1
Ji,opt − x̄′0 Xα x̄0. (22)

Thus, the attainable local uncoordinated costs Ji,opt also determine the
cumulative closeness of systems Σi to each other. It is worth emphasizing
that J̃opt does not depend on the constraint imposed on the behavior of the
center of mass. This separation is an intriguing property of the solution
of (7).

Cost of coordination per subsystem The last term in the right-hand
side of (17) quantifies the deterioration of the (aggregate) performance
J due to the coordination constraint (7c). Below, we look into the effect
of coordination on the performance of individual subsystems.

We begin with the following result:

PROPOSITION 3.2
The value of the ith performance index Ji under the control law (16) is

Ji = Ji,opt + µ2
i x̄′0(X̄ − Xα )x̄0, (23)

where x̄0 is the initial condition of the center of mass. 2

Proof The control law (16) is a superposition of the locally optimal control
law and the signal vi = µ i(F̄ − Fα )x̄. It is known (see the proof of [Zhou
et al., 1995, Thm. 14.2]) that Ji = Ji,opt +qviq

2
2 for any vi. As follows from
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(6), the last term in the right-hand side above equals µ2
i x̄′0 Xv x̄0, where

Xv ≥ 0 solves the Lyapunov equation

(A+ B F̄)′Xv + Xv(A+ B F̄) + (F̄ − Fα )
′(F̄ − Fα ) = 0.

Expression (23) then follows by the fact that Xv = X̄ − Xα , which can be
verified by straightforward algebra. 2

The second term in the right-hand side of (23) is exactly the cost of co-
ordination for the ith subsystem. It is a function of the other subsystems
through the vector x̄0. The dependence of x̄0 on an unspecified relation
between the initial states of all subsystems complicates the interpretation
of the cost of coordination. If, for instance, x̄0 = 0, then Ji = Ji,opt and the
coordination in that case comes at no cost. But if every xi0 = µ iχ for some
χ ∈ Rn, then x̄0 = χ and we end up with Ji = x′i0 X̄ xi0. This is what we
would have if the control laws ui = F̄xi were applied to each subsystem,
which would correspond to an attempt to enforce (7c) without communi-
cation between subsystems. To avoid the dependence on x̄0, we assume
through the rest of this subsection that x̄0 is bounded as a function of the
number of subsystems ν . In this case the term x̄′0(X̄ − Xα )x̄0 is bounded
as well and the cost of coordination becomes quadratically proportional to
the corresponding “mass” µ i.

Consider now what happens with the cost of coordination per subsys-
tem when the number of subsystems ν →∞. It follows from the normal-
ization assumption

∑ν
i=1 µ2

i = 1 that at most a finite number subsystems
may have µ i ,→ 0 in this case. If such subsystems do exist, they dominate
(5) and we then effectively have coordination between a finite number
of subsystems. It is then natural that the cost of coordination for those
subsystems does not vanish as ν grows. If, however, all µ i → 0 as ν →∞,
the situation is different. In this case the coordination constraint (7c) is,
in a sense, spread among all subsystems and the cost of coordination per
subsystem vanishes with the increase of ν . For example, if we assign equal
weights to each subsystem, i.e., if every µ i = 1/

√
ν , then the coordination

toll per subsystem decreases inversely proportional to the number of sub-
systems. The decrease of the coordination cost is intuitive, as the addition
of more subsystems brings more opportunities for coordination.

Tracking Constraint (7c) can be modified to incorporate tracking re-
quirements on the center of mass (4). For example, we may consider the
constraint

ū = F̄ x̄ + r
for an exogenous signal r (e.g., it may be a function of a reference signal).
This would yield the control law

ui(t) = Fα xi(t) + µ i(F̄ − Fα )x̄(t) + µ ir(t),
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instead of (16) and the following dynamics of Σ̄ :

˙̄x(t) = (A+ B F̄) x̄(t) + Br(t)

in lieu of (6). A group tracking animation illustrating this possibility can
be seen in [Madjidian and Mirkin, 2013, Fig. 2]. J is then no longer rel-
evant per se, it might even be unbounded. Still, the “measure of gregari-
ousness” interpretation of the unconstrained part of the optimization, as
discussed in §3.3, remains valid. Moreover, the value of the cost function
in (22) is finite and independent of r, so it can quantify group tracking
properties of the system.

3.4 Wind farm example (cont’d)

We are now in the position to return to the example studied in Section 2.
To render the current LQR problem formulations compatible with that
in §2.1, we assume that xi0 = Bwvi, where vi are mutually independent
random variables of unit variance. This yields x̄0 = Bwv̄, where v̄ :=∑

i µ ivi is of unit variance as well. We then end up with (7) with B = Bu,
Qα = C′zCz, F̄ = 0, and µ i = 1/

√
ν for all i.

By Theorem 3.1, the optimal control law is given by

ui = Fα xi − Fα xa,

where xa := 1
ν
∑

i xi is the average state of wind turbines and the gain
Fα is obtained by solving ARE (14). To calculate the cost of coordination
depicted in Fig. 1 by the solid line, we use Proposition 3.2 to derive Ji −
Ji,opt =

1
ν B ′

w(X̄ −Xα )Bw, where X̄ is the observability Gramian of (Cz, A).
This cost tends to zeros as ν →∞.

With its structural properties revealed, the non-sparse solution to (7)
compares favorably with the sparsity-based one considered in §2.2. Our
calculations are scalable, in fact, they are independent of the number of
turbines. The result is always globally optimal. The effect of the coordi-
nation constraint on the local performance of each turbine is transparent
and easy to calculate as well. The price we pay is that the resulting con-
troller is centralized. This might not be feasible in some situations where
communication constraints are restrictive. Still, the only centralized in-
formation processing that is required to execute the control law is the
averaging operation to calculate Fα xa. This does not require an individ-
ual processing of the global state of the whole farm by each turbine. It
thus could be feasible even for a large farm.
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4. Alleviating the Burden of Coordination

In some situations, it might not be necessary to enforce the coordina-
tion requirement as a hard constraint. For instance, in the example in
§2.1 some fluctuations in wind farm power production might be toler-
ated, at least at higher frequencies. Constraint (7c) can then be relaxed
to improve the local performance of each subsystem. In this section, we
consider an alternative problem formulation, where we seek a trade-off
between improving the performance of each subsystem and coordinating
their behavior.

4.1 Soft constraint formulation

Coordination requirements may be taken into account via soft constraints.
The minimization of (7a) under constraint (7c) may be substituted with

minimize J =
ν∑

i=1
Ji +

λ
1− λ

∥∥ū− F̄ x̄
∥∥2

2 (24a)

subject to Σi, i = 1, . . . ,ν (24b)

for some λ ∈ [0, 1] and no constraints imposed on the behavior of the
center of mass. The case λ = 1 corresponds to the hard constraint formu-
lation. Picking λ < 1 would mean that the coordination requirement is
displaced with a coordination incentive. A satisfactory trade-off between
local objectives and coordination can then be reached via tuning λ .

The arguments of §3.2 apply to (24) mutatis mutandis3, splitting the
minimization of the coupled J into ν uncoupled problems. As in the hard
constraint case, ν − 1 of them are unconstrained LQR problems in terms
of x̃i and ũi, i = 2, . . . ,ν . The remaining problem, the one formulated in
terms of x̃1 = x̄ and ũ1 = ū, is now the LQR problem for (4) and the
performance index

∫ ∞

0

[
x̄′ ū′

]



Qα +
λ

1− λ
F̄′ F̄ −

λ
1− λ

F̄′

−
λ

1− λ
F̄ 1

1− λ
Im



[

x̄
ū

]
dt.

The resulting control law for the center of mass is:

ū(t) = (λ F̄ − (1− λ)B ′Xλ) x̄(t), (25)

where Xλ ≥ 0 is the stabilizing solution of the ARE

(A+λ B F̄)′Xλ + Xλ(A+λ B F̄)+Qα +λ F̄′ F̄−(1−λ)Xλ B B ′Xλ = 0. (26)
3 Theorem 4.2 in §4.2 presents a formal proof of a more general problem.
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The overall controller is then in the same “diagonal plus rank-one” form
(16), modulo replacing F̄ with λ F̄ − (1− λ)B ′Xλ .

REMARK 4.1
The soft constraint formulation could, in principle, be viewed as a special
case of (7). Indeed, the solution of Theorem 3.1 is recovered via the mere
substitution F̄ → λ F̄ − (1 − λ)B ′Xλ . Thus, formulation (24) brings no
extra freedom to the design. Rather, we view it as a convenient means to
trade off local and global goals. Moreover, the soft constraint formulation
prompts extensions that are not covered by (7). One such extension will
be considered in Section 4.2. 2

The following proposition quantifies the trade-off between coordination
and the local performance for the ith subsystem.

PROPOSITION 4.1
The stabilizing solution Xλ of (26) satisfies Xα ≤ Xλ ≤ X̄ and Yλ :=
d

dλ Xλ ≥ 0. Furthermore, the optimal solution of (24) renders

Ji = Ji,opt + µ2
i x̄′0(Xλ − λ(1− λ)Yλ − Xα )x̄0,

which never exceeds the quantity in Proposition 3.2, and

σ (λ) :=
∥∥ū− F̄ x̄

∥∥2
2 = (1− λ)2 x̄′0Yλ x̄0. 2

Proof It can be shown, by differentiating (26) and rearranging terms,
that Yλ satisfies the Lyapunov equation

A′λ Yλ + Yλ Aλ + (F̄ + B ′Xλ)
′(F̄ + B ′Xλ) = 0, (27)

where Aλ := A + B(λ F̄ − (1 − λ)B ′Xλ) is Hurwitz. This proves that
Yλ ≥ 0. The first claim of the proposition then follows by the facts that
Xα = Xλ pλ=0 and X̄ = Xλ pλ=1.

The expression for Ji results from Proposition 3.2 by replacing F̄ →
λ F̄ − (1 − λ)B ′Xλ (cf. Remark 4.1) and using the fact that under this
choice X̄ → Xλ − λ(1 − λ)Yλ (can be verified by straightforward, albeit
lengthy, algebra).

Finally, the control law (25) violates constraint (7c) by

ū(t) − F̄ x̄(t) = −(1− λ)(F̄ + B ′Xλ)x̄(t) = −(1− λ)(F̄ + B ′Xλ)eAλ t x̄0.

The expression for the norm of the constraint violation then follows by
(27). 2
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Comparing the expressions for Ji given in Propositions 3.2 and 4.1, we
can see that by relaxing the coordination constraint we reduce the cost of
coordination for the ith subsystem by

α i(λ) := µ2
i x̄′0(X̄ − Xλ + λ(1− λ)Yλ)x̄0 ≥ 0.

In fact, it can be shown that α i(λ) = 0 iff the cost of coordination in the
original formulation µ2

i x̄′0(X̄ − Xα )x̄0 = 0 as well. In other words, when-
ever the coordination constraint (7c) does not come for free, formulation
(24) alleviates its burden. Furthermore, it is readily seen that

α̇ i(λ) = µ2
i λ x̄′0Zλ x̄0 and σ̇ (λ) = (1− λ) x̄′0Zλ x̄0,

where Zλ := (1− λ) d
dλ Yλ − 2Yλ ≤ 0 verifies

A′λ Zλ+Zλ Aλ−2(F̄+B ′Xλ−(1−λ)B ′Yλ)
′(F̄+B ′Xλ−(1−λ)B ′Yλ) = 0

and is uniformly bounded as a function of λ . Hence, we have that
limλ→1 σ̇ (λ) = 0, whereas, in general, limλ→1 α̇ i(λ) ,= 0.

Thus, we may expect that a relatively small deviation from the ideal
behavior of the center of mass may result in a relatively large reduction
in the cost of coordination for the subsystems. As a matter of fact, at
the other end of the range, at λ = 0, the picture is mirrored. Thus, by
adding a slight coordination penalty to the global cost function

∑
i Ji we

can introduce coordination with little effect on local performances.

4.2 Frequency weighted soft constraints

In many situations, we might not be interested in coordinating the center
of mass over all possible situation in local subsystems. For example, we
can persuade coordination only in a low frequency range. This may be
useful in applications where the required group behavior (e.g., power pro-
duction of a wind power plant discussed in Section 2) is slower than that of
individual subsystems (e.g., dynamics of a wind turbine). Such situations
can be accommodated by replacing the second term in the right-hand side
of (24a) with the L2 norm of the signal zσ , satisfying

{
ẋφ (t) = Aφ xφ (t) + Bφ (ū(t) − F̄ x̄(t)), xφ (0) = 0
zσ (t) = Cφ xφ (t) + Dφ (ū(t) − F̄ x̄(t)).

Thus, zσ is the signal ū− F̄ x̄ filtered by

Wφ (s) = Dφ + Cφ (sI − Aφ )
−1 Bφ .
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(without loss of generality we may assume that the realization of Wφ is
minimal). This leads to the following problem:

minimize J :=
ν∑

i=1
Ji + qzσ q

2
2 (28a)

subject to Σi, i = 1, . . . ,ν (28b)

The weighing filter Wφ aims at shaping the coordination penalty over
different frequencies. Moreover, by choosing Wφ (s) with pure imaginary
poles we can enforce hard coordination constraints at some frequencies.

To formulate the solution to (28) we need the ARE

A′σ Xσ + Xσ Aσ + C′σ Cσ − (Xσ Bσ + C′σ Dσ )(D′
σ Dσ )

−1(B ′
σ Xσ + D′

σ Cσ ) = 0,
(29)

where

[
Aσ Bσ

Cσ Dσ

]
:=




Aφ −Bφ F̄ Bφ
0 A B
Cφ −Dφ F̄ Dφ

0 Q1/2
α 0

0 0 I




,

and the associated feedback gain

Fσ =
[

Fσ 1 Fσ 2
]

:= −(D′
σ Dσ )

−1(B ′
σ Xσ + D′

σ Cσ ),

partitioned compatibly. The following theorem is the main result of this
subsection:

THEOREM 4.2
Let A + B F̄ be Hurwitz and (Qα , A) have no unobservable pure imag-
inary modes. Then (29) has a stabilizing solution Xσ ≥ 0 such that
its (2, 2) block, partitioned compatibly with the partition of Aσ , satisfies
X̄ ≥ Xσ 22 ≥ Xα , and the control law solving (28) is

ui(t) = Fα xi(t) + µ i(F̄ − Fα )x̄(t) + µ iūφ (t), (30)

where ūφ := Mφ (Fσ 2 − F̄)x̄ and

Mφ (s) := I + Fσ 1(sI − Aφ − Bφ Fσ 1)
−1 Bφ . 2

Proof To shorten the exposition, we assume through the proof that Dφ =
0, the general case follows by similar steps.
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Following the arguments of §3.2, we rewrite the problem in terms of
the aggregate variables x and u. The dynamics of the aggregate system
are now coupled,

[
ẋφ
ẋ

]
=

[
Aφ µ ′ ⊗ (−Bφ F̄)
0 Iν ⊗ A

] [
xφ
x

]
+

[
µ ′ ⊗ Bφ
Iν ⊗ B

]
u,

and the cost function is uncoupled (not if Dφ ,= 0):

J =

∫ ∞

0

(
x′φ C′φ Cφ xφ + x′(In ⊗ Qα )x + u′u

)
dt.

The dynamics of the plant can still be decoupled via transformation (11)
with U satisfying (12). It is readily verifiable that the transformed dy-
namics are now

[
ẋφ
˙̃x

]
=

[
Aφ e′1 ⊗ (−Bφ F̄)
0 Iν ⊗ A

] [
xφ
x̃

]
+

[
e′1 ⊗ Bφ
Iν ⊗ B

]
ũ

and the weights matrices of the criterion remain unchanged. Thus, we
again end up with ν separate problems. The last ν −1 of them are exactly
the same problems in terms of x̃i and ũi for i = 2, . . . ,ν as in the case
studied in Section 3. The first one is the LQR problem for the plant

ẋσ = Aσ xσ + Bσ ũ1, where xσ :=
[

xφ
x̃1

]

and the cost function J̃1 = qCσ xσ + Dσ ũ1q
2
2. This problem is well defined.

Indeed, (i) the pair (Aσ , Bσ ) is stabilizable by the controllability of (Aφ , Bφ )
and the first assumption of the theorem (Aσ + Bσ

[
Fφ F̄

]
is Hurwitz

iff Aφ +Bφ Fφ is Hurwitz); (ii) the observability of (Cσ , Aσ ) and the second
assumption guarantee that the realization Dσ + Cσ (sI − Aσ )

−1 Bσ has no
imaginary axis invariant zeros. The optimal solution of the LQR above is
then the static state feedback

ũ1 = Fσ xσ = Fσ 1xφ + Fσ 2 x̃1,

where Fσ is generated by the stabilizing solution of (29). Because x̃1 = x̄,
ũ1 = ū, and xφ = (sI − Aφ )

−1 Bφ (ū− F̄ x̄), the state feedback above can be
expressed as follows:

ũ1 =
(
F̄ + Mφ (s)(Fσ 2 − F̄)

)
x̃1.

The control law (30) in the original coordinates follows then by repeating
the steps of the proof of Theorem 3.1. 2
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Comparing (30) and (16), the effect of replacing the hard constraint
(7c) with filtered soft constraints amounts to adding the signal ūφ to the
control law. Because the zeros of Mφ (s) are exactly the poles of Wφ (s),
the spectrum of ūφ vanishes at the frequencies where the weight goes
to infinity (the imaginary poles of Wφ (s)), recovering the hard constraint
case. This shows that we can indeed enforce hard coordination constraints
at certain frequencies via weighs with jω poles.

The expressions for the coordination mismatch and the local costs of
coordination are not as transparent as those analyzed in the previous
subsection. Namely,

Ji = Ji,opt + µ2
i x̄′0 Xv22 x̄0,

where Xv22 ≤ X̄ − Xα is the (2, 2)-subblock of Xv solving

(Aσ + Bσ Fσ )
′Xv + Xv(Aσ + Bσ Fσ ) + (Fσ − Fα E′2)′(Fσ − Fα E′2) = 0.

These formulae can be derived in line with the proof of Proposition 3.2,
see [Madjidian and Mirkin, 2013] for details.

4.3 Wind farm example (cont’d)

From a load balancing perspective, it is the slow variations in power mis-
match that are troublesome, whereas the fast ones are considered rela-
tively benign. To account for this, we consider an alternative formulation,
where the power tracking requirement is relaxed at high frequencies. This
is achieved via the formulation (28) with B = Bu, Qα = C′zCz, F̄ = 0,
µ i = 1/

√
ν , and

Wφ (s) =
√

λ/(1− λ)
s (31)

for λ ∈ [0, 1]. The integrator in Wφ guarantees zero net DC-power devia-
tion. Indeed, by Theorem 4.2 the solution is

ui = Fα xi − Fα xa + ua,

where xa is the average state (as in §3.4), ua = Mφ Fσ 2xa, and the filter

Mφ (s) =
s

s+ωσ

where ωσ = −Fσ 1. The high-pass form of Mφ ensures that the spectrum of
ua vanishes at the zero frequency. Since ua corresponds to the contribution
of an average WT to the net power deviation, zero net power deviation is
enforced at DC.

The solid line in Fig. 2 shows the trade-off between the cost of coor-
dination per an individual turbine and quaq

2
2. The results show that a

small relaxation of the power tracking requirement results in a relatively
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Figure 2. Trade-off curves for local and coordination performances with
Wφ =

√
λ/(1− λ) (dashed line) and Wφ =

√
λ/(1− λ)/s (solid line). The

dotted blue line shows the cutoff frequency ωσ of the filter Mφ .

large improvement in individual WT performance. For comparison, we
also present the trade-off curve for the formulation considered in §4.1 (the
dashed line). This formulation corresponds to the static Wφ =

√
λ/(1− λ)

in (28). We can see that the use of the static Wφ yields better coordina-
tion performance quaq2 for every level of deterioration of the local perfor-
mances. This, however, may be expected, because the weight (31) effec-
tively imposes hard constraints at the zero frequency for every λ ,= 0.

The dotted blue curve in Fig. 2 presents the cutoff frequency ωσ of
Mφ (jω ). As the individual turbine performance improves, ωσ decreases,
which implies that less of the slow variations are removed from the net
power deviation.

5. Concluding Remarks

In this paper we have studied a class of LQR problems, where autonomous
agents with identical dynamics seek to reduce their own costs while coor-
dinating their center of mass (average behavior). We have shown that the
solution to these problems has two important scalable properties. First,
the problem decomposes into two independent LQR problems: one for a
single uncoordinated agent and one for the center of mass, whose dy-
namics has the same dimension as those of individual agents. Hence, the
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computational effort required to obtain the solution is independent of the
number of agents (since all agents are assumed to be identical, only one
unconstrained LQR problems needs to be solved). Second, the structure
of the resulting controller is transparent, comprising a (block) diagonal
decentralized part and a (block) rank-one coordination term. The coordi-
nation term relies on information about all subsystems, but only requires
a simple averaging operation. This renders the structure well suited for
implementation in distributed control applications.

We have also revealed several other properties of the optimal solution.
In particular, the cost of coordination incurred by each subsystem has been
quantified and shown to vanish as the number of subsystems grows; the
coordination problem has been interpreted in terms of a consensus-like
cost function; the cost of the cumulative deviation of subsystems from the
center of mass has shown to be independent of the behavior of the center
of mass itself. We have also considered imposing coordination via soft
constraints and quantified the trade-off between local and coordination
performances in this case.

Although we have studied only the specific LQR problem, the diagonal-
plus-low-rank structure may show up in a wider spectrum of applications.
Relatively straightforward extensions include problems with r coordina-
tion constraints (would result in a diagonal-plus-rank-r configuration)
and output-feedback H2 formulations (adding local estimators). Other
directions may be less trivial. For instance, it may be important to ac-
count for additional constraints on the information exchange between
agents, like delays or a sampled-data structure. Another possible direc-
tion that might require a substantial alternation of the solution procedure
is to consider coordination among heterogeneous agents. Furthermore, it
is interesting to investigate the possibility of reducing information pro-
cessing / complexity by imposing the diagonal-plus-low-rank structure in
problems, where it does not arise as an outcome of the unconstrained
optimization procedue.

Finally, up to this point we managed to discuss distributed control
without mentioning the word “graph.”
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Paper III

Optimal Coordination of
Homogeneous Agents Subject to
Delayed Information Exchange

Daria Madjidian Leonid Mirkin

Abstract

We consider a class of large scale linear-quadratic coordination
problems where the information exchange is subject to a time-delay.
We show that several previously known properties of the optimal so-
lution to the delay-free problem extend to this case. In particular,
the optimal control law comprises a diagonal (decentralized) term
complemented by a rank-one coordination term, which can be imple-
mented by a simple averaging operation. Moreover, the computational
effort required to obtain the controller is independent of the number
of subsystems.

Submitted to the 2014 IEEE Conference on Decision and Control.
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1. Introduction

Control of large scale systems has been an established area of research
for more than half a century and has received renewed attention over the
last two decades. These systems are characterized by a very large number
of interconnected subsystems, each with their own sensors and actuators.
In such situations, fully centralized, structureless information processing
becomes infeasible.

A common approach to limiting the amount of information process-
ing in the controller, is to impose a sparsity pattern on the controller
structure, where nonzero elements correspond to permitted information
exchange between subsystems [Šiljak, 1978; Shah and Parrilo, 2013; Ma-
hajan et al., 2012]. However, the design of these type of structured con-
trollers is generally a notoriously difficult problem [Wistenhausen, 1968;
Tsitsiklis and Athans, 1985]. In the control community, considerable ef-
fort has been devoted to understanding the nature of these difficulties
and devise tools to address them. See [Rotkowitz and Lall, 2006; Rantzer,
2012; Zečević and Šiljak, 2010] and references therein.

Although sparse information structures appear naturally in several
applications, e.g. control of electrical power systems and vehicle pla-
toons [Andreasson et al., 13; Lin et al., 2012], alternative control struc-
tures might be better suited for other applications. One example of a non-
sparse, yet scalable controller is the diagonal-plus-low rank configuration
proposed in [Zečević and Šiljak, 2005]. This type of controller comprises
a block-diagonal term, which is completely decentralized, complemented
by a low-rank component that can be implemented by a few averaging op-
erations (r averaging operations for a rank-r term). Recently, we showed
that this type of control structure appears naturally (i.e. without being
imposed) as the optimal solution to a class of large-scale linear-quadratic
coordination problems [Madjidian and Mirkin, 2014]. More specifically,
we studied a homogeneous group of autonomous agents that are coupled
through a constraint on their average state. It was shown that the op-
timal centralized solution has the diagonal-plus-rank-one form shown in
Figure 1. Although the rank-one term depends on information from all
systems, the only centralized computation required to implement it is a
single averaging operation, which scales well as the number of agents
grows large. We also showed that the solution has an additional attrac-
tive property in terms of large scale applications: the computational effort
required to obtain the solution is independent of the number of agents.

A potential limitation of the solution derived in [Madjidian and Mirkin,
2014] is that it assumes immediate information exchange between the
agents. This might not be feasible in some applications due to commu-
nication constraints. In this paper, we show that the properties of the
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optimal control law discussed above for the delay-free case, extend to the
case with delayed information exchange. Moreover, we derive analytic ex-
pressions that quantify the performance deterioration due to the delay. An
important implication of our result is that it adds insight into the class of
diagonal plus low-rank controllers by enlarging the class of known prob-
lems for which they are optimal.

Notation The transpose of a matrix M is denoted by M ′. By ei we refer
to the ith standard basis of a Euclidean space and by In to the n $ n
identity matrix (we drop the dimension subscript when the context is
clear). The L2(jR) norm [Zhou et al., 1995, Ch. 4] of a system G is denoted
qGq2. The notation ⊗ stands for the Kronecker product of matrices:

A⊗ B :=




a11 B ⋅ ⋅ ⋅ a1m B
... . . . ...

ap1 B ⋅ ⋅ ⋅ apm B


 .

2. Preliminaries

In this section we review the main results of [Madjidian and Mirkin,
2014], where we considered a coordination problem among ν uncoupled
homogeneous systems

Σi : ẋi(t) = Axi(t) + Buui(t), xi(0) = xi0

where xi(t) ∈ Rn can be measured and ui(t) ∈ Rm. Associated with each
system is the cost function

Ji =

∫ ∞

0

(
x′i(t)Qα xi(t) + u′i(t)ui(t)

)
dt.

The systems Σi are coupled through a constraint on the dynamics of their
center of mass, which is defined as the system

Σ̄ : ˙̄x(t) = Ax̄(t) + Buū(t), x̄(0) = x̄0

where

ū(t) :=
ν∑

i=1
µ iui(t) and x̄(t) :=

ν∑

i=1
µ ixi(t), (1)

and where the weights µ i ,= 0 may be thought of as the masses of each
subsystem. The coupling constraint is given by

ū− F̄ x̄ = 0,
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where F̄ can be though of as a feedback gain that shapes the dynamics
of the center of mass Σ̄ into

˙̄x(t) = (A+ Bu F̄)x̄(t), x̄(0) = x̄0.

The problem formulation in [Madjidian and Mirkin, 2014] is

minimize J :=
ν∑

i=1
Ji (2a)

subject to Σi in (4), i = 1, . . . ,ν (2b)
ū− F̄ x̄ = 0 (2c)

This is a constrained LQR problem, which can, in principle, be reduced to
a standard, unconstrained, LQR via resolving (2c) in one of ui’s. Although
this approach can be used on moderately sized problems, it does not scale
as the number of subsystems ν grows large. Instead, in [Madjidian and
Mirkin, 2014] we applied certain coordinate transformations that split
problem (2) into a set of ν uncoupled problems. Using this approach, it
was shown that the optimal control law has the following simple form:

ui(t) = Fα xi(t) + µ i(F̄ − Fα )x̄(t), i = 1, . . . ,ν , (3)

where Fα corresponds to the optimal LQR gain associated with the local,
unconstrained, problem with the plant Σi and the cost function Ji.

The control law (3) has two attractive scalability properties. First, the
computational effort required to obtain it is independent of the number of
subsystems ν . This is because only one local unconstrained LQR problem
needs to be solved in order to obtain Fα . Second, the only global infor-
mation required by each subsystem is the state of the center of mass,
x̄. Computing this quantity only requires a single averaging operation,
which is far less demanding, from both computation and communication
viewpoints, than full centralized information processing. This last prop-
erty is common to all controllers with the block-diagonal-plus-rank-one
structure, presented in Figure 1.

Despite its appealing properties, a potential limitation of the control
law (3) is that each system requires immediate access to x̄. This might
not be possible in several applications because communication networks
are often subject to restrictions. In this paper, we revisit the coordination
problem (2) with the additional constraint that the information exchange
between the subsystems is subject to a time-delay. This type of restriction
is a typical characteristic of communication networks.
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C

Figure 1. Overall optimal controller corresponding to (3)

3. Problem Formulation

Instead of the LQR-formulation in [Madjidian and Mirkin, 2014] (nonzero
initial conditions, no disturbances) we consider systems with exogenous
disturbances and zero initial conditions. That is

Σi : ẋi(t) = Axi(t) + Bwpiwi(t) + Buui(t) (4)

for i = 1, . . . ,ν , where the state xi(t) ∈ Rn can be measured, the control
input ui(t) ∈ Rm and the disturbance wi(t) ∈ Rpi . The objective of each
subsystem is now expressed in terms of the regulated output

zi(t) := Czxi(t) + Dzuui(t). (5)

Combining (4) and (5) for all i = 1, . . . ,ν , the local problems can be ex-
pressed in the standard framework [Zhou et al., 1995, §14.8.1] depicted
in Figure 2(a), where w, z, u, and x are the aggregate disturbance, regu-
lated output, control input, and measured state vector, respectively (e.g.,
x :=

[
x′1 ⋅ ⋅ ⋅ x′ν

]′.
As in Section 2, the coupling between the systems will be due to co-

ordination constraint (2c), where the signals ū and x̄ are defined in (1).
The constraint spells out as

v̄(t) := ū(t) − F̄ x̄(t) = (µ ⊗ Im)u− (µ ′ ⊗ F̄)x = 0, (6)

where
µ :=

[
µ1 ⋅ ⋅ ⋅ µν

]
.

The addition of (6) is illustrated by Figure 2(b), where the generalized
plant is given by

G =




Gzw Gzu
Gv̄w Gv̄u
Gxw Gxu


 =




Iν ⊗ A Bw Iν ⊗ Bu
Iν ⊗ Cz 0 Iν ⊗ Dzu
−µ ′ ⊗ F̄ 0 µ ′ ⊗ Im

Iνn 0 0


 ,
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Gxw Gxu
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Gzw Gzu

Gv̄w Gv̄u

Gxw Gxu

K

wz

ux

v̄

(b)

Figure 2. Standard state-feedback framework for local uncoordinated
problems (a) and the overall coordination problem (b).

and where Bw = diag(Bwpi, . . . , Bwpν ). The problem studied in [Madjidian
and Mirkin, 2014] corresponds to minimizing the H2-norm of the closed-
loop system from w to z in Figure 2(b) under constraint (2c), which corre-
sponds to the closed-loop system from w to v̄ being zero. In this paper we
impose the additional restriction that the information exchange between
subsystems is subject to a delay. This can be incorporated by requiring
the controller K to be of the form

K (s) =




K11(s) e−sh K12(s) ⋅ ⋅ ⋅ e−sh K1ν (s)
e−sh K21(s) K22(s) ⋅ ⋅ ⋅ e−sh K2ν (s)

...
... . . . ...

e−sh Kν1(s) e−sh Kν2(s) ⋅ ⋅ ⋅ Kνν (s)


 (7)

for some causal Ki j and h ≥ 0. This structure implies that the information
exchange between any two subsystems is delayed by at least h time units.

The problem formulation is as follows:

minimize qTzwq2 (8a)
subject to Tv̄w = 0 (8b)

K is of the form (7) (8c)

where Tzw and Tv̄w are the closed-loop transfer functions in Figure 2(b)
from w to z and from w to v̄, respectively. In this formulation, the objec-
tive (8a) corresponds to minimizing the sum of the local objectives for the
systems in (4), and constraint (8b) is a reformulation of (2c).

Hereafter we will assume that

A1: (A, Bu) is stabilizable,

A2:
[

A− jω I Bu
Cz Dzu

]
has full column rank ∀ω ∈ R,
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A3: D′
zu Dzu = I,

A4: µ ′µ = 1 and all entries in µ are non-zero,

A5: the matrix Ā := A+ Bu F̄ is Hurwitz.
Assumptions A1,2 are necessary for the well-posedness of the uncon-
strained local problems and assumption A5 is necessary for the stabi-
lizability of the overall system. The normalization assumptions in A3,4
are made to simplify the exposition and can be relaxed. Also, if µ i = 0
then the ith system is not a part of the coordination problem and can
therefore be excluded from the analysis.

4. Problem Solution

To formulate the solution, we need the following algebraic Riccati equa-
tion:

A′Xα + Xα A+ C′zCz − (Xα Bu + C′zDzu)(B ′
u Xα + D′

zuCz) = 0 (9)

The main result of this paper, whose proof is presented in §4.2, is formu-
lated below.

THEOREM 4.1
Suppose assumptions A1–5 are satisfied. Then ARE (9) has a unique sta-
bilizing solution Xα ≥ 0, and the unique solution to (8) is given by

ui(t) = F̄xi(t) + (Fα − F̄)xhpi(t) + µ i(F̄ − Fα )eĀh x̄(t− h), (10)

where Fα = −B ′
u Xα − D′

zuCz is the optimal feedback gain associated with
the local uncoupled H2 problems (i.e. without (8b) and (8c)), the signal
xhpi is given by

xhpi(t) := eĀhxi(t− h) +
∫ t

t−h
eĀ(t−θ )Bu

(
ui(θ ) − F̄xi(θ )

)
dθ (11)

and x̄, defined in (1), is the state of the center of mass. 2

4.1 Discussion

In this subsection, we discuss some properties of the optimal control law
in Theorem 4.1.
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C e�sh

Figure 3. Overall optimal controller corresponding to (10)

Computational scalability and structure An important consequence
of Theorem 4.1 is that the two scalability properties of the solution to (2)
discussed in Section 2 extend to the case with delayed information ex-
change. First, as in the case of h = 0, we only need to solve ARE (9) to
form the optimal control law (10). The computational effort is thus inde-
pendent of the number of subsystems ν . Second, the optimal control law
in Theorem 4.1 comprises three terms, where the the first two are com-
pletely decentralized. As for the last term, the only global computation
needed to form it is a single (scaled) averaging operation

x̄(t− h) =
ν∑

i=1
µ ixi(t− h).

The structure of the overall controller is shown in Fig. 3. This structure
is identical to that presented in Fig. 1, except for the delay e−sh in the
rank-one coordination term.

Interpretation It is useful to view the control law (10) in terms of the
signals

vi := ui − F̄xi, i = 1, . . . ,ν .

If vi = 0 for every i = 1, . . . ,ν , then ui = F̄xi and constraint (8b) would
be satisfied without any need to exchange information between the sub-
systems. The signals vi thus correspond to additional degrees of freedom
in the control that are brought about by the possibility to exchange infor-
mation with other subsystems.

The control law (10) has an intuitive interpretation. To see it, first
note that in terms of vi we can restate (11) as:

xhpi(t) = eĀhxi(t− h) +
∫ t

t−h
eĀ(t−θ )Buvi(θ )dθ .

This is the minimum variance prediction of xi(t) based on xi(τ ), τ ≤ t−h.
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Next, note that, in terms of the vi, constraint (8b) reads v̄ =
∑

i µ ivi =
0. Without loss of generality, we can express

vi(t) = viploc(t) + vipcoor(t),

where the viploc depend only on local information and the vipcoor are coordi-
nation terms that satisfy

∑
µ i(viploc + vipcoor) = 0,

It follows that, unless vipcoor + viploc = 0, in which case there is no need for
information exchange among systems, viploc must be based on information
that is available to other subsystems. With this condition in mind, the
control law in (10) can be thought of as an approximation of the optimal
delay-free strategy. Recall that the delay-free strategy is given by

viploc(t) = (Fα − F̄)xi(t), vipcoor(t) = −µ i

ν∑

j=1
µ jvjploc(t)

(cf. with expression (3)). Hence, (10) is identical to the delay-free strat-
egy, modulo replacing viploc = (Fα − F̄)xi, which is not available to any
other subsystem, by its prediction viploc = (Fα − F̄)xhpi, which is based on
information available to all subsystems.

Implementation Because of the delay constraints (7), the optimal con-
trol law (10) contains the distributed-delay prediction term xhpi defined by
(11). Such terms are an intrinsic part of many optimal control strategies,
see [Kleinman, 1969; Tadmor, 2000; Meinsma and Zwart, 2000; Mirkin
and Raskin, 2003; Mirkin, 2006], which study problems with a single
delay, and the references therein. Although such terms may be safely im-
plemented [Tam and Moore, 1974; Mirkin, 2004; Partington and Mäkilä,
2005], their implementation may be numerically involved. However, since
matrix Ā = A+ Bu F̄ is stable, the implementaion of the predictive term
in (11) can be facilitated. This is because the decomposition

∫ h

0
e−(sI−Ā)θ dθ = (sI − Ā)−1 − (sI − Ā)−1eĀhe−sh

only has stable pole-zero cancellations (all eigenvalues of Ā are canceled).
Consequently, without harming the internal stability of the system, we
can express (10) as ui = F̄xi + vi, where vi is given by

χ̇ i(t) = Āχ i(t) + Buvi(t) − eĀh Buvi(t− h)

vi(t) = (Fα − F̄)
(

χ i(t) + eĀh(xi(t− h) − µ i x̄(t− h)
)
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Straighforward algebra yields

χ̇ i(t) = (A+ Bu Fα )χ i(t) + ξ i(t− h)

ui(t) = F̄xi(t) + (Fα − F̄)
(

χ i(t) + eĀhζ i(t− h)
)

where

ξ i := eĀh Bu(F̄xi − ui) + Bu(Fα − F̄)eĀh(xi − µ i x̄)
ζ i := xi − µ i x̄.

The dynamic components involved in this representation are one stable
system of order n and a couple of delay lines. These components admit
standard implementations.

4.2 Proof of Theorem 4.1

It is well-known [Zhou et al., 1995, Corr. 13.10] that A1–3 guarantee the
existence of a unique and stabilizing solution Xα ≥ 0 to (9).

In solving (8), the first step is to reduce it to a constrained H2 problem
in which the delay structure in (7) is replaced by a single delay element
that applies to all measurement channels uniformly. This is done in the
following lemma:

LEMMA 4.2
A controller K satisfies (8b) and (8c) if and only if it is of the form

K (s) = Iν ⊗ F̄ + e−sh Kh(s)

where Kh is a causal system that satisfies

(µ ′ ⊗ Im)Kh = 0. (12)
2

Proof From the definition of v̄ in (6) we see that the transfer function
in (8b) is given by

Tv̄w = (µ ′ ⊗ Im)(K − (Iν ⊗ F̄))Txw,

where Txw = (I −Gxu K )−1Gxw. Provided that Bwpi in (4) has full column-
rank for each i = 1, . . . ,ν , which merely implies non-redundancy with re-
spect to the disturbances wi, then Txw has full normal column rank [Zhou
et al., 1995, Ch. 3.11]. This implies that (8b) is equivalent to

(µ ′ ⊗ Im)(K − (Iν ⊗ F̄)) = 0, (13)
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Ḡzw Ḡzu

Ḡxw Ḡxu

Kh

e−sh

wz
vx

Figure 4. H2 problem with uniformly delayed measurement channels.

from which the if part of the statement follows immediately. For the re-
verse implication, note that, if K is of the form (7), then the jth block-
column of (13) reads

µ j K j j(s) + e−sh
∑

i,= j
µ i Ki j(s) − µ j F̄ = 0

This condition holds if and only if

K j j(s) = F̄ + e−sh K̃ j j(s)

for some K̃ j j that satisfies µ j K̃ j j +
∑

i,= j µ i Ki j = 0. The result follows by
repeating these arguments for every j. 2

We now substitute K with the right-hand side of the expression in
Lemma 4.2. This is equivalent to the substitution ui = F̄xi + vi for some
signal vi. This step eliminates constraint (8c) and transforms (8) into the
H2 problem depicted in Figure 4, where Kh is now subject to (12), and
the generalized plant is given by

[
Ḡzw Ḡzu
Ḡxw Ḡxu

]
=




Iν ⊗ Ā Bw Iν ⊗ Bu

Iν ⊗ C̄z 0 Iν ⊗ Dzu
Iνn 0 0


 (14)

where Ā = A+ Bu F̄ and C̄z := Cz + Dzu F̄.
With the delay applied uniformly to all measurement channels, the

problem in Figure 4 subject to (12) can be solved using the approach
in [Madjidian and Mirkin, 2014]. Due to space considerations, we only pro-
vide an outline of the steps in the approach. For details we refer to [Mad-
jidian and Mirkin, 2014, §3.B].

1) The first step is to decouple the local problems. To this end, let
U be a unitary matrix such that Uµ = e1 (this is the singular value
decomposition of µ so U exists) and set

x̃ := (U ⊗ I)x, ṽ := (U ⊗ I)v and z̃ := (U ⊗ I)z. (15)
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This coordinate transformation decouples the problem into ν−1 decoupled
delayed H2 problems and one problem with the predefined control law
ṽ1 = 0. Note that, the disturbances in these problems will be coupled, but
due to availability of state feedback, this does not affect the solution.

2) The solution to the delayed problems is provided in [Mirkin and
Raskin, 2003]:

ṽi(t) = F
(

eĀh x̃i(t− h) +
∫ t

t−h
eĀ(t−θ )Buṽi(θ )dθ

)
,

where it can be shown that F = Fα − F̄. The overall control law in the
transformed coordinates is then ṽ(t) = ((Iν − e1e′1) ⊗ F)x̃h(t), where

x̃h(t) := e(Iν⊗Ā)h x̃(t− h) +
∫ t

t−h
e(Iν⊗Ā)(t−θ )(Iν ⊗ Bu)ṽ(θ )dθ .

3) The last step is to return to the original coordinates. Set xh :=[
x′hp1 ⋅ ⋅ ⋅ x′hpν

]′, where xhpi is defined in (11) and use the relations
in (15) to obtain

v(t) =
(
(Iν − µµ ′) ⊗ F

)
xh(t)

= (Iν ⊗ F)xh(t) −
(

µ ⊗ FeĀh
)(

µ ⊗ I
)

x(t− h)

−

∫ t

t−h

(
µ ⊗ FeĀ(t−θ )Bu

)(
µ ′ ⊗ I

)
v(θ )dθ

= (Iν ⊗ F)xh(t) − (µ ⊗ F)eĀh x̄(t− h), (16)

where the last equality follows from the fact that, by construction, (µ ′ ⊗
I)v = v̄ = 0. Inserting F = Fα − F̄ into (16) and recalling that u =
(Iν ⊗ F̄)x + v yields (10).

5. Cost of coordination per subsystem

In this section we study the performance of each system in (4) under the
optimal control law (10). In particular, we investigate the influence of the
delay time h and the number of subsystems ν on local performance.

Let Tzwpi denote the closed-loop system from the aggregate disturbance
w to the local regulated signal zi defined in (5). The (squared) cost asso-
ciated with the ith system is then given by

Ji :=
∥∥Tzwpi

∥∥2
2 .
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Before giving an expression for Ji, we define two quantities. By Jipopt :=
tr(B ′

wpi Xα Bwpi) we refer to the the optimal uncoordinated cost of the sub-
system, i.e. the cost attained under the control law ui = Fα xi, and by
J̄i := tr(B ′

wpi X̄ Bwpi), where X̄ is the solution to the Lyapunov equation

Ā′ X̄ + X̄ Ā+ (Cz + Dzu F̄)′(Cz + Dzu F̄) = 0, (17)

we refer to the cost attained with ui = F̄xi. Note that this is the only
control law that satisfies (8b) in case the systems are not able to commu-
nicate.

PROPOSITION 5.1
Let X̄ be the solution to Lyapunov equation (17), Xα the stabilizing solu-
tion to ARE (9) and set

Xh := (X̄ − Xα ) − eĀ′h(X̄ − Xα )eĀh. (18)

Then X̄ − Xα ≥ 0, Xh ≥ 0 and the cost associated with the ith subsystem
under control law (10) is

Ji = Jipopt + Jiph + µ2
i

ν∑

j=1
µ2

j (J̄ j − J jpopt), (19)

where

Jiph := tr
(

B ′
wpi Xh Bwpi

)
− µ2

i

ν∑

j=1
µ2

j tr
(

B ′
wp j Xh Bwp j

)
(20)

satisfies
∑ν

i=1 Jiph ≥ 0. 2

Proof The proof is given in the Appendix. 2

The first and the last terms in (19) are independent of h, while the term,
Jiph, vanishes when h = 0 and thus quantifies the performance deterio-
ration due to the delay. Henceforth, we refer to the quantity Ji −Jipopt as
the cost of coordination. This is the cost incurred by a subsystem due to
satisfying constraint (8b).

We start by studying the cost of coordination when h = 0. In this
case we have

∑ν
i=1(Ji − Jipopt) =

∑ν
j=1µ2

j (J̄ j − J jpopt) which implies that
total cost of coordination for all subsystems under delay-free communica-
tion equals the (weighted) average coordination cost for a subsystem in
isolation (recall that by assumption A4,

∑ν
i=1 µ2

i = 1.). Each subsystem
incurs a portion, µ2

i ≤ 1, of the total cost. In particular, if µ i = µ j and
Bwpi = Bwp j , for all i, j = 1, . . . ,ν , then Ji − Jipopt =

1
ν (J̄i − Jipopt), which
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means that the cost of coordination is reduced by a factor of ν due to
(delay-free) information exchange between the systems.

Next, we consider h ≥ 0 and study what happens with the cost of
coordination when the number of subsystems ν → ∞. To simplify the
analysis, we assume that µ i = µ j and Bwpi = Bwp j for all i, j = 1, . . . ,ν .
The expression in (19) then reduces to

Ji = Jipopt +
1
ν
(J̄ j − J jpopt) + Jiph,

where
Jiph = (1−

1
ν
) tr(B ′

wpi Xh Bwpi). (21)

The cost of coordination can then be restated as

Ji − Jipopt = tr(B ′
wpi Xh Bwpi) +

1
ν

tr
(

B ′
wpieĀ′h(X̄ − Xα )eĀh Bwpi

)
,

which decreases as ν increases. In particular,

Ji − Jipopt =
1
ν
(J̄i − Jipopt) + Jiph → Jiph as ν →∞.

When h = 0, Jiph = 0, and the cost of coordination per subsystem vanishes.
However, if h > 0 this is not the case. In fact, from (21) we see that Jiph
increases as ν →∞. Thus, although the cost of coordination decreases as
the number of subsystems increses, the performance deterioration due to
the delay becomes more noticeable.

6. Conclusions

We study a large-scale coordination problem, where a homogeneous group
of autonomous agents are coupled through a constraint on their average
state. In order to satisfy the coordination requirement, the agents must
coordinate their actions over a delayed communication channel.

It was shown that several useful properties of the solution to the delay-
free case, which was derived in [Madjidian and Mirkin, 2014], extend to
the case with delayed information exchange. In particular, the optimal
control law is decomposed into a diagonal term complemented by a delayed
rank-one component. While the first term is completely decentralized, the
latter can be implemented by a single averaging operation. Moreover, to
form the solution, we only need to solve an optimal control problem for a
stand-alone agent. This means that the computational effort required to
obtain the solution is independent of the number of agents.
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6 Conclusions

It is interesting to note that a delay on the information exchange does
not add any dynamics to the rank-one term. The only complexity brought
about by the delay is the introduction of a Smith predictor in the control
law for each agent.

In the last part of the paper, we derived an analytic expression for the
performance of each agent under the optimal control law. It was shown
that in the delay-free case, the cost of satisfying the coordination con-
straint vanishes as the number of systems grows large. This is no longer
true in the presence of a delay. In this case, the performance still improves
as the number of agents increases, but the performance deterioration due
to the delay becomes more noticeable.
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Appendix: Proof of Proposition 5.1

The fact that X̄ − Xα ≥ 0 follows from the definition of Jipopt and J̄ .
The claim Xh ≥ 0 is due to assumption A5, which implies that eĀh is a
contraction, and

∑
Jiph ≥ 0 follows from

ν∑

i=1
tr
(

B ′
wpi Xh Bwpi

)
−

ν∑

i=1
Jiph =

ν∑

j=1
µ2

j

(
B ′

wp j Xh Bwp j

)
≤

ν∑

i=1
tr
(

B ′
wpi Xh Bwpi

)
,

where we have used
∑

µ2
i = 1 in both steps.

With η(t) := µ i(F̄ − Fα )eĀh x̄(t), the control law (10) reads

ui(t) = F̄xi(t) + (Fα − F̄)xhpi(t) +η(t− h). (22)

Under (22) we can express the regulated signals in (5) as

zi(s) = T(s)w(s) + H(s)η(s),

for some transfer functions T and H. If Tηw is the transfer function from
w to η, we can write

Ji = qT + HTηwq
2
2 .

Now, by Leibnitz’s rule, xhpi in (11) satisfies

ẋhpi(t) = Āxhpi(t) + Bu(ui(t) − F̄xi(t)) + eĀh Bwpiwi(t− h).

Inserting (22) into the state equations for ζ i := xi − xhpi, xhpi as well as
the equation for zi in (5) gives

ζ̇ i(t) = Āζ i(t) + Bwpiwi(t) − eĀh Bwpiwi(t− h)
ẋhpi(t) = Aα xhpi(t) + Buη(t− h) + eĀh Bwpiwi(t− h)

zi(t) = CF̄ζ i(t) + CFα xhpi(t) + Dzη(t− h),

where Aα := A+ Bu Fα , CF̄ := Cz + Dz F̄ and CFα := Cz + DzFα . It follows
that the impulse response of T is τ = τ o + τ c, where

τ o(t) =
{

CF̄ eĀt Bwpi, t ∈ [0, h)
0 t ∈ [h,∞)

τ c(t) =
{

0, t ∈ [0, h)
CFα eAα teĀh Bwpi t ∈ [h,∞)
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Since, τ o and τ c have disjoint support, they are orthogonal to each other.
Hence, by Parseval’s theorem, T = To + Tc where To ⊥ Tc. Since the
impulse response of H has support on [h,∞), we also conclude that To ⊥
H. Hence,

Ji = qToq
2
2 + qTc + HTηwq

2
2 .

Next, we factor Tc(s) = Gc(s)e−sh and H(s) = U(s)e−sh, where Gc(s) =
CFα (sI − Aα )

−1 Bwpi and U(s) = CFα (sI − Aα )
−1 Bu + Dzu. By [Zhou et al.,

1995, Lemma 14.3], U∼Gc ∈ (H2)⊥ and U∼U = I, so

H∼Tc = U∼Gc ∈ (H2)⊥ and H∼H = U∼U∼ = I.

These properties, together with the fact that

Tηw(s) = µ i(F̄ − Fα )eĀh(sI − Ā)−1 B̄w ∈ H2, (23)

where B̄w :=
[
µ1 Bwp1 ⋅ ⋅ ⋅ µν Bwpν

]
, yield

Ji = qToq
2
2 + qTcq

2
2 + qTηwq

2
2 .

The first two terms are given by

qToq
2
2 =

∫ h

0
tr
(
(CF̄ eĀt Bwpi)

′(CF̄ eĀt Bwpi)
)

dt

= tr
(

B ′
wpi(X̄ − eĀ′h X̄ eĀh)Bwpi

)

qTcq
2
2 = qGcq

2
2 = tr

(
B ′

wpieĀ′h Xα eĀh Bwpi

)
,

which together with Jipopt = tr(B ′
wpi Xα Bwpi) result in

Ji = Jipopt + tr(B ′
wpi Xh Bwpi) + qTηwq

2
2 (24)

As for the last term, it follows from (23) that

qTηwq
2
2 = µ2

i tr(B̄ ′
w Xη B̄w) = µ2

i

ν∑

j=1
µ2

j tr
(

B ′
wp j Xη Bwp j

)
,

where Xη is the solution to the Lyapunov equation

Ā′Xη + Xη Ā+ eĀ′h(F̄ − Fα )
′(F̄ − Fα )eĀh = 0.

It is then straightforward to verify that Xη = eĀ′h(X̄ − Xα )eĀh = (X̄ −
Xα − Xh), which implies that

qTηwq
2
2 = µ2

i

ν∑

j=1
µ2

j tr
(

B ′
wp j(X̄ − Xα )Bwp j

)
− µ2

i

ν∑

j=1
µ2

j tr
(

B ′
wp j Xh Bwp j

)
.

Inserting this expression into (24) completes the proof.
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Paper IV

Distributed Control of Dispatchable
Wind Power Plants

Daria Madjidian

Abstract

When a wind farm is required to meet a power set-point, its wind
turbines are free to continuously vary their power production as long
as the sum of their productions meets the power demand. This flexi-
bility can be used to reduce structural loads by allowing turbines in
the wind farm to coordinate their power production. Here, we present
a simple, yet effective, coordination policy which minimizes the total
aggregated fatigue load to the turbines, while satisfying the power
demand. An appealing property is that its computational complexity
is independent of the number of wind turbines in the farm, which
means that it can be applied to any wind farm size. Furthermore,
it allows wind turbines to be added or removed from operation with-
out the need for any control redesign. The efficiency of the policy is
illustrated in a simulation study based on real wind farm data.

Manuscript prepared for submission.
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1. Introduction

In order to reduce emissions, many regions have set goals on renewable
energy production. In particular, Europe aims to produce 20% of its elec-
tricity from renewable sources by 2020 [European Comission, 2006], the
United States is looking into 20% wind power penetration by 2030 [U.S.
Department of Energy, 2008], and Denmark aims to have all of its elec-
tricity supplied by renewables in 2050 [Danish Government, 2011]. Wind
energy is widely considered as a clean source of energy and is expected
to be a key components in achieving these goals.

As wind power penetration increases, a fundamental question arises of
how to absorb the variability in the wind. One solution is to let wind power
plants behave as dispatchable units that regulate their power production
according to the balancing needs of the electrical power system. Such
policies are already in place in Spain and the United Kingdom, where
large wind power providers bear full responsibility for forecasting and
balancing their own production [Klessmann et al., 2008].

Operating a large wind farm as a dispatchable power plant presents
a new set of challenges and opportunities. In particular, when a wind
farm tracks a power set-point, there is flexibility in distributing the total
power production among its wind turbines, which can be used to improve
additional aspects of wind power plant operation. For instance, in [de
Almeida et al., 2006], it was used to reduce active power losses in the
transformers and lines inside the wind farm. Another possibility, which
is the topic of this paper, is to reduce the structural loads on the wind
turbines. Instead of each turbine following a fixed portion of the power
demand, it can be allowed to adjust its power production in response
to local wind speed fluctuations. Since wind conditions are not uniform
across the wind farm, wind turbines can coordinate their power production
so that changes that benefits one turbine are compensated for by units
with opposite needs.

A challenge in coordinating the production of a large number of wind
turbines is that the associated control design problem might become very
complex. In [Biegel et al., 2013], this was addressed by designing local
control laws, where each wind turbine is only allowed to communicate
with a limited number of neighboring units. In [Spudić and Baotić, 2013],
a model predictive control approach was used to coordinate the turbines.
The method exploits the structure of the problem in order to speed up the
computation time by several orders of magnitude.

Here, the approach is based on the following observation: wind tur-
bines in wind farms are often identical in their design and operate around
similar wind conditions. The control design problem can then be formu-
lated as a coordination problem among homogeneous agents, which was
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studied in [Madjidian and Mirkin, 2014]. The optimal controller for this
problem has several appealing properties in the context of wind farm
control. In particular, the computational effort required to obtain it is
independent of the number of turbines, and the only centralized opera-
tion required to implement it is a single averaging operation. This means
that the control law can be applied to very large wind farms. Further-
more, wind turbines can be added or removed from operation without any
control redesign.

The rest of the paper is organized as follows. In Section 2 we describe
the wind turbine and wind farm models and in Section 3 we formulate the
control design problem. The optimal controller and its properties are dis-
cussed in Section 4. To illustrate the behavior of the controller, Section 5
provides a simulation study based on real wind farm data. Conclusions
are provided in Section 6.

2. Modeling

2.1 Wind turbine model
We adopt a non-linear model of the NREL 5-MW wind turbine from [Grun-
net et al., 2010]. A schematic overview of the model is depicted in Fig-
ure 1. The main non-linearities in the model are in the aerodynamics
block, which is implemented as a static model based on the power and
thrust coefficients, and in the generator model. The drive-train and tower
models are linear and contain poorly damped resonant modes. The pitch
actuator is modeled as a first-order linear servo system with an internal
loop delay. The wind turbine controller manipulates the generator torque
and the blade pitch angle in order to meet a prescribed power demand.
It has three main modes of operation, usually called “operating regions”.
See Figure 2. The first two modes are identical to those of the standard
NREL base-line controller described in [Jonkman et al., 2009], whereas
the third mode has been modified to allow the turbine to track a power
set-point. The controller operates in the third (derated) mode if the power
demand is lower than the power that can be captured by the turbine, in
which case excess wind power is curtailed in order to satisfy demand.
This is achieved by modifying the pitch angle to keep the rotor speed
close to its rated value, and adjusting the generator torque to maintain
the power set-point. In this paper, we assume that the power set-point
can be attained, which means that the controller operates in Region 3.

The full non-linear model will be used for simulation in Section 5. For
control design, we use the simplified linear model in [Spudić et al., 2011]
to approximate the wind turbine dynamics around an operating point.
The linear model is illustrated in Figure 3, where P represents the wind
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Aerodynamics
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Pitch actuator
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controller

Wind
rotor torque
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Figure 1. Schematic overview of the NREL wind turbine model
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Figure 2. Power curve of the NREL 5-MW wind turbine. The dashed
curve illustrates standard operation. The solid curve shows the power pro-
duction when the power reference to the turbine is 2 MW, in which case
the turbine spills 1.48 MW of the available power in order to satisfy the de-
mand. The solid gray lines indicate transitions between operating regions.
The effect of a power reference below rated power is to shift the transition
point between Region 2 and Region 3 to the left as indicated by the dashed
gray line. The wind turbine can only meet the 2 MW power demand if the
wind speed is above 8.23 m/s.
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P
Pv

wv

u = pref

F
ω
β

Figure 3. Linear model of the NREL 5 MW wind turbine. The plant P
describes the wind turbine and Pv accounts for the spectral density of the
wind speed fluctuations. The signal v represents the wind speed fluctu-
ations, u is the deviation of the power reference from its nominal value,
and w is white noise that generates v. The outputs F, ω and β are the
deviations in thrust force, rotor speed and pitch angle from their nominal
values, respectively. The model neglects generator dynamics, which makes
u the actual power production of the turbine.

turbine and Pv accounts for the spectral density of the wind speed fluctu-
ations. The inputs to the wind turbine, v and pref, are the deviations in the
wind speed and the power reference from their mean values, respectively.
To illustrate that pref is the control input to the turbine, it is also denoted
by u. It is important to note that the linear model neglects electrical gen-
erator dynamics, which means that u equals the actual power production
of the turbine. The outputs F, ω and β are the deviations in thrust force,
rotor speed and pitch angle from their nominal values, respectively. The
wind speed is modeled as v = Pvw, where w is Gaussian white noise with
unit intensity and the filter

Pv(s) =
7.4476

(1/0.0143)s+ 1,

was identified from real wind turbine measurements in [Kristalny et al.,
2013].

2.2 Wind farm model
We consider a wind farm with ν wind turbines, and use the subscript
i to refer to ith turbine in the wind farm. For instance, β i denotes the
pitch angle deviations at the ith wind turbine. We make two simplifying
assumptions:

• The operating point is the same for all wind turbines. The operating
point is determined by the mean wind speed and the nominal power
production, which are set to 10 m/s and 2 MW, respectively. Since all
wind turbines are identical in their design, the assumption implies
that they have identical dynamics.

• The wind speed variations experienced by different turbines are
uncorrelated. This is motivated by practical studies [Vigueras-
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Rodríguez et al., 2012; Kristalny et al., 2013] that show that due
to the large distances between turbines, the wind speed variations
are only correlated at very low frequencies. This assumption is only
made to simplify the control design and is not used in the simula-
tions in Section 5.

Based on these assumptions, the wind turbines in the wind farm can be
described by

d
dt xi(t) = Axi(t) + Buui(t) + Bwwi(t), i = 1, . . . ,ν , (1)

where wi and wj are independent for i ,= j. The state vector is given by
xi =

[
β i ω i qi vi

]T , where qi is a filtered rotor speed measurement
that is used by the internal wind turbine controller. At the operating point
defined above, the state space matrices take the following values

A =




0 1.2 ⋅ 102 -9.2 ⋅ 10-1 0
-8.4 ⋅ 10−3 -3.2 ⋅ 10-2 0 1.6 ⋅ 10-2

0 1.5 ⋅ 102 -1.6 0
0 0 0 1.43 ⋅ 10-2




B =




0
-2.1 ⋅ 10-8

0
0


 Bw =




0
0
0

0.11


 .

3. Formulation of the optimal control problem

As explained above, we consider a wind farm with ν wind turbines, where
each turbine operates at a mean wind speed of 10 m/s and a nominal
power production of 2 MW. The power set-point to the wind farm is the
sum of the nominal wind turbine production, i.e. 2ν MW.

The aim of the wind farm controller is to use the flexibility in dis-
tributing the power among the wind turbines to reduce structural loads.
Here, we limit our attention to fatigue loads on the tower of the turbines.
The standard method for evaluating fatigue, which is used during the
simulations in Section 5, is based on counting stress cycles [Manwell et
al., 2009]. However, this fatigue measure cannot be directly addressed in
a control design framework based on a linear model. Therefore, we will
design a control law that reduces the variance of the thrust force. The
idea is that, since the tower motion is mainly driven by the thrust force, a
reduction in thrust should lead to less excitation and hence, lower fatigue
loading.
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We define the cost function for the ith turbine as

Ji = E
(
zT

i (t)zi(t)
)

.

where

zi(t) =
[

Fi(t)
kuui(t)

]
=

[
-5.8 ⋅ 104 -1.5 ⋅ 105 0 7.4 ⋅ 104

0 0 0 0

]
xi(t) +

[
0
ku

]
ui(t)

= Czxi(t) + Dzui(t).

Note that, we have included ui in the cost function in order to keep the
power variations at each turbine at a reasonable level. Here, the param-
eter ku > 0 is a weight that can be used to tune the level of power fluctu-
ations that can be accepted at a turbine.

For each wind turbine, we assume that we have access to noisy mea-
surements of the pitch angle and the rotor speed

yi =

[
β i + kβ eβ

i
ω i + kω eω

i

]
=

[
1 0 0 0
0 1 0 0

]
xi+

[
kβ 0
0 ke

] [
eβ

i
eω

i

]
= Cyxi+Dy

[
eβ

i
eω

i

]
(2)

where eβ
i and eω

i are mutually independent Gaussian white noise pro-
cesses with unit intensities, and kβ > 0 and kω > 0 are design parame-
ters that can be used to account for different signal-to-noise ratios. It is
also possible to include the internal controller state, qi, in the measure-
ment, but since this is only a filtered rotor speed measurement, it does
not contain any additional information.

If the wind turbines were able to freely vary their power production,
each of their control laws could be obtained by solving the following de-
centralized optimal control problem

minimize Ji (3a)
subject to (1) and (2). (3b)

This is a standard linear quadratic Gaussian control problem and its
solution is well-known [Zhou et al., 1995]. It is based on the following
algebraic Riccati equations

AT X + X A+ CT
z Cz − (X Bu + CT

z Dz)R−1
u (BT

u X + DT
z Cz) = 0 (4)

AY + YAT + BwBT
w − (YCT

y + DyBT
w )R−1

w (CyY + BwDT
y ) = 0, (5)

where Ru = DT
z Dz and Rw = DyDT

y . Their solutions, X ≥ 0 and Y ≥ 0,
are said to be stabilizing if

F = −R−1
u (BT X + DzCz) (6)

L = −(YCT
y + BwDT

y )R−1
w (7)
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are such that the matrices A+ B F and A+ LC are stable. The solution
to (3) is then given by the observer-based control law

d
dt χ i(t) = (A+ B F)χ i + L(Cχ i − Lyi) (8a)

uloc
i (t) = Fχ i(t), (8b)

and the value of the cost function attained under this control law is Ji =
Jopt, where

Jopt = tr(BT
w X Bw) + tr(Ru FY FT).

Since the wind farm is required to meet a certain power demand, the
wind turbines cannot apply (8) directly. Instead, they must coordinate
their power production to ensure that the set-point is met. Since ui is the
power deviation from the nominal production of each turbine, the power
demand is satisfied if

∑ν
i=1 ui = 0. The overall control problem is defined

as

minimize J =
ν∑

i=1
Ji (9a)

subject to (1) and (2) (9b)

and
ν∑

i=1
ui = 0. (9c)

4. Optimal control law

It can be shown1 that the optimal solution to (9) is given by

ui(t) = uloc
i (t) −

1
ν

ν∑

j=1
uloc

j (t), i = 1, . . . ,ν , (10)

where uloc
i , defined by (8), is the optimal control law for the local prob-

lem (3) This means that the optimal control policy with respect to (9a) is
for each wind turbine to behave without concern for the power set-point
of the wind farm, and then compensate for a portion, 1

ν , of the resulting
deviation. The structure of the control law is illustrated in Figure 4 for

1 A state-feedback version of (9) was solved in [Madjidian and Mirkin, 2014]. The solution
can be extended to the output-feedback case by using the separation principle [Zhou et
al., 1995, Section 14.9].
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a wind farm with two turbines. The turbines have their own local con-
trollers, which compute uloc

1 (t) and uloc
2 (t) based on measurements y1 and

y2, respectively. If these local control signals were applied to the wind
turbines directly, they would result in a deviation, uloc

1 (t) + uloc
2 (t), from

the power-set point of the wind farm. This is remedied by a coordinator,
which computes correction terms,

1
2(u

loc
1 (t) + uloc

2 (t)),

to the decentralized control signals.
If the controller is implemented as suggested in Figure 4, the local

control laws will be independent of the number of turbines in the farm.
Adding or removing wind turbines from operation is then simply a matter
of keeping track of ν , which is the responsibility of the coordinator. Simi-
larly, the wind farm coordinator does not need to know the details of the
local loops. New turbines can thus be added in a plug-and-play fashion
without any control redesign.

Another appealing property of the optimal control law is that it scales
well as the the number of turbines grows large. In order to obtain (10),
we only need to compute the local feedback and observer gains F and L
in (8), which amounts to solving problem (3) for a single turbine. The
computational effort required to obtain the solution is thus independent
of the number of wind turbines in the wind farm. Moreover, the only op-
eration required in addition to the local control laws, is a single averaging
operation to form the correction terms, which can easily be performed for
a very large number of turbines.

It can also be shown that the value of the cost functions under (10) is

Ji = Jopt +
1
ν
(J̄ − Jopt), (11)

where Jopt is the cost attained under control law (8) and J̄ := tr(BT
w X̄ Bw),

where X̄ is the solution to the Lyapunov equation

AT X̄ + X̄ A+ CT
z Cz = 0. (12)

The term, J̄ , is the cost that would be obtained by a wind turbine if it did
not deviate from its nominal power production, i.e. if ui = 0. The second
term in (11) quantifies the performance degradation associated with sat-
isfying the power demand to the wind farm. Note that, by coordinating the
power production among the wind turbines, the degradation is reduced by
a factor ν compared to if each turbine would maintain its nominal power
production. In particular, Ji → Jopt as the number of turbines ν → ∞,
which means that, in large wind farms, there is practically no trade-off
between satisfying the power demand and reducing fatigue loads.
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Figure 4. Structure of the optimal control law for a wind farm with two
wind turbines. Each turbine has its own local controller, defined by (8),
which communicates uloc

i to a wind farm coordinator. The coordinator ag-
gregates all local control signals and returns a correction term, − 1

ν

∑
uloc

j .

REMARK 4.1
In (10), the same correction term is applied all of the wind turbines. A
natural extension of this control law is to introduce a different correction
allocation. This is done by replacing (10) with

ui(t) = uloc
i (t) − β i

ν∑

j=1
uloc

j (t), i = 1, . . . ,ν , (13)

where β i > 0 and
∑ν

i=1 β i = 1. It can be shown that (13) is the opti-
mal control law with respect to minimizing

∑ν
i=1 β−1

i Ji, and that the cost
attained by this control law is

Ji = Jopt + β 2
i ν(J̄ − Jopt).

Control law (13) provides a method to trade off the fatigue reduction
between the turbines. A low value on β i reflects a high priority on load
reduction for the ith turbine. Note that, the only additional complexity
brought about by (13) is that, instead of the single parameter, ν , the
coordinator needs to manage ν parameters β 1, . . . , βν . 2

5. Simulation example

In this section we simulate2 a wind farm with five NREL 5 MW wind tur-
bines. Recall that each wind turbine operates around a mean wind speed
of 10 m/s and a nominal power production of 2 MW, which is 1.48 MW be-
low its nominal power production ability. See Figure 2. The power demand
to the wind farm is 10 MW.

2 The simulations are performed in Simulink RF, where we use the wind turbine model
implementation in [SimWindFarm, 2014].
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Figure 5. Position of the wind turbines in relation to the wind direction
during the data collection. For each turbine, nine wind speed sequences of
ten minutes were estimated. Since the estimated wind speeds are based on
data collected from neighboring wind turbines, they account for possible
correlation effects, which were neglected during the control design.

In order to provide realistic simulations, the wind speed variations are
estimated from real wind farm data. The data was collected from a com-
mercial wind farm consisting of Vestas V90 3 MW wind turbines. During
the data collection the turbines operated in Region 2 where they produce
maximum power. In this mode of operation, the power production is ap-
proximately a cubic function of the wind speed. The wind speed at a wind
turbine was estimated as v = (p/k) 1

3 , were p is the power production of
the turbine and the coefficient k was obtained by using the Vestas V90
power curve in [Vestas V90, 2014]. The wind direction during the data
collection is illustrated in Figure 5. It is parallel to the row of turbines,
which implies that the estimated wind speeds account for possible corre-
lation effects, which were neglected in the control design. A total of nine
different ten minute effective wind speed sequences were estimated for
each wind turbine. Figure 6 shows one of these sequences together with
the measured nacelle wind speed.

For each wind speed sequence, we simulated the response of the wind
farm under the control law (10). Based on a trial and error approach, the
weights were chosen as

ku = 10−5 kβ = 1.5 and ke = 10−4.

For comparison, we also simulated the case where the turbines do not
deviate from their nominal power references, i.e. ui = 0, i = 1, . . . , 5.
After each simulation, the accumulated fatigue to each of the wind turbine
towers was computed as follows.

1. Use the rain-flow counting algorithm in [Hammerum, 2006] to ex-
tract equivalent stress cycles, s1, . . . , sr, from the history of the fore-
aft tower bending moment.

2. The fatigue caused by a stress cycle number l is computed based on
the S/N-curve as sk

l , where we use k = 4, which is typical for steel
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Figure 6. Estimated wind speed (solid black) and measured nacelle
wind speed (dashed gray) at one of the turbines in the wind farm

structures [Manwell et al., 2009]. The total fatigue is then calculated
according to Palmgren-Miner’s rule as

∑r
l=1 sk

l .

Table 1 summarizes the outcome from the nine different simulations.
On average, the accumulated fatigue damage was 35% lower when using
the control law (10), compared to the case when the turbines maintained
their nominal power production. Figure 7 shows the increase in accumu-
lated fatigue during one of the simulations.

The response of one of the wind turbines to one of the wind speed
sequences is shown is Figure 8. An illustrative period starts after approx-
imately 300s, when the wind speed suddenly drops. To avoid exciting the
tower bending dynamics, the local wind turbine controller tries to lower
the power production, which is indicated by the drop in uloc

3 . The actual
power production of the turbine, after applying the correction from the
coordinator (see Figure 4), is shown by the blue curve. The effect of re-
ducing the power production of the turbine is that a large peak in tower
bending moment is avoided.

In Figure 8, the desired power adjustments of the wind turbine uloc
3 are

in the same direction as the wind speed variations. This is a consistent
phenomenon across all simulations and can be explained as follows. A
drop in wind speed reduces the aerodynamic torque and has a decelerating
effect on the rotor speed. In order to maintain rated speed, the internal
wind turbine controller decreases the pitch angle, which in turn excites
the tower bending dynamics. The benefit of reducing the power reference
is that it helps the speed regulation by forcing the internal controller to
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Table 1. Reduction in accumulated fatigue damage (%) when using con-
trol law (10).

Sequence 1 2 3 4 5 6 7 8 9
Turbine 1 52 40 38 23 62 37 30 18 13
Turbine 2 45 36 46 43 61 46 57 61 52
Turbine 3 25 32 35 20 27 32 42 37 36
Turbine 4 46 15 24 19 25 25 18 35 50
Turbine 5 29 29 46 17 37 46 22 22 27

Mean 39 30 38 25 43 37 33 35 36
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Figure 7. Normalized average accumulated fatigue for the five turbines
during one of the simulations. With wind farm controller (solid blue) and
when each wind turbine maintains a production of 2 MW (dashed green).
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Figure 8. Response of wind turbine 3 to the wind speed in the upper left
plot. With wind farm controller (solid blue) and when each turbine main-
tains a production of 2 MW (dashed green). The red dotted curve shows
the desired power production uloc

3 . At time 300 s, the wind speed drops.
To maintain the rated rotor speed, the internal wind turbine controller is
required to reduce the pitch angle, which in turn excites the tower bend-
ing dynamics. In the case when the turbines maintain their nominal power
productions, this leads to a large peak in tower bending moment. By allow-
ing the turbine to reduce its power, the wind farm controller (10) manages
to reduce the peak. The benefit of reducing the power reference is that it
forces the internal controller to reduce the generator torque. This helps
the speed regulation loop, which in turn reduces the required amount of
pitch and consequently, leads to less excitation of the tower dynamics.

reduce the generator torque. This reduces the required amount of pitch
activity and leads to less tower bending. For a more extensive discussion
on the mechanisms behind the load reduction, see [Madjidian et al., 2013].

Figure 9 shows the power production for all five wind turbines from one
of the simulations.The actual power production follows the local control
signals, uloc

i , relatively well, which is a consistent phenomenon across all
the simulations. The lower left plot shows the total power production in
the wind farm. The production when using (10) is inseparable from the

122



5 Simulation example

200 300 400 500

1.8

2

2.2

po
w

er
[M

W
]

wind turbine 3
200 300 400 500

1.8

2

2.2
po

w
er
[M

W
]

wind turbine 1

200 300 400 500

1.8

2

2.2

po
w

er
[M

W
]

wind turbine 2

200 300 400 500

1.8

2

2.2

po
w

er
[M

W
]

wind turbine 4

200 300 400 500
9.6

9.8

10

10.2

time [s]

po
w

er
[M

W
]

wind farm

200 300 400 500

1.8

2

2.2

time [s]

po
w

er
[M

W
]

wind turbine 5

Figure 9. The first five plots show the power production for the wind tur-
bines in one of the simulations. With the wind farm controller (10) (solid
blue) and when each turbine maintains a production of 2 MW (dashed
green). The dotted red curve shows the local control signals uloc

i . The lower
right plot, shows the total power production of the turbines. Note that the
total power production under (10) is practically inseparable from the ref-
erence case. The red curve shows the sum of the desired power references∑5

i=1 uloc
i .
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case when the wind turbines maintain their nominal power reference.

6. Conclusions

We consider controlling a wind farm that is required to meet a power
set-point. The goal is to reduce the fatigue loads to the tower of the wind
turbines, while satisfying the power demand. Our approach relies on two
assumptions: that wind turbines are identical in their design and operat-
ing points, and that the wind speed variations that they experience are
uncorrelated. Based on these assumptions, the control design problem can
be formulated as an optimal coordination problem among homogeneous
agents, which was solved in [Madjidian and Mirkin, 2014].

The resulting wind farm controller has an intuitive structure. Each
wind turbine has a control law, which is divided into two parts. The first
is a decentralized control law that tries to minimize the loads without
concern for the power set-point, and the second is a correction term that
compensates for deviations from the set-point. The correction term is sim-
ply the average of the decentralized terms and is the same for all wind
turbines.

The structure of the controller has important implications. First, it can
be applied regardless of the number of wind turbines in the wind farm.
This is because in order to form the control law, it is only necessary to
solve an optimization problem for a stand-alone wind turbine. Also, the
only centralized operation required to implement the control law is a sin-
gle averaging operation to form the correction terms, which can easily be
performed for any realistically sized wind farm. Second, since the local
control loops do not depend on the number of units in the wind farm,
wind turbines can be added or removed from operation in a plug and play
manner without the need to redesign the controller. Third, it is possible
to give an expression for how the load reduction improves as the number
of turbines increases, which further adds to the transparency of the con-
trol law. In particular, for wind turbines operating in large wind farms,
there is practically no trade-off between satisfying the power-set point and
reducing fatigue loads.

The control law was evaluated in a simulation study based on wind
speeds that were estimated from real wind farm data. It should be noted
that, since the wind speeds were estimated using data collected from
neighboring wind turbines, they account for possible correlation effects
which were neglected during the control design. The proposed control law
resulted in an average fatigue load reduction of 35% compared to if each
wind turbine had maintained their nominal power reference.
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Paper V

A Stationary Turbine Interaction
Model for Control of Wind Farms

Daria Madjidian Anders Rantzer

Abstract

Turbines operating in wind farms are coupled by the wind flow.
This coupling results in limited power production and increased fa-
tigue loads on turbines operating in the wake of other turbines. To
operate wind farms cost effectively, it is important to understand and
address these effects. In this paper, we derive a stationary model
for turbine interaction. The model has a simple intuitive structure,
and the parameters a clear interpretation. Moreover, the effect of up-
wind turbines on a downwind turbine can be completely determined
through information from its closest neighbor. This makes the model
well suited for distributed control. In an example, we increase total
power production in a farm, by coordinating the individual power pro-
duction of the turbines. The example points to an interesting model
property: decreasing power in an upwind turbine causes downwind
turbines to pose less of an obsticle for the wind, provided that they
maintain their level of power capture.

cF2011 IFAC. Reprinted with permission from, Proceedings of the 18th
IFAC World Congress, Milano, Italy, 2011.

129



Paper V. A Stationary Turbine Interaction Model

1. Introduction

While economy of scale makes it attractive to position turbines close to
each other in wind farms, such a placement causes problems. When a
turbine extracts power from the wind, it disturbs the wind flow behind it.
This creates a coupling with turbines operating in its wake. The wind in
a wind turbine wake is characterized by a mean wind speed deficit and
an increased turbulence level. Consequently, upwind turbines limit power
production and increase fatigue loads on downwind turbines.

In order to operate wind farms cost effectively in terms of power pro-
duction and maintenance costs, it is important to understand and address
the issue of aerodynamic coupling. Thus far, this problem has received lit-
tle attention from a control perspective (see [Pao and Johnson, 2009]). The
reason for this is mainly due to the difficulty in obtaining wind farm wake
models suitable for control design.

1.1 Previous Work
Existing wake models are usually not developed for control purposes.
Since wake modeling is a large research field, a full investigation is beyond
our scope. Therefore, only a partial overview is provided below.

A survey made by [Crespo et al., 1999], classifies existing wake mod-
els into three subclasses: field models, kinematic models, and roughness
element models.

Field models describe the wind speed at every point in the flow field,
which makes them computationally expensive. Kinematic models provide
simpler expressions than field models. They usually begin with the model-
ing of a single wake, by using conservation of momentum. Merged wakes
are then most often described by superimposing the individual wakes on
the ambient flow field. Opinions on how this should be done vary, and
not all kinematic models are able to handle large wind farms ([Crespo
et al., 1999]). The ones that can, are sometimes based on assumptions
that make them unsuitable for control purposes. For instance, [Jensen,
1983], and [Frandsen et al., 2006], both assume fixed and uniform values
on thrust coefficients. However, a change in power reference at a turbine,
means that the value of the thrust coefficient also changes.

Roughness element models describe the response of the ambient wind
flow to a sudden change in roughness. These models are further divided
into infinite cluster models, and finite cluster models.

Infinite cluster models (e.g. [Frandsen, 1992]) aggregate the effect of
all turbines, and describe the entire wind farm as one roughness element.
This results in an overall (“average”) wind profile for the farm, but the
individual effect of turbines is lost.
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A survey by [Bossayani et al., 1980] compares different roughness el-
ement models, and explains how infinite cluster models are modified to
finite cluster models. As opposed to modeling the farm as a single rough-
ness element, the finite cluster models describe the wind speed at each
row of turbines perpendicular to the incoming wind direction. In order to
handle wind farms of any size, all models in the survey introduce a rate
of replenishment, describing the influx of momentum (or power) from the
free flow.

1.2 Contributions and Outline
Here, we take a new approach to deriving a stationary wind farm con-
trol model for turbines arranged in a row. The turbine interaction (wake)
part captures both wind speed deficits and increased turbulence levels.
The assumption is that each upwind turbine adds to deficits and tur-
bulence levels at all turbines further downwind. The result is a turbine
interaction model, that maps thrust coefficients, wind speeds, and tur-
bulence levels at upwind turbines, to wind speeds and turbulence levels
at downwind turbines. The structure of the model is intuitive, and the
parameters have a clear interpretation. The model also reflects the spa-
tially distributed structure of a wind farm, in the sense that the effect on
a turbine from all other turbines can be completely determined through
information from its closest upwind neighbor. This makes the model a
good candidate for distributed control, which is especially important as
the number of turbines in wind farms increases.

A wind farm model consists of three parts: a model for the ambient
wind entering the farm, turbine models, and a model describing the aero-
dynamic interaction between the turbines. The interaction model consti-
tutes the main part of this paper and is presented in Section 2. Section
3 begins by describing the ambient wind and the turbines. It then links
these models with the interaction model to form a complete model of
the farm. In Section 4, we present an example where we increase total
power production by coordinating the power production of the turbines.
Finally, we point to an interesting result: by decreasing power produc-
tion in an upwind turbine, all downwind turbines can reduce their thrust
while maintaining the same power capture.

2. Wind Turbine Interaction

The basic mechanisms behind turbine interaction are explained in [Bur-
ton et al., 2001]. Each turbine extracting power produces a wake, charac-
terized by a mean wind speed deficit and an increased turbulence level.
Since the thrust coefficient determines the momentum extracted from the

131



Paper V. A Stationary Turbine Interaction Model

v
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Figure 1. Row of turbines

flow, it is directly linked to the mean speed deficit. The wind speed gradi-
ent between the wake and the free stream results in additional shear gen-
erated turbulence. Therefore, the thrust coefficient is also directly related
to the added wake turbulence. The shear generated turbulence transfers
momentum from the free flow to the wake and causes the wake to expand.
Therefore, as the wake travels downstream, it gradually becomes wider
but shallower until the flow has fully recovered far downstream. It should
also be noted that in addition to shear generated turbulence, the turbine
also generates turbulence directly. This extra component is caused by the
vortices shed by the blades, and from having placed an object (the tur-
bine) in the wind field. However, this type of turbulence decays quickly,
and (due the the long distances between turbines in farms) does not add
significantly to turbulence levels at downwind turbines.

Our goal is to develop a model of turbine interaction, with the addi-
tional property that the wind speed at a turbine can be determined from
information available at its closest neighbors. We tailor our model to a
farm consisting of a row of N equidistant turbines, where the mean val-
ues of the thrust coefficients are between 0 and 1. We do not consider
wake meandering, and therefore assume that the wind direction is par-
allel to the row of turbines at all times. The setup is shown in Figure 1.

To capture the structure of aerodynamic coupling between turbines, we
need a model where upwind turbines add to the wind speed deficits and
turbulence levels of downwind turbines. Based on the discussion above,
the deficit and turbulence that a turbine adds at another turbine de-
pend on the thrust coefficient of the upwind turbine and the distance
between the two turbines. A large thrust coefficient implies that more
momentum is extracted from the flow. Therefore, both deficit and added
turbulence should increase when the thrust coefficient increases. Since
ambient wind flow strives to reduce wake effects, the deficit and added
turbulence should decrease with the distance between turbines.

We also impose additional standard requirements on the model (see
[Frandsen et al., 2006] and [Frandsen, 2007]).

i Mean wind speeds at all turbines must positive, and not above ambient
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2 Wind Turbine Interaction

mean wind speed. In addition, in an infinitely long row of turbines,
where all turbines extract maximum amount of power, there exists an
asymptotic wind speed.

ii Turbulence levels at all turbines must be bounded from below by am-
bient turbulence intensity, and bounded from above.

We now present the interaction model. Let v be the ambient mean
wind speed, and denote the thrust coefficient of turbine n as CTn . A model
for the deficit experienced by turbine 2 in the row is given by:

v2 = (1− k1CT1)v

where k1 > 0 is a distance parameter. The larger the distance between
the turbines, the smaller k1 will be.

Turbine 2 and 3 will be in the wake of the turbine 1. Suppose for a
moment, that turbine 2 is switched off, which implies CT2 = 0. The deficit
at the third turbine can then be modeled as:

v3 = (1− k2CT1)v

where k2 ∈ (0, k1). This implies v3 > v2, and the first turbine therefore
shapes the wind field around the second and third turbine non-uniformly.
To take this into account when merging the wakes of turbine 1 and turbine
2, we add their effects:

v3 = (1− k1CT2 − k2CT1)v

Similarly, the deficit at turbine number n+ 1 can be expressed as:

vn+1 = (1− k1CTn − . . .− knCT1)v (1)

where 0 < kn < . . . < k1. The model implies that upwind turbines, 1, . . . , n,
subtract wind from a downwind turbine, n + 1, according to their thrust
coefficients and their distance to turbine n+ 1.

As stated earlier, we want a model where the wind speed at a turbine
can be determined from information available at its closest upwind neigh-
bor. This can be achieved if the deficit decays exponentially with distance.
For the time being we will assume that this is the case, and relax the
assumption later on. Let k = k1, and ki = ki, i = 2, . . ., and define

zn =
n∑

i=1
kiCT(n+1−i)
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Then, (1) can be written recursively:

vn+1 = (1− zn)v = (1− kCTn − kzn−1)v
= (1− kCTn)v− kv+ k(1− zn−1)v
= (1− kCTn)v− k(v− vn) (2)

The first term on the right hand side describes the deficit caused by the
closest neighbor n, whereas the second term describes the total deficit
caused by other upwind turbines.

By defining the relative mean deficit at turbine n as:

δ n =
v− vn

v (3)

we can express (2) as:
δ n+1 = kδ n + kCTn

This gives a new interpretation. The wind speed deficit at a turbine de-
pends on the deficit at the previous turbine, and the direct effect of the
previous turbine.

We can also rewrite (2) as

vn+1 = vn + (1− k)(v− vn)︸ ︷︷ ︸
recovery

−kvCTn︸ ︷︷ ︸
effect of neighbor

(4)

which states that the wind speed at a turbine depends on the wind speed
at the previous turbine, a deficit dependent recovery term, and the direct
effect of the previous turbine.

The wind speed at turbine n, will be described as a mean wind speed
with turbulent fluctuations, wn(t), superimposed:

vn +wn(t)

where wn is a zero mean stationary process, with variance σ 2
n. Again,

assuming an exponential decay in added wake turbulence, with the same
distance parameter k, we can model the dependence of σ n+1 on upwind
turbines as:

σ n+1 = (1+ kCTn + ⋅ ⋅ ⋅+ knCT1)σ

= σ + kσ CTn +
kσ
v (v− vn) (5)

where σ 2 is the variance of the incoming ambient wind speed. Equa-
tion (5) states that the added turbulence at a turbine depends on the
deficit at the previous turbine, and the direct effect of the previous tur-
bine.
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Even though the assumption on exponential decay is arbitrary, (4) and
(5) still give an idea of how to obtain a parametrized stationary turbine
interaction model. To allow more flexibility, we separate the terms by
introducing one distance parameter for each:

vn+1 = vn + k′(v− vn) − kvCTn (6)

σ n+1 = σ +
c′σ
v (v− vn) + cσ CTn (7)

where k′, k, c′, and c are all positive.

REMARK 2.1
By using (3), (6) can be expressed as a first order system:

δ n+1 = (1− k′)δ n + kCTn (8)

The speed of recovery corresponds to the pole of the system: 1− k′. 2

Expressions (6) and (7) give an intuitive map from thrust coefficients,
distance, ambient mean wind speed, and ambient wind speed variation
to mean wind speeds and wind speed variations at the turbines. Deficit
and added turbulence both increase with thrust coefficients and decrease
with distance. The speed of recovery can be tuned through k′ and c′, and
the effect of the nearest upwind neighbor can be tuned through k, and c.

By using requirements i) and ii) stated earlier in this section, we can
provide some bounds on k and k′.

Requirement i) states that vn ≤ v, for CTn ∈ [0, 1], n = 1, . . . , N, and
any N ∈ N. Since vn = (1 − δ n)v, the requirement translates to δ n ≥ 0.
From (8) we note that this is satisfied if and only if k′ ≤ 1.

Let CTn = 1, n = 1, . . . , N. Then vn > 0 is satisfied if and only if δ n < 1.
If k′ ∈ (0, 1], from (8) we see that ∃δ̄ > 0, such that δ n < δ̄ , n = 1, . . .,
and limn→∞ δ n = δ̄ . δ̄ satisfies

δ̄ = (1− k′)δ̄ + k[ δ̄ =
k
k′

The asymptotic wind speed is given by v̄ = (1− δ̄ )v. We have that, v̄ > 0,
if and only if

0 < k < k′ ≤ 1 (9)

Since c′ and c are positive, (9) also implies σ n ≥ σ , and that there is
σ̄ > 0 such that σ n < σ̄ for n = 1, . . . , N, and any N ∈ N.

This shows that requirement i) and ii) are satisfied if and only if (9)
holds.
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REMARK 2.2
The model can be made more general. First, the equidistance assumption
is not necessary. Different distances can be handled, by introducing ki, j
to model the coupling between turbines i and j, and assuming that the
deficit decay satisfies

ki, j =

j−1∏

l=0
k(i+l,i+l+1), for j > i

Also, the term CTi in (1), can be replaced by a more general expression
fi(CTi), where fi is monotonically increasing and

fi : [0, 1] → [0, 1]

Similarly, when modeling turbulence levels, we can introduce �i(CTi),
where �i is monotonically increasing and

�i : [0, 1] → R+

Proceeding the same way as above results in:

vn+1 = vn + k′n,n+1(v− vn) − kn,n+1v fn(CTn)

σ n+1 = σ +
c′n,n+1σ

v (v− vn) + cn,n+1σ�n(CTn)

where k′n,n+1, kn,n+1, c′n,n+1, and cn,n+1 are all positive. 2

3. Wind Farm Model

It is common practice to model the wind speed at a turbine as a mean
wind speed, v, with fluctuations, w, superimposed. The fluctuations have
zero mean when averaged over a period of about 10 minutes ([Burton
et al., 2001]). This makes it natural to model incoming wind speed at a
turbine as:

v+w(t)
where v denotes the 10 minute wind speed, and w is a stationary Gaussian
process with zero mean, and variance σ 2. The standard deviation σ is
usually defined implicitly through the turbulence intensity Ti, and the
relation is:

Ti =
σ
v

In order for a turbine to extract power, it needs to interact with the
wind. The total wind power passing through the area swept by the turbine
rotor is given by:

Pwind =
1
2 ρπ R2v3
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where ρ is the density of the air, and R is the rotor radius. The power,
P, extracted by the turbine, depends on the pitch angle β , and tip speed
ratio λ :

P = CP(λ , β )Pwind

CP is the power coefficient of the turbine, and determines the portion of
total wind power that is extracted. The tip speed ratio is defined as:

λ =
Rω r

v
where ω r is the angular velocity of the rotor.

We define the available power, Pa at the turbine as the maximum
amount of power that the turbine can extract:

Pa = min(CP,maxPwind, Pmax) (10)

where CP,max is the peak of the CP curve, and Pmax is the rated extracted
power for the turbine.

There will also be a thrust force FT on the rotor:

FT =
1
2 ρπ R2CT(λ , β )v2

CT is called the thrust coefficient, and depends on tip speed ratio and pitch
angle. As discussed in Section 2, the thrust coefficient is directly linked
to the wind speed deficit and added turbulence that the turbine induces
downwind.

Each turbine has a control variable, u, which can be generator torque
and/or pitch angle for an uncontrolled turbine, or e.g. power reference
for a power controlled turbine (see Section 4). By manipulation of u, tip
speed ratio and pitch angle can be controlled. Assuming that the mapping

(u, v) → (λ , β )

is well defined, we can define

cP(u, v) = CP(λ(u, v), β (u, v))
cT(u, v) = CT(λ(u, v), β (u, v))

Given ambient mean wind speed v, and ambient turbulence intensity
Ti, the model for turbine n+ 1 along the row is given by:

Pn+1 =
1
2 ρπ R2cP(un+1, vn+1)v3

n+1

yn+1 = f (un+1, vn+1,σ n+1)

vn+1 = vn + k′(v− vn) − kvcT(un, vn), v1 = v

σ n+1 = σ +
c′σ
v (v− vn) + cσ cT(un, vn), σ 1 = Tiv
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Figure 2. Power and thrust coefficient for the NREL 5 MW turbine.
Solid: β = 0o, dashed: β = 2o, dash-dotted: β = 4o. λ∗ = 7.6, β ∗ = 0o

where yn represents outputs of interest for turbine n (e.g. a measure of
fatigue loading), and cP and cT are the power and thrust coefficients as
a function of control action un, and mean wind speed vn.

4. Examples

4.1 NREL turbines
The wind farm in the examples below will consist of NREL 5 MW turbine
models. The turbines are variable speed and pitch controlled, and de-
scribed in detail in [Jonkman et al., 2009], and [Grunnet et al., 2010]. The
generator has an efficiency of µ = 0.944 which implies Pmax = 5/µ = 5.30
MW. Power and thrust coefficients are shown in Figure 2.

We assume that each turbine is equipped with a standard controller
that manipulates generator torque and pitch angle. The controller has
three regions of operation, illustrated by Figure 3. In region 1, the wind
speed is too low to produce power. In region 2, the controller tries to
extract maximum power. This is done by fixing the pitch angle to the
optimal angle for power capture, β ∗. β ∗ is the value that results in the
highest value of the power coefficient (see Figure 2). The controller then
varies generator torque to track the optimal tip speed ratio, λ∗. In region
3, the controller strives to maintain a power reference, u. This is achieved
by keeping the rotational speed close to ω r = min( λ∗v

R ,ω r,rated) by varying
the pitch angle, where ω r,rated is the rated rotor speed. The generator
torque is used to produce the desired power.

On farm level, the control input to a turbine is the power reference u.
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Figure 3. Power capture curve for the NREL 5 MW turbine. u = 4 MW
(solid), maximum power capture (dashed), power available in the wind,
CP,max Pwind (dotted). The gray dotted lines show the operating regions for
the controller.

A turbine will only respond to farm control if

Pmin ≤ u ≤ Pa

where Pmin is the lowest level of power production a turbine can sustain,
and the available power Pa is given by (10). This corresponds to operation
in region 3.

Figures 4 and 5 show the power and thrust coefficients as function of
power reference and wind speed. The high valued flat part of the curves
correspond to operation in region 2. The slanting part of the curves cor-
respond to operation in region 3.

4.2 Wind field parameters
Let incoming mean wind speed be 11 m/s, and ambient turbulence inten-
sity 0.1. The coupling parameters are set to k′ = c′ = 0.35, k = 0.1, and
c = 0.92. This means that if all turbines would operate in region 2, the
second turbine would experience a mean wind speed deficit of 8%. The
asymptotic mean wind speed deficit far downwind would be 22%. If we
define the turbulence intensity at turbine n, as

Ti,n =
σ n
v

the second turbine would experience a turbulence intensity of 0.17. The
asymptotic turbulence intensity far downwind would be 0.3.
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Figure 4. Power coefficient for the NREL 5 MW turbine as function of
wind speed and power reference.
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Figure 5. Thrust coefficient for the NREL 5 MW turbine as function of
wind speed and power reference.
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Table 1. Power extracted in each turbine (MW)

i Pi Pa,i Pi/Pa,i P0
a,i Pi − P0

a,i σ i/σ 0
i

1 4.76 4.92 0.97 4.92 -0.16 1.00
2 3.72 3.97 0.94 3.87 -0.15 0.96
3 3.21 3.47 0.93 3.26 -0.048 0.93
4 2.95 3.18 0.93 2.90 0.047 0.92
5 2.78 3.00 0.93 2.68 0.10 0.92
6 2.68 2.89 0.93 2.54 0.13 0.92
7 2.67 2.82 0.95 2.46 0.21 0.92
8 2.66 2.75 0.97 2.40 0.26 0.93
9 2.64 2.67 0.99 2.37 0.27 0.95
10 2.58 2.58 1.00 2.34 0.23 0.97∑

30.64 32.11 – 29.74 0.90 –

4.3 Examples
Consider a wind farm with N turbines, where each turbine tries to capture
as much power as possible. We will now try to increase the total power
capture in the farm by limiting power capture at some of the turbines.
The idea is that by decreasing power capture at upwind turbines, their
thrust coefficients also decrease. This in turn, increases available power
at turbines further downwind.

We proceed as follows: let each turbine capture as much power as
possible, i.e. ui = Prated, i = 1, . . . , N, and set n = 1.

1. Grid over un to find

u∗
n = arg max

un

N∑

i=1
Pi

2. Set un = u∗
n, and n = n+ 1. Go to step 1.

Table 1 shows the result for a farm with N = 10 turbines. Pi is the power
captured by turbine i, Pa,i is the available power at turbine i, and σ i
is the wind speed standard deviation at turbine i. P0

a,i and σ 0
i denote the

captured power and wind speed standard deviation at turbine i when each
turbine extracts maximum power. Limiting some of the upwind turbines,
resulted in a total power capture increase of 3.0%. The turbulence levels
at all turbines except turbine 1 also decreased.

Figure 6 shows the power increase when running the same algorithm
for different values of N. Although, the power distribution might not be
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Figure 6. Relative gain in total captured power for different number of
turbines.

optimal, the result indicates that for larger farms, the relative gain of
coordinating turbines could be larger. A reason for this is that limiting
power capture in turbine 1 increases the available power in turbines 2
through N. A larger N implies more turbines that can increase their
power capture.

Another reason is illustrated by the following example. Consider a
farm with three turbines, where all turbines individually extract as much
power as possible. Fix the power references of the turbines to the current
available power. Then decrease the power capture of turbine 1 by 0.5 MW.
The resulting increase in available power at turbine 3, Pa,3, is 0.26 MW.
Next, shut down turbine 2 (u2 = 0) and repeat the same experiment. The
available power increase at turbine 3 is then 0.14 MW. Thus, turbine 2
contributes to the available power increase at the last turbine without
decreasing its power capture. The reason is that the change at turbine 1
increases available power at turbines 2-3. In the first experiment turbine
2 already has a power setpoint it needs to maintain. To do this, the turbine
needs to decrease the portion of wind power it captures (i.e. reduce CP).
This leads to a simultaneous decrease in thrust coefficient, which further
increase in available power at turbines 3. The model suggests that, a
negative step in power production at an upwind turbine, also causes all
turbines further downwind that maintain their level of power production,
to pose less of an obstacle for the wind. Having many turbines in a farm,
can therefore increase the impact of decreasing power in a single turbine.

Based on the results in Figure 7, we observe that the model suggests
that a power decrease at an upwind turbine can have two effects. The first
is that it causes all turbines further downwind, that maintain their level
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Figure 7. Result of decreasing power in turbine 1 by 0.5 MW, while
maintaining the power capture in turbines 2-9. The values in the plots
show the change relative to the case before the power decrease at turbine
1. Note that while ∆Pa,i, and ∆vi increase downwind, the same is not true
for the absolute values Pa,i, and vi.
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of power production, to pose less of an obstacle for the wind. The second
is that the increase in available power becomes larger further downwind.
While the first effect is intuitive, the latter is due to the choice of of k,
and k′. It occurs for large enough ratios, k/k′ (i.e small enough distances
between the turbines). Whether this effect can be found in actual wind
farms has to be concluded by experiments.

5. Future Work

Due to high confidentiality, and that real wind farms are mostly commer-
cial, it takes time to obtain data for validation. However, efforts are being
made on this front, and model validation will be carried out in the near
future.

Another natural step is to examine to what extent the simplicity and
distributed structure of the model can be exploited for distributed control
purposes.

We would also like to extend the model to fit more complicated wind
farm topologies, such as grids.

Acknowledgements

This work was supported by the European Community’s Seventh Frame-
work Programme under grant agreement number 224548, acronym AE-
OLUS.

144



References

References

Bossayani, E., C. Maclean, P. D. D. G. E. Whittle, N. Lipman, and P. Mus-
grove (1980). “The efficiency of wind turbine clusters”. In: Proceedings
of the 3rd International Symposium on Wind Energy Systems.

Burton, T., D. Sharpe, N. Jenkins, and E. Bossanyi (2001). Wind Energy
Handbook. John Wiley & Sons, Chichester, UK.

Crespo, A., J. Hernández, and S. Frandsen (1999). “Survey of modeling
methods for wind turbine wakes and wind farms”. Wind Energy 2:1,
pp. 1–24.

Frandsen, S. (1992). “On the wind speed reduction in the centre of large
clusters of wind turbines”. Journal of Wind Engineering and Industrial
Aerodynamics 39:1–3, pp. 251–265.

Frandsen, S., R. Barthelmie, S. Pryor, O. Rathmann, S. ren Larsen, and
J. rgen Hø jstrup (2006). “Analytical modelling of wind speed deficit
in large offshore wind farms”. Wind Energy 9:1–2, pp. 39–53.

Frandsen, S. T. s (2007). Turbulence and Turbulence Generated Structural
Loading in Wind Turbine Clusters. Ph.D. Thesis Risø-R-1188(EN).
Risø National Laboratory.

Grunnet, J., M. Soltani, T. Knudsen, M. Kragelund, and T. Bak (2010).
“Aeolus toolbox for dynamic wind farm modeling, simulation and con-
trol”. In: Proceedings of the 2010 European Wind Energy Conference,
pp. 3119–3129.

Jensen, N. (1983). A Note on Wind Generator Interaction. Tech. rep. Risø-
M-2411. Risø National Laboratory, Roskilde, Denmark.

Jonkman, J., S. Butterfield, W. Musial, and G. Scott (2009). Definition
of a 5-MW Reference Wind Turbine for Offshore System Development.
Tech. rep. NREL/TP-500-38060. National Renewable Energy Labora-
tory, Golden, CO.

Pao, L. and K. Johnson (2009). “A tutorial on the dynamics and control of
wind turbines and wind farms”. In: Proceedings of the 2009 American
Control Conference. St. Louis, MO, pp. 2076–2089.

145





Paper VI

On Using Wind Speed Preview to
Reduce Wind Turbine Tower

Oscillations

Maxim Kristalny Daria Madjidian Torben Knudsen

Abstract

We investigate the potential of using previewed wind speed mea-
surements for damping wind turbine fore-aft tower oscillations. Using
recent results on continuous-time H2 preview control, we develop a
numerically efficient framework for the feedforward controller syn-
thesis. One of the major benefits of the proposed framework is that
it allows us to account for measurement distortion. This results in a
controller that is tailored to the quality of the previewed data. A sim-
ple yet meaningful parametric model of the measurement distortion is
proposed and used to analyze the effects of distortion characteristics
on the achievable performance and on the required length of preview.
We demonstrate the importance of accounting for the distortion in
the controller synthesis and quantify the potential benefits of using
previewed information by means of simulations based on real-world
turbine data.

cF2013 IEEE. Reprinted with permission, from IEEE Transaction on Con-
trol Systems Technology 21:4, 2013.
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1. Introduction

An evident trend in the area of wind energy during the past decades is a
continuous growth of wind turbine dimensions. Modern day commercial
turbines typically stand more than 90 m tall, with a blade span of over
120 m [Pao and Johnson, 2009]. As a consequence of such a large size,
structural loads experienced by turbines becomes a central issue. These
loads shorten the life span of the turbine and increase its maintenance
costs. Alternatively, turbines with a higher tolerance to structural loads
require a more rigid structure and, as a result, higher construction costs.
For this reason, load reduction is an important factor in decreasing the
cost of wind energy.

In this paper, we focus on exploiting wind speed preview for reducing
tower fore-aft oscillations in wind turbines with collective pitch control.
The idea of using preview in the control of wind turbines was discussed
in [Pao and Johnson, 2009; Laks et al., 2009] and has been a subject of
interest for many researchers in the last few years. The use of preview
in cyclic pitch control was considered in [Schlipf et al., 2010]. Model pre-
dictive control with preview was studied in a collective pitch setting in
[Korber and King, 2010; Soltani et al., 2011] and in an individual pitch
setting in [Laks et al., 2011a]. The benefit of model predictive techniques
is in their ability to account for hard input, output and state constraints,
which is particularly useful when operating near rated conditions. These
methods, however, may require heavy online computations and impede
the analysis of the problem. The use of preview in individual pitch control
was considered in [Laks et al., 2011b] using the LMI approach to H∞ op-
timization. In [Dunne et al., 2011; Wang et al., 2012], preview control for
load reduction was studied using model inversion methods and adaptive
control algorithms based on recursive least squares.

To the best of our knowledge, the methods proposed so far rely on
time discretization. Availability of preview is typically handled by a state
augmentation procedure, which leads to a finite-dimensional, yet, high-
order optimization. In spite of its conceptual simplicity, this approach may
have a number of drawbacks. In particular, it impedes direct analysis of
the problem and is associated with a high computational burden, which
grows with the increase of the preview length.

A different approach is proposed in this paper. We show that the prob-
lem can be conveniently formulated as an instance of the continuous-time
two-sided H2 model matching optimization with preview, which was re-
cently solved in [Kristalny and Mirkin, 2012]. Unlike the commonly used
discrete-time methods, the computational burden of the proposed solution
does not depend on the preview length. The resulting optimal controller
has an interpretable structure and is easy to implement. Moreover, the
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proposed method facilitates the analysis of the problem, which is the main
topic of this work.

A large part of the paper is devoted to the analysis of the effects of
measurement distortion on the feedforward control. An important feature
of the proposed method is that it allows us to include the distortion model
in the problem formulation and to account for it in the controller synthesis
procedure. This results in a feedforward controller that is tailored to the
quality of the previewed information, and facilitates the analysis of the
influence of distortion on the feedforward control. A simple and intuitive
parametric model for the distortion is proposed and used to study the
effects of distortion characteristics on the achievable performance and
on the required length of preview. Using simulations based on real wind
turbine measurements, we demonstrate that accounting for measurement
distortion in the controller design is crucial in order to properly take
advantage of the previewed wind speed information.

In the last part of the paper, we consider the possibility of obtaining a
preview of the wind speed from upwind turbines in a wind farm. This idea
was previously proposed in [Kristalny and Madjidian, 2011] as a possible
alternative to the LIDAR based control. By analyzing data collected from
a wind farm, we show that, at least in the setup proposed in [Kristalny
and Madjidian, 2011], this idea is not likely to work. The results indi-
cate that due to the large distance between neighboring turbines, the
wind speed fluctuations experienced by two turbines are correlated only
at lower frequencies, which are not pertinent to load reduction.

The paper is organized as follows: Section 2 describes the turbine
model and the model of the wind speed. The problem formulation and
solution are presented in Section 3. Section 4 constitutes the main part
of this paper. It is devoted to analyzing the benefits of using previewed
wind speed measurements and the effects of measurement distortion. In
Section 5, we look into using previewed wind speed measurements from
upwind turbines. Finally, some concluding remarks are provided in Sec-
tion 6.

Notation The Frobenius norm of a matrix, A, is denoted by qAqF. The
space of all proper and stable transfer matrices is denoted by H∞. The
space of all rational transfer matrices in H∞ is denoted by RH∞. Given
a transfer matrix G(s), its conjugate is denoted by G∼(s) := [G(−s)]′.
For any rational strictly proper transfer function given by its state-space
realization

G(s) = C(sI − A)−1 B =

[
A B
C 0

]
,
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Figure 1. Turbine model

the completion operator, [Mirkin, 2003], is defined as

π h
{

G(s)
}

:= Ce−Ah(sI − A)−1 B − e−shC(sI − A)−1 B

and is an FIR (finite impulse response) linear system.

2. Modeling

2.1 Turbine model

We adopt a nonlinear aeroelastic model of a 5 MW NREL wind turbine
from [Jonkman et al., 2009]. The model consists of a tower with two fore-
aft and two side-to-side bending modes, three blades with two flapwise
and one edgewise bending modes each, a 3rd order drive train, as well as
the internal controller described in [Jonkman et al., 2009] and modified
according to [Grunnet et al., 2010]. In addition, the model has been aug-
mented with a 1st order generator model and a 2nd order pitch actuator
with an internal delay, which were both adopted from [Grunnet et al.,
2010].

The internal controller manipulates the generator torque and blade
pitch angle in order to meet a prescribed power demand. It has three
main modes of operation, usually called “operating regions”. The first two
modes are identical to those described in [Jonkman et al., 2009], whereas
the third mode is extended according to [Grunnet et al., 2010] in order to
provide the capability for derated operation.

The controller operates in the third (derated) mode if the power de-
mand does not exceed the power that can be captured by the turbine. In
this mode, excess wind power is curtailed in order to satisfy demand. This
is achieved by keeping the rotor speed close to its rated value by adjust-
ing the pitch angle, and manipulating the generator torque in order to
maintain the desired power. Throughout this paper, we will assume that
the power demand does not exceed the power available in the wind, which
means that the internal controller operates in derated mode.

We use the full nonlinear turbine model described above for simu-
lation purposes only. For analysis and controller synthesis, a simplified
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2 Modeling

linearized version of this model is adopted from [Spudić et al., 2010].
The nominal mean wind speed and power demand are denoted by Vnom
and pnom, respectively. Throughout this paper, we assume that Vnom = 10
m/sec and pnom = 2 MW. A continuous-time linearized wind turbine model
can be described by the block depicted in Figure 1. It can be partitioned
as

P =
[
PV Pu

]

with respect to the two input signals. The inputs V and pref denote devia-
tions in the wind speed and the power demand from their nominal values.
The second input will also be denoted as u := pref. Note that in the consid-
ered setting, u is the only available control signal. The linearized model
neglects generator dynamics, which makes the actual deviation in power
production equal to pref.

The three outputs of P are denoted by F, ω , and β and stand for the
deviations in the thrust force, rotor speed, and pitch angle, respectively.
The vector containing all outputs of the system is denoted by

z :=
[
F ω β

]′

. The state-space realization of P for the aforementioned operating point
is given by

P =




0 1.2 ⋅ 102 -9.2 ⋅ 10-1 0 0
-8.4 ⋅ 10−3 -3.2 ⋅ 10-2 0 1.6 ⋅ 10-2 -2.1 ⋅ 10-8

0 1.5 ⋅ 102 -1.6 0 0
-5.8 ⋅ 104 -1.5 ⋅ 105 0 7.4 ⋅ 104 0

0 1 0 0 0
1 0 0 0 0




,

where the three states correspond to the pitch angle, rotor speed and an
internal controller state.

This linearized model neglects the influence of tower oscillations on
the wind speed experienced by the turbine. Instead, we consider tower
oscillations as an external dynamical mode excited by the thrust force. It is
approximated by a second order system with static gain ktwr = 3.58$10−7,
natural frequency ω twr = 2 rad/sec and damping coefficient ζ twr = 0.08,
which is consistent with [Jonkman et al., 2009]. The tower deflection, i.e.,
the displacement of the nacelle, will hereafter be denoted by y.
REMARK 2.1
Note that considering a turbine equipped with a standard internal con-
troller is restrictive. This rules out direct access to the pitch and the
generator torque, restricts us to work in a derated mode and leaves the
power reference as the only available control signal. At the same time,
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Figure 2. Comparison between measured nacelle wind speed, Vn, and
estimated effective wind speed, Veff. As expected, Veff fluctuates less than
Vn.

this simplifies the problem and facilitates experiments on existing wind
turbines. It is worth emphasizing that the ideas, the problem formula-
tion and the solution techniques discussed in the paper can be extended
to more general situations with no internal controller, individual pitch
capabilities and a wide range of structural loads being in focus. 2

2.2 Wind model

Since the relevant system variables such as rotor speed, thrust force and
nacelle displacement depend on the wind speed variations along the entire
rotor, we adopt the concept of effective wind speed (EWS) from [Knudsen
et al., 2011]. It can be interpreted as a spatially constant wind field that
produces a similar rotor torque and thrust force as the actual spatially
varying wind flow. To model EWS at a turbine we use real wind turbine
data collected from the Egmond aan Zee Offshore Wind Farm (OWEZ)
[OWEZ, 2014]. During the period of data collection, the mean wind speed
was 10 m/s, which is consistent with the operating point in Section 2.1.
For more information on the data set we refer to [Knudsen et al., 2011]
where it is described in detail.

To estimate EWS, we used the time varying extended Kalman filter
described in [Knudsen et al., 2011]. A 10 minute sample of the estimated
EWS deviation from its nominal value is shown in Figure 2, where it
can be compared to the deviation of the measured nacelle wind speed. As
expected, the EWS fluctuates less than the point wind speed measured
on the nacelle.
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3 Problem formulation and solution

Based on the estimated EWS a model was identified using a prediction
error method [Ljung, 1999]. The model is given by a signal generator MV ,
which takes white noise with unit intensity as input and provides the wind
speed signal as the output. A first order model proved to be sufficient and
is presented below:

MV (s) =
7.4476

(1/0.0143)s+ 1.

3. Problem formulation and solution

The problem of using wind speed measurements for load reduction natu-
rally falls into the open-loop disturbance attenuation scheme, depicted in
Figure 3. The effective wind speed deviation V acts as an external distur-
bance. Its frequency content is modeled by the filter MV as described in
Section 2.2. The controller K receives a measurement of the wind speed
denoted by Vm. The delay h in the first input of the plant corresponds
to the length of preview available to the controller. Since the wind speed
is measured some distance ahead of the turbine, there will aways be a
mismatch between Vm and the actual wind experienced by the turbine
Vi. To account for this, we introduce the additive noise n, which, together
with the filters Mt and Mn, model distortion between the experienced and
the measured wind speeds. A detailed discussion on the choice of Mt and
Mn will be provided in Section 4.2. The aim of the controller is to keep
the components of z small. Pitch activity should be kept low to reduce
wear on the pitch mechanism. Deviations of rotor speed from its rated

PV Pu

wV

wn

V

n

u

u
z

K

Mt

MV

Mn

Vm

Vi

e−sh

Figure 3. Turbine control scheme
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value should not be large due to mechanical design constraints. Finally,
fluctuations in thrust force should be alleviated, since they introduce os-
cillations, which cause damage to the tower, blades and other mechanical
components [Burton et al., 2001]. To prevent large fluctuations in pro-
duced power, the control signal u should also be penalized.

The relation between the input and output signals in Figure 3 is given
by:

[
z/wV z/wn
u/wV u/wn

]
=

[
e−shPV MV 0

0 0

]
+

[
Pu
1

]
K
[

MtMV
Mn

]′
.

We define the cost transfer function for the optimization as

T :=
[

Wz 0
0 Wu

] [
z/wV z/wn
u/wV u/wn

]
,

where Wz = diag{WF , Ww, Wβ} contains weights for all the components of
z, and Wu is the weight for the power reference. We choose the weight of
the thrust force as

WF = kF
s+ω twr

s2 + 2ζ twrω twrs+ω 2
twr

in order to penalize tower oscillations. The weight for the rotor speed is
static Ww = kw. In order to penalize high pitch rates, we choose the weight
for the pitch angle as a high-pass filter

Wβ = kβ
s

s+ω β
.

Finally, we choose the weight for the power reference as

Wu = ku
(s+ω twr)

2

s2 + 2ζ twrω twrs+ω 2
twr

in order to prevent the controller from damping tower oscillations by
means of oscillations in power production and, as a result, in the pitch
angle.

Defining the transfer matrices

[
G1 G3
G2 0

]
:=




WzPV MV 0 WzPu
0 0 Wu

MtMV Mn 0


 (1)

and choosing ppT pp2 as the performance criterion, the problem can be for-
mulated as model matching optimization.
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3 Problem formulation and solution

OP: Given G1, G2, G3 ∈ RH∞ as defined in (1) and the preview length
h ≥ 0 find K ∈ H∞, which guarantees

T = e−shG1 − G3 K G2 ∈ H2 (2)

and minimizes ppT pp2.

The formulation above can be considered as a special case of a more
general problem, whose solution was recently obtained in [Kristalny and
Mirkin, 2012]. Below, we tailor this solution to OP. Consider the composite
finite-dimensional system given by its minimal state-space realization

[
G1 G3
G2 0

]
=




A B1 B2
C1 0 D3
C2 D2 0


 .

Assume that

A1: D2 D′
2 = I and D′

3 D3 = I,

A2: G2(s) and G3(s) have no jω -axis transmission zeros.
These are the standard assumptions in H2 optimal control that rule

out redundancy and singularity of the problem. The following result pro-
vides a complete state-space solution of OP in terms of two algebraic
Riccati equations (AREs).

THEOREM 3.1
If the assumptions A1-2 hold, then OP has a unique solution given by

K opt = −e−sh
[

Ā L
F 0

]
−

[
Ā B2
F I

]
π h
{

G̃
}[ Ā L

C2 I

]
,

where Ā := A+ B2 F + LC2 and

G̃ :=

 −(A+ B2 F)′ (C1 + D3 F)′C1Y X L
0 −(A+ LC2)

′ C′
2

B ′
2 −D′

3C1Y 0


with F := −B ′

2 X − D′
3C1 and L := −YC′

2− B1 D′
2, ere X ≥ 0 and Y ≥ 0 are the

stabilizing solutions of the algebraic Riccati equations
A′X + X A− (X B2 + C′

1 D3)(B ′
2 X + D′

3C1) + C′
1C1 = 0

AY + YA′ − (YC′
2 + B1 D′

2)(C2Y + D2 B ′
1) + B1 B ′

1 = 0.
Moreover, the expression for the performance achieved by the optimal
controller is given by

∥∥Topt∥∥2
2 =

∥∥∥∥∥∥
 A B2 F B1
−LC2 Ā −LD2

C1 D3 F 0

∥∥∥∥∥∥
2

2

−
∥∥π h

{
G̃
}∥∥2

2 ,

2
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Proof This is a special case of [Kristalny and Mirkin, 2012, Theorem 2]
with stable G1, G2 and G3. 2

It is worth stressing that the computational load of the solution pro-
vided in Theorem 3.1 does not depend on the preview length. In fact, it is
based on the standard AREs associated with the preview-free problem.

Also note that the solution provides an insight into the structure of the
optimal controller. It is easy to see that the first term of K opt is based on
the optimal controller for the preview-free problem. In fact, as manifested
by the presence of the delay element, this term “ignores” the existence
of previewed information. Availability of preview is accounted for solely
by the second term, in which the only component that depends on the
preview length is the FIR block π h

{
G̃
}

.
Finally, the result in Theorem 3.1 facilitates the analysis of the influ-

ence of preview length on the achievable performance. Let Ph =
∥∥Topt∥∥

2
be the optimal performances achieved with h seconds of preview. It can
be verified that P2

h := P2
0 −

∥∥π h
{

G̃
}∥∥2

2 . The first term in the above ex-
pression stands for the optimal performance with h = 0, while the sec-
ond term corresponds to the performance improvement due to availability
of preview. The latter can be computed using the integral

∥∥π h
{

G̃
}∥∥2

2 =∫ h
0
∥∥G̃∼(t)

∥∥2
F dt, where G̃∼(t) refers to the impulse response of the sta-

ble finite-dimensional system (G̃)∼. This shows that one can construct
the curve of Ph versus h without solving the problem for each value of
preview length but only at the expense of solving two AREs.

REMARK 3.1
Note that the proposed framework allows us to synthesize a preview con-
troller for a specific operating point. In practice, the controller will need
to be continuously adapted to the changes in operating point and, per-
haps, also in the stochastic characteristics of the wind. The method of
adding such adaptation capabilities to the controller deserves a separate
discussion and is a possible direction for future work. 2

4. Analysis and simulations

In this section, we use the mathematical framework described in Section 3
in order to assess the potential of exploiting previewed measurements of
the effective wind speed for reducing tower oscillations. In particular, we
examine the influence of the preview length and measurement distortion
on the achievable performance.
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All simulations in this section are performed on the complete nonlinear
model1 described in the beginning of Section 2.1. We choose the weight
parameters used in the definition of the performance criteria in Section 3
as

kV = 1, kn = 1$ 10−3, ku = 1.8$ 10−2, kF = 0.5, kw = 2$ 106.

This section is divided into three parts. In Section 4.1, we assume that
perfect measurements of the wind speed are available to the controller.
This enables us to find an upper bound of the achievable performance. In
Section 4.2, we introduce measurement distortion and observe its effect on
the behavior of different controllers. In particular, we show the importance
of taking distortion into account during the controller design. Finally, in
Section 4.3, we analyze the influence of the distortion on the achievable
performance and the required length of preview.

4.1 Preview control with perfect measurements

As a first step, let the distortion model be Mt = 1 and Mn = 3 $ 10−3.
This corresponds to the situation in which the controller receives (almost)
perfect measurements of the incoming wind speed with a preview of h
seconds.

The natural questions when using preview are whether it can yield a
noticeable performance improvement, and if so, what length of preview
it requires. To address these questions, a curve of the achievable perfor-
mance as a function of the preview length is presented in Figure 4. The
values are normalized with respect to the performance of the original
system without feedforward control. The figure indicates that in the con-
sidered setup with perfect measurements the reasonable scale of preview
length is a number of seconds. In fact, 90% of all possible improvement is
achieved with a preview of 0.75 sec.

Below we will compare the behaviour of the following three systems:

1. The original system without feedforward control, namely, with K =
0.

2. The system with feedforward controller based on local measure-
ments without preview. This controller will be denoted by K p

0 and is
obtained by solving OP for h = 0.

1 The model is implemented using NREL’s FAST simulation package [FAST, 2014] and
Simulink RF. The FAST input files used in the simulation are described in detail
in [Jonkman et al., 2009] and the parameter settings for the internal controller, pitch
actuator, and generator can be found in [SimWindFarm, 2014].
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Figure 4. Achievable performance vs. preview length for the case of
perfect measurement (normalized with respect to original system perfor-
mance). We see that the reasonable scale of preview length is a num-
ber of seconds. In fact, 90% of all possible improvement is achieved with
h = 0.75 sec.

3. The system with feedforward controller based on measurements
with preview of h = 1.3 sec2. This controller will be denoted by
K p

h .

REMARK 4.1
The superscript p in K p

0 , K p
h reflects that these controllers were synthe-

sized assuming availability of perfect measurements. 2

We simulate the response of these three systems to the effective wind
speed estimated from real-world data as explained in Section 2.2. We run
simulations on 10 different time series, each one minute long. The time
series from one of the simulations are shown in Figure 5. The average
outcome is presented in Table 1, where the DEL notation represents the
1 Hz damage equivalent load. This is a constant amplitude sinusoidal load
that causes the same fatigue damage during one minute as the original
load history does, see [Spudić et al., 2010; Hammerum et al., 2007; Burton
et al., 2001] for more details. The DELs listed in Table 1 are for the fore-
aft tower base bending moment, denoted Mt, and the flapwise blade root
bending moment, denoted Mb. The tower base DEL was computed using
an S/N-slope of 4 which is representative of steel structures, and the blade
root DEL was computed with an S/N-slope of 10 which is representative of
materials made out of glass fiber [Hansen, 2008]. DEL(Mb) was included

2 A relatively long preview (h > 0.75 sec) is chosen in order to facilitate comparison of
the resulting controller with those designed in the following subsection.
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Table 1. simulation results based on the nonlinear turbine model and
ews estimated from real-world data. (feedforward based on perfect ews
measurements.)

DEL(Mt) DEL(Mb) max(β̇ ) max(P) max(ω )
kNm kNm deg/sec kW rpm

K = 0 3581 996 0.33 0 5.5$ 10−2

K p
0 1861 777 0.15 267 2.4$ 10−2

K p
h 1280 734 0.17 222 2.7$ 10−2
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Figure 5. Simulation results based on the nonlinear turbine model and
EWS estimated from real-world data. The results illustrate the behavior of
controllers designed assuming perfect wind measurements. [cyan p K = 0;
green p K p

0 ; blue p K p
h ] The average results of 10 simulations of this kind

are summarized in Table 1.

due to the coupling between tower and blade bending modes [Burton et
al., 2001].

As expected, feedforward both with and without preview significantly
reduces the tower bending moment. Both of these controllers also succeed
in reducing the blade bending moment, the pitch rate, as well as the
magnitude of the rotor speed deviations.

Inspecting the last two rows in Table 1, we see that the benefit of
using previewed information is substantial. Comparing the tower bending
moment for the two feedforward controllers, we see that preview offers
improvement of approximately 31%.

4.2 Preview control with distorted measurements

The results so far were based on perfect measurements of the incoming
wind speed. This assumption is not realistic, especially taking into account
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that to obtain preview, one needs to measure the wind speed some distance
ahead of the turbine. As the wind travels from the measuring location
to the turbine, its high frequency content will be distorted, [Panofsky
and Dutton, 1984]. As a result, one would expect that the longer the
preview in our measurements, the more distortion they may experience.
This question was investigated in [Panofsky and Dutton, 1984] in the
context of LIDAR based wind speed measurements.

For the purposes of this work, we propose a simple, yet intuitive pa-
rameterized model for the distortion. To account for distant sensing, we
may choose Mt and Mn as

Mt(s) =
ω t

s+ω t
, (3)

Mn(s) =
s

s+ω t
MV . (4)

In this setup, the high-frequency component of V is filtered out by Mt and
then replaced using the uncorrelated signal generator n, see Figure 3. The
idea behind the parameterization (3)-(4) is to obtain equal spectral prop-
erties for the effective wind speeds at the measurement and the turbine
locations. Indeed, with this choice of Mt and Mn the spectral densities of
Vi and Vm will be equal, since

pMt( jw)p2pMV ( jw)p2 + pMn( jw)p2 = pMV ( jw)p2.

Note, however, that in addition to the distortion due to the distant sens-
ing, the signal Vm will inevitably be corrupted by some sensor noise. For
simplicity, we assume that the sensor noise is white and account for it by
adding a constant component to Mn, namely,

Mn(s) =
s

s+ω t
MV + kn. (5)

From now on, the distortion model will be given by (3) and (5). The model
is characterized by two parameters: the bandwidth limitation due to the
distant measurement, ω t, and the sensor noise intensity, kn. Note that
perfect measurements correspond to ω t = ∞, and kn = 0, and that the
distortion increases with increasing kn and decreasing ω t. For illustration
purposes, in this subsection, we set ω t = 3.8, kn = 3$10−2 and investigate
the influence of the resulting distortion on different aspects of preview
control.
REMARK 4.2
In practice, the parameters of the measurement distortion model should
be identified using experimental data obtained from a real-world mea-
surement setup. One way to perform identification is by using a Box Jenk-
ins model [Box and Jenkins, 1976] as discussed in Section 5. Some more
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Figure 6. Performance (qTq2) vs. h (normalized with respect to the
H2-norm of the original system). Compared to the case with pure mea-
surements (Figure 4), the improvement due to availability of preview has
decreased and the required preview length has increased.

evolved models for Mt and Mn may also be considered, as well as non-
parametric identification methods for the construction of Mt and Mn. 2

As a first step, consider the curve of the achievable performance as
a function of the preview length presented in Figure 6. As expected, the
performance improvement due to availability of preview has decreased
compared to the case with pure measurements described in Figure 4.
Another important observation is that the length of preview required to
obtain 90% of the possible improvement has increased to 1 sec.

To further investigate the impact of measurement distortion on the
preview control, we compare the behavior of the following three systems:

1. The system with a feedforward controller based on local measure-
ments without preview. This controller will be denoted by K d

0 and
is obtained by solving OP with Mt = 1 and Mn = 3 $ 10−2, i.e.,
assuming that the measurements are corrupted with white additive
noise only.

2. The system with a feedforward controller based on distant measure-
ments with preview of h = 1.3 sec. This controller will be denoted
by K d

h and is obtained by solving OP with Mt and Mn as in (3) and
(5), respectively, with ω t = 3.8, kn = 3$ 10−2.

3. The system with the a preview controller K p
h from the previous sub-

section, which was obtained assuming perfect measurements. This
controller is considered to demonstrate that ignoring distortions in
the controller design may lead to a poor controller behavior.
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Table 2. simulation results based on the nonlinear turbine model and
ews estimated from real-world data. (feedforward based on ews measure-
ments with distortion.)

DEL(Mt) DEL(Mb) max(β̇ ) max(P) max(ω )
kNm kNm deg/sec kW rpm

K d
0 1925 784 0.16 249 2.4$ 10−2

K d
h 1768 774 0.28 189 2.8$ 10−2

K p
h 2191 791 0.30 211 3.6$ 10−2
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Figure 7. Simulation results based on the nonlinear turbine model and
EWS estimated from real-world data. The EWS measurements are artifi-
cially corrupted with respect to the distortion model. [blue p K d

h ; green p
K d

0 ; magenta p K p
h ] The average results of 10 simulations of this kind are

summarized in Table 2.

REMARK 4.3
The superscript d in K d

0 , K d
h reflects that these controllers were synthe-

sized accounting for the distortion in measurements. 2

We compare the response of these three systems to the effective wind
speed estimated from real-world experimental data as explained in Sec-
tion 2.2. Note that in simulations we artificially distort the measurements
with respect to the distortion model that corresponds to the preview length
(i.e. to the distance between the turbine and the measurement location).
Namely, in simulations with K d

h and K p
h the measurements are distorted

with respect to (3), (5) with ω t = 3.8 and kn = 3 $ 10−2. In simula-
tions with K d

0 , which uses the local measurements, the distortion is with
respect to Mt = 1 and Mn = 3$ 10−2.

As before, we run simulations on 10 different time series, each one
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minute long. The average outcome of these simulations is presented in
Table 2 and the time series of one of the simulations are presented in
Figure 7.

Comparing the behavior of K d
0 and K d

h we see that, despite of the
additional distortion associated with distant sensing, the use of preview
is still beneficial. Note, however, that the decrease in the tower bending
moment due to the use of preview is only 8.2%. This is substantially
lower than the 31% that could be obtained in the previous subsection
with perfect measurements.

Finally, the results obtained from the simulations with K p
h deserve a

separate discussion. These results demonstrate that accounting for mea-
surement distortion at the stage of controller synthesis is crucial for ob-
taining an adequate system behavior. Indeed, we see that K p

h , which was
obtained ignoring the distortion, is outperformed not only by K d

h but also
by K d

0 . This suggests that in some situations not using preview might be
better than using it without accounting for the distortion. Note, however,
that the results still indicate that, in the considered example, having dis-
torted previewed measurements might be advantageous if the distortion
is taken into account.

4.3 Effects of measurement distortion on the achievable
performance and the required preview length

Results from the previous subsection motivate further analysis of the rela-
tion between measurement distortion characteristics and different aspects
of preview control. As a first step, we assume unlimited preview length,
and plot the achievable performance as a function of the distortion model
parameters, ω t and kn, see Figure 8. As expected, the performance mono-
tonically improves with decreasing kn and increasing wt. Also note that
its normalized value approaches a value of approximately 0.4, which is
consistent with Figure 4. The rapid deterioration in performance as ω t de-
creases from 3 to 1 rad/sec can be related to the natural frequency of the
tower, located at 2 rad/sec. Once ω t decreases below this value, the fre-
quencies responsible for tower excitation are filtered out of the measured
signal Vm, which makes feedforward control based on these measurements
irrelevant.

Another natural question is how the required preview length is af-
fected by the distortion characteristics. Figure 9 shows the preview length
required to attain 90% of all possible performance improvement as a func-
tion of ω t and kn. It shows that a longer preview is needed to cope with
an increase in the sensor noise intensity. The same is true for a decrease
in bandwidth ω t, but only up to a certain frequency after which there
is a sharp decrease in the required preview length. The decrease starts
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Figure 8. Normalized performance that can be achieved with unlimited
preview as a function of the distortion parameters. As expected, the per-
formance monotonically improves with decreasing kn and increasing wt.

around 1−2 rad/sec, indicating that there is less to be done once frequen-
cies related to the system dynamics are filtered out of the measurement.

5. Preview from upwind turbines

So far, we have assumed that (possibly distorted) previewed effective wind
speed measurements are available, but have said nothing about how to
obtain them. One possibility would be to measure the wind field ahead of
the turbine using LIDAR and estimate the effective wind speed from this
data.

In wind farms, there is yet another possibility: upwind turbines could
be used as sensors for their downwind neighbors. If successful, this option
would offer several benefits. First, it is cheap since it does not require
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Figure 9. The preview length required to attain 90% of all possible per-
formance improvement as a function of the distortion parameters. We see
that a longer preview is needed to cope with an increase in the measure-
ment noise intensity. The same is true for a decrease in the bandwidth ω t,
but only up to a certain frequency after which there is a sharp decrease
in the required preview length.

additional hardware. Second, by definition the effective wind speed is
best estimated via a turbine.

To assess the potential of using upwind turbine measurements for
preview control, we identify the corresponding measurement distortion
model Mn and Mt based on real wind turbine data collected from OWEZ
wind farm. The data was collected from two neighboring turbines. During
the data collection the mean wind speed was 10 m/s and the mean wind
direction was from one turbine to the other. For more information on the
data set, see [Knudsen et al., 2011] where it is described in detail.

Effective wind speeds at both turbines were estimated from the data
as described in [Knudsen et al., 2011] and used as inputs to the iden-
tification procedure. To be consistent with earlier notations, the effec-
tive wind speeds at the upwind and downwind turbines are denoted Vm
and Vi, respectively. See Figure 3. The relation between the signals is
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Vm = MtV +Mnn = MteshVi+Mnn, where h is the delay and n is a white
noise process, independent of V . The delay was estimated using covari-
ance estimates and prewhitening [Ljung, 1999]. This resulted in a delay
estimate of 60 sec, which is slightly smaller than the time it would take
to travel between the turbines at mean wind speed. After setting h = 60
s, a prediction error method was used to fit Mt and Mn to a Box Jenkins
model structure, [Box and Jenkins, 1976]. This resulted in a bandwidth
for Mt of ω t = 0.015, which is far below the 2 rad/sec needed to obtain
a significant performance improvement. This shows that, effective wind
speed estimates from a single upwind turbine are not useful for reducing
tower oscillations, at least not for the wind conditions during the data
collection. Indeed, substituting the identified Mt and Mn into the solution
of OP yielded only an improvement of 0.8% in terms of the performance
index.

Although the outcome of this section is negative, it provides us with
insights for future research. The results suggest that in order to benefit
from preview, effective wind speeds must be based on measurements close
to the turbine. Note that, measuring closer to the turbine is feasible in
terms of preview length, since the amount of preview needed is only a
number of seconds.

6. Concluding remarks

In this paper, we considered the possibility of using previewed wind
speed measurements for damping tower oscillations. Recent results on
continuous-time H2 preview control were used in order to develop a con-
venient framework for the analysis of the problem and for controller syn-
thesis. The resulting controller performance was demonstrated by means
of simulations based on the nonlinear NREL 5 MW turbine model de-
scribed in [Jonkman et al., 2009], [Grunnet et al., 2010] and wind speeds
obtained from real-world measurements.

We showed that in case of perfect measurements, a 31% improvement
in terms of the damage equivalent load can be achieved due to availabil-
ity of 1.3 sec preview. However, the benefit of using preview decreases in
presence of measurement distortion. As expected, we saw that previewed
measurements are useful only if their bandwidth exceeds the natural fre-
quency of the tower. We also realized that, although the required length
of preview grows due to the presence of measurement distortions, it does
not exceed 5 sec for a reasonable range of distortion parameter values.

It is worth emphasizing that in the proposed control methodology, the
model of the measurement distortion is naturally incorporated in the prob-
lem formulation. In other words, the distortion is explicitly taken into ac-
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count during the controller synthesis. As demonstarted in Section 4, this
is important for obtaining adequate controller behavior. In particular, we
showed that in some cases it might be better not to use previewed in-
formation rather than using it without appropriately accounting for the
distortion.
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