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ABSTRACT 

This dissertation focus on the atomic-scale characterization of the surface properties 
and electronic structure of III–V semiconductor nanowires (NWs). Since the early 
2000s, the fabrication and characterization of III–V NWs has been a very significant 
topic within material science due to their potential for applications in lighting, 
energy harvesting, and electronics. A prominent feature of the NW geometry is the 
ability to form heterostructures—both radially and axially—for shaping the 
electronic landscape in the NW. The heterostructures can consist of variations in the 
crystal structure, material composition, or a combination of the two. A pre-requisite 
for the fabrication of advanced heterostructures in NWs is an intricate knowledge 
concerning the atomic-scale surface properties as well as the material and crystal 
structure dependent electronic properties. However, little is known about the surface 
properties of III–V NWs and how the electronic structure behaves at the 
heterostructure interface at the atomic level. 

In this dissertation I describe the work on the electronic properties of crystal 
structure heterojunctions in GaAs and InAs NWs, down to the atomic bilayer level. 
Scanning tunneling microscopy and spectroscopy (STM/S) was used to probe the 
surface structure and electronic properties of NW surfaces with atomic resolution. 
Also, the effects of material overgrowth on GaAs and InAs NW surfaces was studied 
at the atomic scale. The studies allowed for the identification of nucleation sites, 
incorporation processes, and growth modes. Furthermore, quantum-size effects 
have been investigated within crystal phase structures in NWs. 

Due to the large surface–to–volume ratio of nanostructures, the optical and 
electronic performance of NW devices is often impeded by surface defects. The 
quantity, origin and individual influence of such defects is unknown. I have used 
atomic-scale STM imaging of externally biased NW devices operando, as well as 
x-ray photoelectron spectroscopy (XPS) measurements, to investigate how surface 
oxides and atomic-scale defects affect the conductivity of NWs. 
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POPULÄRVETENSKAPLIG SAMMANFATTNIG 

Sedan mitten på 1900 talet har halvledarmaterial revolutionerat hur vi ser på världen 
genom uppfinningar som det har gett upphov till, såsom datorer, solceller, och 
lysdioder. Det är möjligheten att kunna styra halvledarens förmåga att leda 
ström—mellan att vara nästan metallisk till att vara isolerande—som gör den 
användbar för tillämpningar inom elektronik. Under de senaste decennierna har 
elektroniska applikationer såsom datorer gått från att knappt få plats i ett rum till att 
lätt rymmas i en byxficka. Samtidigt har datorers processorkraft och effektiviteten 
ökat tusenfaldigt. Grunden till detta ligger i huvudsak i en miniatyrisering av 
halvledarkomponenter, till exempel transistorer, som gått från att vara 
centimeterstora till att rymmas inom några tiotals nanometer. En nanometer är en 
miljarddels meter. För att sätta dimensionerna i perspektiv: om en meter likställdes 
jordens omkrets, så skulle en nanometer ungefär motsvara längden på en 
tändsticksask (4 cm). 

Att tillverka och studera objekt på nano-skalan kallas för nanoteknik. Nanoteknik 
används idag inom många områden såsom medicin, biologi, och fysik. Inom fysiken 
är nanoteknik viktig för tillverkning av till exempel transistorer, solceller och 
lysdioder. Tillverkning av sådana halvledarkomponenter bygger ofta på att man 
kombinerar material med olika elektroniska egenskaper. Genom att bygga (växa) 
och kombinera dessa material i lager på lager kan man skräddarsy komponentens 
egenskaper till att passa för diverse applikationer. Traditionellt sett har storskalig 
framställningen av sådan lager-på-lager-växt varit begränsad till att bara kunna 
växas i två dimensioner (2D). Ett stort problem med 2D-växt är att många 
materialtyper inte går att kombinera med varandra för att deras 
kristallstrukturer—det atomära mönstret i ett materialet—inte passar med varandra. 
Detta kan likställas med att försöka kombinera bitar av LEGO och Duplo med 
varandra.  

I Lund har man de senaste åren experimenterat med att framställa en form av 
endimensionella halvledarstrukturer som kallas för nanotrådar. Nanotrådarna är 
stavformade strukturer med diametrar på nano-skalan och längder motsvarande 
tusentals nanometer. Nanotrådarnas små diametrar gör det möjligt att kombinera 
material trotts att deras kristallstrukturer inte passar med varandra. Detta öppnar upp 
enorma möjligheter för att bygga nya elektroniska komponenter med unika eller 
förbättrade egenskaper. En annan fördel med nanotrådarna är att man kan 
kombinera material på fler sätt än i 2D-växt: både längs med nanotråden men även 
i lager på lager som skal runt trådarna. Ytterligare en unik fördel med nanotrådar är 
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att det går att medvetet ändra kristallstrukturen i dem utan att faktiskt byta material, 
vilket liksom materialkombinationer kan styra nanotrådens egenskaper.  

Fördelen med att bara kombinera kristallstrukturer istället för material är att 
ytskiktet där två olika material möts ofta har defekter som påverkar komponenten 
negativt. Sådana defekter uppkommer inte då bara kristallstrukturen ändras. Att till 
viss del ersätta traditionella materialkombinationer med kristallstrukturs-
förändringar skulle således kunna förbättra elektroniska och optiska komponenter 
avsevärt. En förutsättning för detta är dock att kristallstrukturernas elektroniska och 
optiska egenskaperna är välkända, t.ex. hur snabbt och effektivt dom leder ström 
och vilka typer av ljus dom kan absorbera och emittera. Då vissa av 
kristallstrukturerna bara existerar i nanotrådar är de relativt svåra att studera med de 
metoder som traditionellt använts för 2D-material. Detta har resulterat i att många 
av de optiska och elektroniska egenskaperna är okända för dessa kristallstrukturer.  

Således är inte nanotrådarnas optiska och elektroniska egenskaper fullt så bra som 
dom teoretiskt skulle kunna vara. En konsekvens av att bygga komponenter på nano-
skalan är att andelen atomer som sitter på ytan av en struktur, jämfört med inuti, blir 
stor. Detta gör att en nanotråds optiska och elektroniska egenskaper helt kan bero 
på ytans egenskaper; till exempel om det sitter extra atomer ovanpå ytan eller fattas 
atomer i ytlagret. Hur dessa typer av defekter påverkar nanotrådarna är dock okänt. 
För att nanotrådar skall kunna uppnå sin fulla potential är det därför väldigt viktigt 
att ta fram lämpliga metoder för att kunna korrelera nanotrådarnas optiska och 
elektroniska egenskaper ner till den enskilda atomen. 

I den här avhandlingen har jag använt mig av Sveptunnelmikroskopi och 
spektroskopi (STM/S) för att studera nanotrådsytor samt de elektroniska 
egenskaperna av olika kristallstrukturer. STM/S är en metod som gör det möjligt att 
studera ytor av material, samt deras elektroniska egenskaper, med upplösning bra 
nog till att kunna se enskilda atomer.  

Avhandlingen behandlar halvledarmaterial, i huvudsak galliumarsenik (GaAs) och 
indiumarsenik (InAs). Dessa material har flera fördelar jämfört med det traditionella 
halvledarmaterialet kisel (Si). Exempelvis så rör sig elektroner väldigt snabbt i dessa 
material vilket gör att de lämpar sig för höghastighetselektronik. De har också 
överlägsna egenskaper som gör dem lämpliga som lysdioder och solceller. Jag har 
undersökt hur ändringar i kristallstrukturen påverkar nanotrådarnas elektroniska 
egenskaper. Jag har även studerat hur material växer på nanotrådsytorna för bättre 
kunna kontrollera lager-på-lager-växt med atomär kontroll på nanotrådar. Studier 
gällande hur enskilda defekter på nanotrådsytorna påverkar dess elektroniska 
egenskaper har också utförts. Det som upptäckts är av intresse för både 
grundforskning såsom tillämpningar inom till exempel elektronik. 

 



 

v 

PREFACE AND LIST OF PUBLICATIONS 

This doctoral thesis presents my contribution to the atomic scale characterization of 
III–V semiconductor nanowires. Here, the techniques and methods used are 
explained. The underlying theory is presented as well as the results which have been 
published in scientific journals. The experimental work behind the publications has 
been performed at several locations and facilities including: Lund University, 
Sweden; MAX IV, Sweden; Center for Functional Nanomaterials, USA, University 
of Virginia, USA; and University of California Santa Barbara, USA. As per their 
focus, the publications included in this dissertation have been arranged in three sub-
categories: (I) surface characterization and modification, (II) characterization of 
heterostructure interfaces, and (III) characterization of nanowire devices operando. 
This dissertation is based on the following papers, which will be referred to in the 
text by their roman numerals.  

 

(I) SURFACE CHARACTERIZATION AND MODIFICATION 

 
Paper I—Atomic-Scale Surface Structure and Morphology of InAs 
Nanowire Crystal Superlattices: the Effect of Epitaxial Overgrowth 
J. V. Knutsson, S. Lehmann, M. Hjort, P. Reinke, E. Lundgren, K. A. Dick, R. 
Timm, and A. Mikkelsen 
ACS Applied Materials & Interfaces 7, 5748 (2015) 

STM was used to determine the atomic scale dynamics of radial shell growth of InAs zinc 
blende NWs with a twinning superlattice, consisting of {111}A- and {111}B-type facets. A 
timeline of the shell growth could be created by imaging along the intentionally tapered 
NWs, where a gradient in shell-growth progression was present along the NW growth axis. 
We determined that crystal phase twin defects, located at the interface of the {111}A and 
{111}B facets, predominantly act as the nucleation centers for the shell growth. Also, the 
growth was found to be propagated via a step-flow growth mechanism which worked 
significantly faster on the {111}A-type facets compared to the {111}B-type. Additionally, 
we found a previously unobserved reconstruction on the {111}B-type surfaces.  

I took a significant part in the planning of the experiment, the measurements, the 
data analysis, and the writing of the manuscript.  
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Paper II—Surface Morphology of Au-free Grown Nanowires After 
Native Oxide Removal 
M. Hjort, J. V. Knutsson, B. Mandl, K. Deppert, E. Lundgren, R. Timm, and A. 
Mikkelsen 
Nanoscale 7, 9998 (2015) 

STM was used to map the surface morphology and step density on InAs NWs grown without 
the use of an Au-particle. Imaging along several micrometers with monolayer height 
resolution over individual NWs showed a very low tapering of only 1.5 Å/μm, being below 
the detection limit of other techniques. We also find that a large number of crystal phase 
defects give rise to a unique surface morphology that has previously not been observed in 
other NW systems. Individual As-vacancies at the surface were probed using filled and 
empty state imaging. The effects of hydrogen cleaning—used to remove native surface 
oxides—on the surface morphology was investigated. We conclude that the treatment has a 
small effect on the surface morphology, only affecting the topmost surface layer.  

I took part in the planning of the experiment, the measurements, data analysis, and 
discussion about the manuscript. 

 
Paper III—Crystal Phase Selective Bi Incorporation in GaAs 
Nanowires 
J. V. Knutsson, N. Wilson, S. Lehmann, C. Palmström, K.A. Dick, R. Timm, and 
A. Mikkelsen. 
In manuscript 

In this paper, we present an atomic scale STM study on crystal phase dependent Bi-alloying 
in the topmost surface layer of GaAs NW side-wall facets. We find distinct differences in 
the Bi-formations on the Zb and wurtzite facets; on the zinc blende facets, the Bi is 
distributed stoichiometrically across the surface, whereas a short-range ordering is found on 
the wurtzite facets. The short-range ordering has a preference for forming atomic chains 
along the NW growth axis. STS investigation of the chains show signs of a size-dependent 
confinement of states for chains of different length. 

I took a significant part in the planning of the experiment, the measurements, and 
data analysis as well as manuscript preparation. 
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(II) CHARACTERIZATION OF HETEROSTRUCTURE JUNCTIONS 

 
Paper IV—Direct Imaging of Atomic Scale Structure and Electronic 
Properties of GaAs Wurtzite and Zinc Blende Nanowire Surfaces 
M. Hjort, S. Lehmann, J. V. Knutsson, R. Timm, D. Jacobsson, E. Lundgren, K. A. 
Dick, and, A. Mikkelsen 
Nano Letters 13, 4492 (2013) 

In this paper, we use STM/S to determine the bandgap energies and offsets between adjacent 
wurtzite and zinc blende crystal segments in GaAs NWs. The absolute values of the bulk 
band-properties of the wurtzite phase could be extracted by using the well-known bandgap 
of zinc blende as a reference and account for tip-induced band bending. 

I took part in the planning of the experiment, the measurements, data analysis, and 
discussion about the manuscript. 

 
Paper V—Electronic and Structural Differences Between Wurtzite and 
Zinc Blende InAs Nanowire Surfaces: Experiment and Theory 
M. Hjort, S. Lehmann, J. V. Knutsson, A. A. Zakharov, Y. A. Du, S. Sakong, R. 
Timm, G. Nylund, E. Lundgren, P. Kratzer, K. A. Dick, and A. Mikkelsen 
ACS Nano 8, 12346 (2014) 

The electronic and structural properties of bulk and surface were determined for adjacent 
wurtzite and zinc blende segments in InAs NWs using STM/S, low energy electron 
microscopy (LEEM), and photoemission electron microscopy (PEEM). In contrast to the 
theoretically predicted type II band alignment between wurtzite and zinc blende in InAs, we 
find a flat band alignment. We attribute the flat band alignment to Fermi level pinning at the 
surface as a result of the n-type defects in the NW, intrinsic to MOVPE growth. The results 
were compared with theoretical calculations based on ab initio methods. From the PEEM 
measurements, it was possible to extract the vacuum level of the wurtzite and zinc blende 
surfaces, respectively.  

I took part in the planning of the STM experiment, the STM measurements, STM 
data analysis, and discussion about the manuscript. 
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Paper VI—Electronic Structure Changes due to Crystal Phase 
Switching at the Atomic Scale Limit 
J. Knutsson, S. Lehmann, M. Hjort, E. Lundgren, K.A. Dick, R. Timm, and A. 
Mikkelsen 
ACS Nano 11, 10519 (2017) 

In this paper, we directly experimentally show that even for the smallest possible crystal 
phase change—a single atomic layer—the accompanying electronic structure change 
mimics that of the bulk crystal phases. We accomplish this by performing atomic level 
STM/S, operated at 5 K, on top of the sidewall surfaces of InAs NWs in the wurtzite phase 
with inclusions of monolayer thick zinc blende crystal segments. We show that the zinc 
blende electronic structure is localized within a single bilayer zinc blende segment such that 
an atomically sharp quantum well with confined states is formed. We also demonstrate the 
presence of de-localized surface states extending all over the NW facets; the surface states 
were not affected by the presence of singly bilayer zinc blende segments.  

I took a significant part in the planning of the experiment, the measurements, the 
data analysis, and the writing of the manuscript.  

 

(III) CHARACTERIZATION OF NANOWIRE DEVICES OPERANDO 

 
Paper VII—Electrical and Surface Properties of InAs/InSb Nanowires 
Cleaned by Atomic Hydrogen 
J.L. Webb, J. V. Knutsson, M. Hjort, S. Ghalamestani, K. A. Dick, R. Timm, and 
A. Mikkelsen 
Nano Letters 8, 4865 (2015) 

This paper describes the procedure to use atomic hydrogen to remove native surface oxides 
of III–V NW surfaces, and how it affects the NW electronic properties. We use XPS and 
STM to demonstrate that the surface oxide can be removed from both InSb and InAs of 
heterostructure NWs by annealing to 380°C with a chamber pressure of atomic hydrogen of 
10-6 mbar. In-vacuum electrical measurements on individual InAs/InSb heterostructure NWs 
reveal an increase of 2 orders of magnitude in the electrical conductance of the NWs when 
the surface oxide is removed. We attribute the increase in electrical conductivity to improved 
metal-semiconductor contacts as well as a reduction in surface states. 

I took part in the experiments performed on the NWs and NW devices, the data 
analysis, and discussion about the manuscript. 
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Paper VIII—Imaging Atomic Scale Dynamics on III–V Nanowire 
Surfaces During Electrical Operation 
J.L. Webb, J. V. Knutsson, M. Hjort, S.R. McKibbin, S. Lehmann, K. A. Dick, R. 
Timm, and A. Mikkelsen 
Scientific Reports 7, 12790 (2017) 

Here we report on the first demonstration of atomic-scale STM imaging on the surfaces of 
individual nanowire devices during electrical operation. Structural and potential mapping of 
the surfaces of GaAs and InAs nanowire surfaces reveal a self-healing effect while under 
the influence by an external potential, such that single atomic defects are removed and the 
morphology smoothed at the monolayer level. We also determine how local surface defects 
and changes in crystal structure affect the externally applied potential across the nanowires.  

I took part in the experiments performed on the NWs and NW devices, the data 
analysis, and discussion about the manuscript. 

 

PAPERS NOT INCLUDED IN THIS THESIS 

I also contributed to the following papers, which are outside the scope of this thesis: 
 
Paper IX—Band Bending at the Heterointerface of GaAs/InAs 
Core/Shell Nanowires Monitored by Synchrotron X-ray Photoelectron 
Spectroscopy 
B. Khanbabaee’, G. Bussone, J. V. Knutsson, I. Geijselaers, C. E. Pryor, T. Rieger, 
N. Demarina, D. Grützmacher, M. I. Lepsa, R. Timm, and U. Pietsch 
Journal of Applied Physics 120, 145703 (2016) 
 
 
Paper X—Self-cleaning and Surface Chemical Reactions During HfO2 
Atomic Layer Deposition on InAs 
R. Timm, A. Head, S. Yngman, J. V. Knutsson, Martin Hjort, S.R. McKibbin, A. 
Troian, O. Persson, S. Urpelainen, J. Knudsen, J. Schnadt, and A. Mikkelsen 
Submitted to Nature Communications (2017) 
 





 

xi 

ACKNOWLEDGEMENTS 

There are a large number of people that have contributed to the work behind this 
thesis, and I would like to extend a general appreciation towards all my co-workers 
for being riendly, ngaging, ooperative, arnest, and upportive. With that being 
said, I would like to extend a few personal courtesies as well.  

First of all, I would like to thank my main supervisors Anders Mikkelsen who have 
always found time for me. I appreciate that you have put up with my many 
questions, unrealistic deadlines, and for introducing me to the period. I also 
appreciate that you have entrusted your lab-toys to me, and for allowing me to, in 
an experimental fashion, realize that the beam shutter is an important function of a 
hydrogen gun. I admire you for your ability to find something useful from the most 
unsuccessful experiments. It has been a pleasure to do my Ph.D. studies under your 
supervision, and I could not have wished for a better supervisor.  

I would also like to show gratitude towards my co-supervisor Rainer Timm, one of 
the friendliest persons I have met, and probably the best proof-reader in the world. 
I have appreciated our many discussions regarding TIBB and STS interpretation. 

None of the work behind this thesis would have been possible without my partners 
in crime down in the STM labs. Martin Hjort, Sofie Yngman, Olof Persson, Milena 
Moreira, Andrea Troian, Jim Webb, and Sarah McKibbin, I thank you all for helping 
me out and providing a nice atmosphere that has resulted in many interesting results. 
I especially recognize Martin Hjort for teaching me all there is to know about the 
black magic behind STM measurements. He also deserves to be acknowledged for 
introducing me and my computer to Sabrina, Tom, Gordon, and many others, all 
who have supported me during long days and late nights in the lab.  

The whole research group of Kimberly Dick Thelander is acknowledged for 
providing me with crystal structure engineered nanowires of unprecedented quality. 
In this regard, I would like to extend special thanks to Sebastian Lehmann for our 
lively conversations and his uncanny ability to grow nanowires with perfect crystal 
purity. 

My collaborators at Brookhaven National Laboratory, Percy Zahl and Peter Sutter, 
are acknowledged. It has always been a pleasure to visit you; the prices in your 
cantina are commendable.  

My collaborators at University of California in Santa Barbara, Nate Willson, Elliot 
Young, Shouvik Chatterjee and Chris Palmstrøm, are acknowledged. Nate, I would 



 

xii 

like to express my gratitude for your indispensable help in the lab, at any time and 
day. 

I would also like to acknowledge the research group of Petra Reinke at the 
University of Virginia for our collaborative work.  

I acknowledge Behnam Khanbabaee and Genziana Bussone as well as Jan Knudsen, 
Ashley Head, and Joachim Schnadt for our fruitful collaboration at the MAX IV 
laboratory. In this regard, I would also like to express my appreciation towards 
Karina Thånell and Karsten Handrup for keeping the I331 beamline in excellent 
shape. 

As I have learned, maintaining a Ph.D. position requires a great deal of paperwork 
and bureaucracy. I sincerely thank Patrik Wirgin and Anne Petersson Jungbeck for 
guiding me through all that. Patrik, I have appreciated our many discussions about 
highs and lows. I would like you to know that a lunch table without you is a less 
interesting lunch table. Keep it spinning.  

Per Westlings Minnesfond and Admire Research School are acknowledged for 
financial support as well as for providing many opportunities for meeting new 
friends and collaborators.  

I would like to thank Edvin for hosting the annual kick-off and his enthusiasm for 
bananas. He is also acknowledged for his trust in my manuscript-preparation skills.  

Sean Harrington and Jay Logan, I have appreciated our many fruitful discussions 
during conferences and research visits.  

To Niclas Johansson and Lisa Rullik, your friendship has been appreciated. A 
special thanks go to Smisklas for allowing people with higher charisma to do the 
talking in important situations.  

Martin Hjort, Erik Mårsell, Filip Lenrick, and Daniel Jacobsson are acknowledged 
for their enthusiastic sharing of disgusting beer, epic pizza roulette fails, and general 
silliness. In this regard, I have to give special thanks to Martin and Erik for their 
resilient, almost intrusive, need to share beverages in the late early evenings, as well 
as for sharing my fascination of the f-word and activities involving ginger. 

I extend my appreciation towards Sanna Hammarberg for being an excellent 
officemate and for her encouraging conversations.  

Olof Persson and Sarah Blomberg are acknowledged for being inspirational office 
neighbors. Olof deserves a special appreciation for putting up a fair fight in our 
Pretzel contest.  

Elin Grånäs and Andreas Schaefer, you have both, although rarely at the same time, 
contributed to the characteristic s-ljus spirit. It has not been quite the same since you 
left. 



 

xiii 

PO Zetterberg and the people behind the Physics and Laser Show deserve my 
gratitude for providing many laughs and teaching me about the importance of a safe 
laboratory environment. My time at Lund University has been infinitely more 
enjoyable because of you. A special thank goes to Johan “Dr. Z” Zetterberg for his 
friendship and support as well as the informative demonstrations on the importance 
of size and dimensions. Moreover, to Odd, we always hoped for your return to make 
the group hole again, it was not quite the same without you. 

Unn “var e domkyrkan” Dahlén, Cissi “the cyborg” Jönsson, and Odd Hole, I thank 
you for not letting first impressions decide the outcome of friendships.  

I thank Jarle Kalberg, Niclas Johansson, Robin Swärd, and Odd Hole for their jolly 
cooperation in times of distress. Special thanks are extended to Jarle who have 
impacted my life in many ways, including the “Jarlehål,” “Jarleroten,” 
“Jarleposen,” and you even have your own “Jarlerum” in my house. Your 
knowledge about all things 4 cm have also been indispensable for the completion of 
this dissertation. You and Odd are also recognized for our many inspirational visits 
to kaavhuset. 

Freddie Holmgren is acknowledged for having his hat.  

I would also like to thank my “Kennelmammor” for giving me the opportunity to 
refurbish my house, as well as allowing me to leave the “Jägarlöken” earlier than 
what is appropriate. 

I express gratitude towards my family for their unconditional support. Mom and 
Dad, I cannot thank you enough. I always have the three words in the back of my 
mind. A special appreciation goes to Lillfjompan for her generous sharing of sweets 
and for always being able to provide new perspectives to my life.  

Agneta, I will never forget our taco-evening.   

To Monka: Tack. 

I thank Arne and Astrid Stenvall for taking the time to do all the things we could 
not find the time for; the “silverväska” is much appreciated. 

Special thanks to Arne and Arne for extending the lifespan of Ran. Ran you are the 
source of many good memories and are sorely missed. Your Eigen frequency will 
for always resonate with the Swedish House Mafia. 

Finally, I would like to extend my most profound gratitude to Anna Stenvall for her 
diode-like appreciation for our playtesting, Caipirinha-evenings, “grejor,” tasty 
food, and silly jokes. You have always supported me, even when I run out of 
minerals. I also express thanks to my daughter Alva, for teaching me to function 
with minimal sleep; that ability has been very convenient these last few weeks. 

 





 

xv 

ABBREVIATIONS AND SYMBOLS 

 

1D, 2D, 3D One-, two-, and three-dimensional 

(hkl) Miller index notation for a specific plane 

{hkl} A family of equivalent plane 

[hkl] A specific direction 

hkl  family of equivalent directions 

{111}A Group III terminated {111} surface in Zb crystal 

{111}B Group V terminated { 1 1 1} surface in Zb crystal 

III–V Compound comprised of one group III-element and one group 
V-element in the periodic table. 

CB Conduction band 

CITS Current-imaging tunneling spectroscopy 

CP Close proximity 

DOS Density of states 

EF Fermi energy 

Eg Bandgap 

FIB Focused-ion-beam 

IDOS Integrated density of states 

Iset Setpoint tunnel current 

LDOS Local density of states 

LED Light-emitting diode 

MBE Molecular beam epitaxy 

MOVPE Metal-organic vapor phase epitaxy 

NW Nanowire 

QD Quantum dot 



 

xvi 

QW Quantum well 

STM Scanning tunneling microscopy 

STS Scanning tunneling spectroscopy 

SEM Scanning electron microscopy 

TIBB Tip-induced band bending 

TEM Transmission electron microscopy 

TPS/TSL Twinplane superlattice 

VT Sample bias for STM imaging 

Uset Setpoint bias for STS. 

Uext Externally applied bias in NW devices. 

UHV Ultra high vacuum 

VB Valence band 

Wz Wurtzite 

XPS X-ray photoelectron spectroscopy 

Zb Zinc blende 

z Tip–sample separation 

 



 

1 

1 INTRODUCTION 

The advent of semiconductor physics in the early 19th century ignited a 
technological revolution which ultimately would result in the realization of 
electronics components which are vital for modern day computers, solar cells and 
light emitting diodes (LEDs). The technological leaps that have occurred during the 
last few decades come as a result of improved semiconductor technology and in the 
case of computers, the downscaling of transistors to the nano-regime.  

A promising type of nanostructure for energy harvesting, light emission, and 
electronics are III–V semiconductor nanowires (NWs). NWs are self-assembled 
nano-shaped crystalline rods with diameters commonly measured in tens of 
nanometers and lengths measured in micrometers. The so-called III–V 
semiconductors consist of materials from group III (e.g., In and Ga) and V (e.g., As, 
and P) of the periodic system. Most of the III–V materials have advantages to the 
more conventional semiconductor material, Si, such as direct bandgaps, a higher 
charge mobility, and tunable bandgap sizes. These properties make III–V materials 
optimal for high-performance electronics [1-6], photonics [7-10], and energy 
harvesting [10-14]. Recent progress towards combining III–V NWs with existing 
Si-technology—and also the small amounts of material needed for NW growth—
allows for cheaper manufacturing costs relative to the conventional planar 
geometries [15, 16]. 

A fundamental property of a semiconductor is the ability to locally control the 
electronic properties and conductivity via for instance material heterostructures and 
doping. The 1D nature of NWs allows for additional dimensions when constructing 
heterostructures; junctions can be formed both axially, along with the growth axis, 
and radially, perpendicular to the growth axis, providing new degrees of freedom 
for controlling and designing the electronic landscape of semiconductor devices [17, 
18]. 

NWs also provide a unique ability to control the electronic structure via so-called 
crystal phase engineering [19]. Instead of, as traditionally, varying the material 
composition to achieve the desired electronic properties, the crystal structure can be 
changed instead. In contrast to most III–V bulk materials, NWs can be grown in 
both the cubic zinc blende (Zb) as well as the hexagonal wurtzite (Wz) crystal 
structure, which are predicted to have different bandgaps [20]. The advantage of 
crystal phase heterostructures over traditional material junctions is the ability to 
achieve perfectly atomic sharp interfaces, something which is intrinsically difficult 
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with material junctions [21]. The quality of the heterostructure interfaces is of 
fundamental importance for the performance of semiconductor devices. Also, 
unintentional crystal phase mixing is reported to have detrimental effects on the 
device performance, and atomic level control and characterization of crystal phase 
interfaces are thus fundamental for the function of NW devices [22, 23].  

As a consequence of the nano-scale dimensions and rod-shaped geometry, NWs 
have an inherently large surface-to-bulk ratio, making NW devices much more 
sensitive to surface effects compared to larger-scale components. In fact, the 
electronic and optical properties of NWs are greatly influenced—and in some cases 
dominated by [24, 25]—the surface morphology [26-28], surface defects [29-34], 
and surface states of the NW side facets. Also, the surface morphology and atomic 
structure play an important role in the controlled growth of radial heterostructures 
(i.e., core–shell NWs), quantum dots (QDs), and quantum wells (QWs). These 
issues are further complicated since the morphology and types of defects may vary 
depending on the crystal structures and facet types of the NWs [35-38]. 
Characterization of surface effects—their nature, and origin—thus play a crucial 
role in determining and manipulating the NW properties. Despite this, the 
correlation between electronic, morphologic, and structural properties of III–V NW 
surfaces is poorly understood. This issue stems from the difficulty of differentiating 
between the surface and bulk contributions to the electronic properties, as well as 
the chemical composition, of NWs with methods conventionally used for 
nanometer-scale characterization such as contact-electrical measurements, 
transmission electron microscopy (TEM), and photoluminescence (PL) 
measurements. On the other hand, standardized surface characterization tools such 
as the scanning tunneling microscope (STM) and scanning tunneling spectroscopy 
(STS)—which in combination are capable of atomic-scale characterization of 
morphologic and electronic structure—are traditionally limited to extremely flat 
samples, with roughness on the Å-scale. To image NW structures with diameters of 
tens or hundreds of nanometers is challenging. 

The primary goal of my work has been to characterize surfaces of III–V NWs with 
the purpose to correlate electronic, morphologic, and structural properties, both on 
the micrometer-scale as well as on the atomic level. To this end, I have studied 
electronic properties of crystal phase interfaces as well as complex NW surfaces and 
how they can be overgrown and modified. The bulk of my work has focused on the 
GaAs and InAs material systems. The chemical composition of NW surfaces was 
studied using x-ray photoelectron spectroscopy (XPS), which is capable of detecting 
elements and chemical compounds with high precision and for large sample sizes. 

This dissertation consists of two main parts: an initial introductory section 
containing several chapters, each debating a topic relevant to the work behind this 
dissertation. The second part is constituted by a collection of papers that are the 
result of that work. The chaptered section is built up as follows:  
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In chapter 2, an introduction to the STM, the main experimental method used for 
the work behind this dissertation, is provided. This includes basic theory, image 
interpretation as well as optimal settings for imaging III–V NWs. I will also discuss 
how to prepare tips suitable for imaging on NWs. 

In chapter 3 an introduction to STS is provided, a method that was used for several 
papers included in this dissertation. Different modes of operation as well as data 
treatment and interpretation are debated. Effects of sample temperature, surface 
defects, and tip-induced band bending are also discussed. 

In chapter 4, the surface characterization of the chemical composition of III–V 
NWs via XPS is discussed. The method was used mainly for Paper VII. A brief 
background on theory and experiment, as well as data treatment and interpretation, 
is provided.  

In chapter 5 an introduction to III–V NWs, their growth, and morphology, is 
provided. The growth and characterization of heterostructures—formed by either 
material or crystal structure junctions—are discussed down to the atomic level. 
Similarly, the electronic properties of different crystal phases, as well as quantum 
confinement within crystal phase QDs and QWs, are discussed.  

In chapter 6, the atomic level surface characteristics of the NW facets, both 
structural and electronic, are discussed.  

In chapter 7, sample preparation, in terms of NW transfer and native oxide removal, 
is discussed. The chapter also deals with NW surface modification in the form of 
Bi-incorporation in GaAs NWs for altering the local electronic properties in the 
surface region.  

In chapter 8, means for atomically resolved operando STM/S measurements of 
externally biased NWs are discussed. The chapter also includes a discussion on 
electromigration, an effect where adatoms “diffuse” along the potential gradient on 
the surfaces of externally biased NWs.  

In chapter 9, the work is summarized in the context of the available literature and 
describes some possible routes for future NW surface science studies. 
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2 SCANNING TUNNELING MICROSCOPY 

This chapter deals with an introduction to the STM, including theory and image 
interpretation as well as tip preparation and instrumental settings. A sub-section 
including the particulars of STM imaging of NW structures is also provided. STM 
experiments have been an integral part of my work; in fact, all the publications that 
are included in this dissertation have relied on structural or electronic information 
to be provided by STM.  

The STM is an experimental tool which allows for surface mapping of the physical 
and electronic structure of surfaces with atomic resolution. It was invented in 1982 
by Binnig and Rohrer in collaboration with Gerber and Weibel [39-41]. It is based 
on the quantum mechanical tunneling effect: a phenomenon which allows electrons 
to pass (tunnel) through potential barriers without having sufficient energy to 
overcome them classically. The STM allows for real space imaging of topographic 
and electronic properties of conducting or semiconducting surfaces with atomic 
resolution. The method has, since its invention, revolutionized the field of surface 
science.  

In STM, an atomically sharp metal tip is attached to a piezo drive and brought close, 
typically within 10 Å, to a conductive surface, see Figure 2.1. Upon applying a bias, 
VT, between tip and sample a tunneling current, IT, with typical magnitudes in the 
range of pA–nA, will flow between them. The magnitude of the tunneling current 
has been shown to decrease exponentially with the tip–sample separation, z, [40]:  

 (2.1) 

where  is the inverse electron decay rate: 

 (2.2) 

where m is the electron mass,  is Planck’s constant, and  is the effective local 
work function, which in turn depends on the sample bias, VT. The exponential decay 
of the tunneling probability with respect to z ensures a sub-Å vertical resolution in 
the STM. A very high lateral resolution can be obtained since the majority of the 
tunneling current will flow between the outermost atom of the tip and the closest 
atom of the surface. 
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Figure 2.1 A schematic representation of an STM setup. The size of the objects is not to scale. The tip 
movement in the x-, y-, and z-directions is controlled via piezoelectric elements (P). For a given 
setpoint voltage (VT) the tunneling current (IT) is kept constant by varying the tip-sample separation 
(z), which in turn is controlled by the bias (VP) applied to the z-element (Pz). The resulting changes in 
tip-height (dashed line) are recorded to form an image of the surface topography. Irregularities in the 
surface potential (A) will give rise to variations in the tip height (B). The shape of the tip will influence 
the recorded topography; similar geometric shapes may appear different depending on their relative 
orientation to the tip, (C) and (D). Image inspired by the work of Olof Persson, who deserves “fat 
stacks of credit.” 

By raster scanning the tip over the sample surface and monitoring the current, an 
image of the surface can be created. In general, a constant current mode is used in 
which a feedback loop, controlling the tip height, keeps the tunneling current 
constant during scanning. Both the tunneling current and tip-sample voltage are kept 
constant in this imaging mode and are referred to as the setpoint current (Iset) and 
setpoint voltage (VT), respectively. The relative tip height is recorded for each 
spatial position and used to form an image. The image contrast is based on 
topographic as well as electronic features of the surface. This duality can make 
interpretation of images somewhat challenging, but can also provide valuable 
information. A sound understanding of the tunneling process is required to 
distinguish between the two sources of contrast. In general, topography tends to be 
the dominating contrast mechanism for images with large height variations whereas 
electronic structure is dominating for flat surfaces. 
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2.1 Theory 

Classically, electrons cannot pass through a potential barrier unless sufficient energy 
is provided. Quantum mechanics, on the other hand, allows for the electron to be 
viewed as a wave function—having a distribution in space—which may propagate 
through sufficiently thin barriers. For two adjacent material systems, separated by a 
vacuum, such as an STM tip and the investigated sample, the vacuum will act as a 
potential barrier, preventing electrons from being exchanged between the systems. 
However, for systems separated by sufficiently small distances, the wave functions 
of electronic states at the system surfaces may overlap. The overlap will result in a 
non-zero interaction probability of the tip and sample states such that electrons can 
be transferred from one system to the other. This process is referred to as tunneling 
and is the fundamental phenomena upon which STM is based. 

As stated by Fermi’s golden rule, the probability, T, of an electron to tunnel between 
tip and sample can be expressed as:  

 (2.3) 

where the -function state that the tunneling probability between the intitial (Ei) and 
final state (Ef) is non-zero only for electronic states of the same energy. Mi,f is the 
tunneling matrix element between the initial and final state. By adopting Bardeens’ 
theory of tunneling [42, 43], the tunneling matrix can be approximated; it assumes 
that electron-electron interaction is ignored, and that tip and sample have an 
independent and constant occupation probability. As shown below, the matrix 
element can be described as an integral over an arbitrary surface, S, located in the 
region between tip and sample:  

 (2.4) 

where i and f are the wave functions of the initial and final states respectively (i.e., 
tip and sample states), i

* is the complex conjucate of the intitial state wave function, 
and m is the electronic mass.  

Using Bardeen’s expression for the tunneling matrix, Tersoff and Hamann described 
the tunneling current using first-order perturbation theory [44]:  

 (2.5) 

where f(E) is the Fermi distribution function. The equation implies that tunneling 
only occurs from occupied to empty electronic states. However, in most cases the 
wave functions i and f, needed to calculate Mi,f, are not known. To estimate the 
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Figure 2.2 Illustration of the flow of the tunneling electrons depend on the polarity of the applied 
sample bias VT. Conduction band (CB), valenca band (VB), and Fermi level EF are marked in the 
figure. 

tunneling current several assumptions must be made; an “ideal” tip is conventionally 
described as having a low temperature, a spherical tip apex—being geometrically 
and electronically isotropic—and that an s-like wave function is dominating the 
tunneling current. By these assumptions Tersoff and Hamann showed that the 
tunneling current is proportional to the integrated density of states (IDOS) in an 
energy interval between the Fermi level, EF, and EF+eVT at a position ro of the tip 
[45]: 

 (2.6) 

where t is the local density of states (LDOS) of the tip apex and s,loc is the LDOS 
of the sample at a position r and energy E. 

2.2 Image contrast 

For images obtained on flat surfaces using a constant current mode, the main 
contrast mechanism is local variations in the LDOS of the sample. A larger number 
of states will result in an increased tunneling current and thus show up as a brighter 
area in the STM image and vice versa for dark areas. As shown in equation (2.6), 
only states in the energy range of EF+eVT contribute to the tunneling, inferring that 
filled and empty states are imaged separately depending on the polarity of the 
applied bias, VT, as illustrated in Figure 2.2. However, if eVT is smaller than the 
thermal energy (kbTtemp) only states within EF+kbT will contribute to the tunneling.  
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Figure 2.3. Atomically resolved STM images of an {11 20}-type InAs surface at various tip–sample 
biases. The images are obtained at the same position and with the same tip. The red and green crosses 
denote the expeced position of As and In atoms, respectively, as based on the protution maxima in (A). 
It can be noted that for 800 mV to +350 mV the protrusion maximum is shifted slightly relative the 
images obtaind at higher energies. 

The polarity-dependent tunneling is especially useful when studying some III–V 
systems as, for most surfaces, the filled and empty states are localized at the group 
V and III atoms, respectively, making it possible to study states specific to each 
element [46, 47]. 

Metals generally don't have any strong variations in LDOS near the Fermi level 
resulting in an image contrast that is relatively independent with respect to the 
imaging bias, VT. The same is not true for semiconductors which usually have a very 
strong variation in LDOS near the Fermi level, which can result in contrasts which 
do not correspond to topographic features. It is thus recommended to use a number 
of biases when imaging semiconductors to determine the influence of the electronic 
structure. For most systems, however, using a large sample bias, (i.e., integrating 
over many energies) will result in an STM image dominated by topographic features 
since the majority of electronic states are localized around the atoms. In contrast, by 
using low sample biases, i.e., taking fewer states into account, individual states 
become increasingly more dominant. In the low-bias case, the image contrast may 
be dominated by a few or even single electronic states of the surface. This phenome- 
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Table 2.1. Typical STM settings for imaging InAs and GaAs NWs when using an {111}B-type. The 
settings are based on using the constant current mode at room temperature. Loop gain refers to the integral-
part of the feedback regulation speed. 

Effective Scan speed [nm/s] Loop gain [%] Voltage [V] Current [pA] 

100–300 4–10 2 to 4 10–100 

 

non is demonstrated in Figure 2.3 where STM images obtained at different biases 
are shown. The images are obtained at the same spatial position—and at 5 K to 
minimize thermal drift—and depict an atomically resolved {11 20}-type surface of 
an InAs NW side facet. The position of the protrusions, as well as the spatial pattern, 
undergo several changes and shifts when going from higher to lower energies. 

To make matters even more complicated, changes in contrast patterns similar to 
those seen in Figure 2.3 can be induced by changes in the tip apex geometry or 
electronic configuration. The image contrast depends not only on the LDOS of the 
sample but also of the tip. However, the LDOS of the tip can most often be neglected 
since the same part of the tip is used for tunneling (i.e., it is constant), in contrast to 
the sample where new spatial positions are continuously imaged. Hence, a slight 
change in geometry of the tip apex could result in an altered contrast pattern. Also, 
the electronic configuration of the outermost atom of the tip apex could be 
changed—for instance the “optimal” s-like orbital assumed in the Tersoff Hamman 
approximation could change to a p-type orbital—which could result in different 
states being probed [48]. Not only geometry but also the chemistry of the tip can be 
changed; it is possible for adatoms from the surface (or in the atmosphere) to adsorb 
on the tip apex such that the majority of the tunneling current goes through that 
particular atom. Such tip-changes can drastically change the contrast behavior, 
especially if the adsorbed atoms result in a tip apex with insulating or 
semiconductive characteristics. It is thus of vital importance to be aware of any tip 
changes when performing atomic resolution imaging.  

2.3 Imaging nanowires with STM 

The STM is an ideal tool to study flat surfaces with extreme spatial resolution. 
However, imaging samples with height-variations larger than a few nanometers, 
such as NWs, can be quite challenging and imposes some restrictions on the imaging 
parameters, tip geometry, as well as the STM operator.  

My preferred method of locating NWs is to use coarse movement in combination 
with a slow-scanning STM tip. For a given position on the sample, only one scan li- 
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Figure 2.4. STM imaging of NWs often results in a broader NW than expected. (A) 3D render of an 
STM image depicting an InP NW obtained using a relatively sharp tip. The Au particle is visible to the 
right. (B) Line profile over the NW. The height is approximately 180 nm and the apparent width 400 
nm. (C) 3D render of an STM image depicting a GaAs NW. A relatively blunt tip is used, resulting in 
a very broad NW with many “copies” due to tunneling contribution from many different parts of the 
tip. (D) Line profile over the NW in (C).  

ne is obtained. From the scan line it is possible to determine if a NW is within reach; 
if it is not, the tip is relocated to another part of the sample via a course movement 
step. This process is repeated until a NW is found.  

When a NW is found, the piezo movement (limited by scan range) is used to traverse 
on top of the NW to locate the top facet. For this process, it is recommended to use 
low currents (i.e., large tip–sample separation), fast feedback and slow scan speeds 
to avoid tip-crashes. In Table 2.1, I have summarized typical settings that I have 
used for imaging GaAs and InAs NWs deposited on their respective {111}B-type 
substrate. 

The resulting image of large objects in STM will consist of a convolution of the 
object itself and the STM tip. As such, the observed diameter of a NW is, in fact, 
the actual NW diameter convoluted with the tip shape. For a blunt tip, this can give 
rise to NWs with an apparent diameter which is significantly larger than the actual 
diameter, as demonstrated in Figure 2.4. Also, when imaging samples with 
corrugation on the 100 nm scale, several parts of the tip can contribute to the 
tunneling current. This effect will make image interpretation challenging as multiple 
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copies of the NW will show up in the image, often overlayed on top of each other. 
For this reason, it is preferable to use the sharpest tip available when imaging NWs. 
Also, it is recommended to use the height of an object rather than its apparent 
diameter when determining (from a line scan) if the object corresponds to a NW or 
something else, such as a crystal fragment. Due to the broadening-effect, locating 
the NW top-facet tends to be the most challenging part when imaging NWs. When 
trying to locate the top NW facet, it is recommended to turn off the automatic slope 
subtraction (if it is in use), since it will give false information due to the curvature 
of the broadened NW. Also, it is recommended to use a differentiated version of the 
STM image to make it easier to compare features at different heights and angles.  

2.4 Tip preparation 

The tips used for most of my work were made in-house via electrochemical etching 
of 0.38 mm tungsten-wire. The etching was done using a DC-setup with a 2 mol/liter 
sodium hydroxide (NaOH) solution. The current-cutoff was controlled via a 
commercial Omicron tip etching control unit. Post-etching procedures involve 
rinsing the tips with distilled water and ethanol to remove NaOH-residues, as well 
as removal of surface oxides via argon-sputtering. The sputtering was performed for 
2×15 min in a vacuum chamber with an argon-chamber pressure of 1×10 6 mbar 
(and a base pressure of 1×10 9 mbar). The sputter-gun was set to a 3 kV acceleration 
voltage and a 20 mA emission current. This preparation procedure typically results 
in sharp tips with small tip curvature that is suitable for STM imaging of samples 
with large height variations such as NWs. 
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3 SCANNING TUNNELING SPECTROSCOPY 

The use of STS has been paramount for obtaining the results presented in several of 
the papers included in this dissertation. In particular, for obtaining experimental 
bandgap values of the Wz crystal structure of GaAs and InAs materials. STS was 
also used for investigation into the limits of the crystal phase dependent electronic 
structure, down to the single bilayer level. This chapter deals with the theory and 
practice of STS measurements, particularly in the context of NW surfaces. The 
chapter also contains introductions to the concepts of data treatment and 
interpretation, including how to account for tip-induced band bending (TIBB). The 
intricacies concerning room-temperature versus low-temperature 
measurements—and their respective advantages for NW experiments—is also 
discussed. 

STS is a powerful tool, capable of probing the LDOS as a function of energy, and 
with an atomic-scale spatial resolution [49, 50]. The spectroscopic method is, in 
fact, a collective name for a number of techniques, such as current (I–V) 
spectroscopy [51, 52], differential conductance (dI/dV–V) spectroscopy [53], and 
spatial LDOS mapping via spectroscopic imaging techniques such as current-
imaging tunneling spectroscopy (CITS) [54] and differential conductivity imaging 
[55, 56]. The main advantage that these techniques hold over the traditional and 
spatially averaging spectroscopy techniques, such as PL or contact-electrical 
measurements, is its capability to obtain topographic and electronic information 
with atomic resolution simultaneously. The STS techniques have proved to be 
invaluable for characterizing the electronic properties of dopants and defects [57, 
58], quantum phenomena [59-61], and bandgaps and band offsets of semiconductor 
materials [35, 62, 63].  

In current (I–V) spectroscopy, the STM tip is kept at a fixed position with the 
feedback loop disengaged, and the tunneling current is recorded as a function of the 
tip–sample bias. If the equation for the tunneling current, equation (2.6), is rewritten 
to account for a constant tip–sample separation, and the position dependency is 
removed, an equation with the tip–sample voltage, VT, as the only variable is 
obtained: 

 (3.1) 
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Table 3.1. Typical settings used for the room temperature (300 K) and low-temperature 5 K setups 
when performing spectroscopy. These values are general, and circumstantially they may not be viable. 
The z-modulation parameter will be explained in section 3.1. 

Temperature 
Modualtion 
frequency 

[Hz] 

Modulation 
amplitude, 
ptp. [meV] 

Time 
constant 

[ms] 

Raster 
time 
[ms] 

z-
modulation 

[Å/V] 

300 K 1000–1200 50–100  10–30 30–60 1–2 

4 K 700–1200 5–15  20–100 60–300 1–2 

 

As implied by equation (3.1), the tunneling current at a given tip–sample voltage is 
proportional to the IDOS in an energy range between the Fermi level, EF, and sample 
energy, eVT. By sweeping (i.e., varying VT) the tip–sample voltage, the IDOS can 
be obtained as a function of eVT. By sweeping from negative to positive voltage 
values, the IDOS of filled and empty sample states, below and above the Fermi 
level, respectively, is obtained. In this fashion, the IDOS of the sample can be 
obtained as a function of energy by simultaneously sweeping the tip–sample bias 
and recording the tunneling current. 

However, for most applications, the LDOS—meaning the density of states at each 
given energy—is of more relevance. A quantity that is proportional to the LDOS 
can be obtained by differentiating the current-spectrum with respect to the tip–
sample voltage, such that dI/dV–V is obtained [64]. The differentiation of I–V can 
be done numerically, but at the cost of high noise levels. Instead, it is preferentially 
obtained experimentally in parallel to the I–V signal via a lock-in amplifier.  

I have used the lock-in technique, in which a small sinusoidal modulation, dV, is 
superimposed onto the D.C. tip–sample voltage. From the resulting modulated 
component in the tunneling current, dI, the differential conductivity dI/dV–V is 
directly obtained. Larger amplitudes for the modulation signal result in a higher 
signal to noise ratio at some cost to the spectral resolution. The modulation 
frequency should be chosen to be higher than the bandwidth of the STM system to 
avoid feedback response in constant current mode. Additionally, the integration 
time (time constant), Tc, of the lock-in amplifier should be set to be high enough to 
allow for several cycles of the modulation signal to be included in the integration. 
More cycles will reduce noise. Similarly the raster time, Traster, of the STM (time 
measured at each point in the spectra) should preferentially be set to 2–3 times the 
time constant of the lock-in. However, for room temperature measurements a 
problem arises when obtaining spectra with long acquisition times; during the 
acquisition of a spectra the tip–sample separation will continuously, and in an 
unknown fashion, change as a result drift in the piezoelectric elements that control 
tip positioning. Such drift would make a quantitative characterization of the spectra  
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Figure 3.1. Unmodified I–V(A) and dI/dV–V (B) data obtained from a {11 20}-type surface of a 
GaAs NW. The Fermi level is located at 0 V. Valence and conduction band edges can be found at 
roughly 1 V and +2.5 V, respectively, Uset = 4 V. The large band gap is due to TIBB.  

difficult. As a result, an optimization between two effects with opposite 
requirements is necessary at room temperature, i.e., long acquisition times to reduce 
noise or short acquisition times to reduce piezo drift. Typically, the time constants 
are kept low for room-temperature measurements to minimize the effects of piezo 
drift. Typical settings for room- and low-temperature measurements are 
summarized in Table 3.1. 

Examples of I–V and dI/dV–V curves from a GaAs surface are shown in Figure 3.1. 
The Fermi level is intrinsically located at 0 V. Filled, and empty states are thus found 
at negative and positive bias, respectively. The bandgap is located at energies 
between 1 V to +2.5 V, and the location of the Fermi level—closer to the valence 
band—suggests a lightly p-doped surface. The large band gap is due to TIBB, an 
effect increases the apparent band gap of semiconductors when probed with STS. 
The effect will be discussed in detail in chapter 3.3. 

It is recommended to always obtain an image of the area of interest before and after 
a spectroscopy session to ensure that the sample (or tip) has not changed during the 
STS measurements. To ensure that the intended position is probed when performing 
single point STS measurements at room temperature—where thermal drift is 
significant—it is advisable to obtain each spectrum at the currently acquired scan 
line in an active STM image. 
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Figure 3.2. STS obtained at the same position, with and without variable z, on a GaAs{111}B surface 
with 0.5 ML of Bi deposited on top. (A) A large energy range spectrum with a visible conduction band 
edge at around 3.3 eV. The low LDOS gap states are only visible in the spectrum obtained using 
variable z, i.e., a large dynamic range is required to resolve the gap states. Uset = 3.6 V. (B) Spectra 
with a smaller energy range (marked by the grey box in (A)) were the high LDOS of the conduction 
band is not included. As a result, no major differences can be seen between constant z relative to 
variable z modes. Uset = 2.5 V. For all spectra Iset = 200 pA. z = 0.9 and 0.35 nm for (A) and (B), 
respectively. Figures (C) and (D) demonstrate the apparent increase in bandgap size when using larger 
setpoint voltages in constant-z mode. (C) four I–V-spectra obtained at the same position—using the 
same setpoint current—but different setpoint voltages, Uset = 2, 3, 4, and 5 V (green, blue, yellow, 
red), respectively. Iset = 300 pA. (D) shows the same spectra but on a log-scale to more clearly visualize 
the band onsets. The four spectra all appear to have different band-onset positions.  
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3.1 Variable z mode and data treatment 

STS measurements of semiconductor samples are often performed over large 
voltage ranges to accommodate both valence and conduction band states within a 
single spectrum. To not saturate the STM electronics, a large setpoint voltage (i.e., 
a large tip–sample separation) is required when probing the band-states. In the 
context of STS, the stepoint voltage refers to the starting voltage value used for 
obtaining a spectrum, denoted as Uset. Consequently, when using a large setpoint 
voltage, the current-signal from the band onsets and possible mid-gap states is 
significantly reduced due to their low LDOS relative to the valence and conduction 
bands. In fact, a dynamic range corresponding to several orders of magnitude is 
required to measure gap states, band onsets, as well as in-band features within the 
same spectrum due to the exponential dependence of the current on the voltage.  

To increase the dynamic range, I commonly used the variable z-mode, where the 
tip–sample separation is continuously changed while recording the tunneling spectra 
[65]. Without increasing acquisition time, a dynamic range of up to six orders of 
magnitude can be achieved using this method, corresponding to an improvement of 
2–3 orders of magnitude compared to STS recorded at constant tip–sample distances 
[53]. In variable z-mode, the feedback loop is disengaged as normally, but instead 
of using a constant tip–sample separation, z0, the separation, z, is varied linearly as 
a function of the applied bias, VT: 

 (3.2) 

Where |V0| is the absolute value of the setpoint voltage (starting value), a is a 
displacement factor which is set by the operator, and z0 is the tip–sample separation 
at VT = 0 V. The tip–sample separation decreases for lower voltage values. Typical 
values of the displacement factor are, a = 2 Å/V. 

As demonstrated in Figure 3.2, the dynamic range of constant-z spectroscopy is not 
large enough to probe both the low-LDOS gap-states and the significantly stronger 
conduction band states. However, a negligible difference is found for the variable- 
and constant-z modes when probing a smaller energy range where there are no 
drastic variations in the LDOS. For similar reasons, the apparent position of the 
band onsets may vary depending on the probed energy range when using constant-
z mode; for the larger setpoint voltages the limited dynamic range cannot account 
for the low-signal onset-region due to the strong gradient in LDOS at the band 
edges. As a result, the bandgap size appears to increase for larger setpoint voltages 
when using constant-z mode. 

A consequence of the variable-z mode is that the dI/dV–V signal will depend on 
both the tip–sample separation as well as the energy (voltage); quantitative 
comparison between features within, as well as between, spectra become 
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problematic as a result of having two variables. The tip–sample dependency can, 
however, be removed by normalizing the dI/dV–V signal by the total conductance 
(I–V) [66, 67]. This can be illustrated by expressing the tip–sample dependent 
tunneling current, IT, as a function of the tunneling current at a constant tip–sample 
separation, Ic:  

 (3.3) 

Similarly, the differential of the current can be expressed as: 

 (3.4) 

Here,  is (in the lowest order of approximation) independent of z and VT. By taking 
the ratio between equations (3.3) and (3.4), the exponential part of both equations 
will effectively cancel out. The resulting quantity, (dI/dV)/(I/V), is proportional to 
LDOS and independent of the tip–sample separation. Note, however, that the above 
equations are low order approximations and as such a perfect normalization cannot 
be expected.  

Although this process works fine for metallic samples, problems arise when 
normalizing semiconductor samples due to their low-LDOS region within the 
bandgap. Close to the band edges, the ratio tends to diverge towards infinity as a 
result of the current approaching zero faster than the conductance. The simplest way 
to work around this problem is to add a constant to the total conductance. Instead, I 
have opted to use a slightly more sophisticated technique where the total 
conductivity is broadened by an exponential function similarly to what was 
described by Feenstra and Mårtensson [53, 68].  

The broadened total conductance, , is obtained by convoluting the conductance 
(I–V) by an infinite voltage integral and an exponential function (which have a 
broadening width of V). This procedure is done for any given voltage value, VT’, 
of the I–V spectra: 

 (3.5) 

In practice the integral is solved as a summation with more, computationally, 
realistic limits. The measured I–V is extended by V on each side, and the currents 
in this extended region are assumed to be constant and are set to correspond to the 
current-values recorded at the respective voltage limits of the spectum. The 
summation limits are set to be the min/max voltages of the spectra, extended by the 
broadening function V. Using this method, the only parameter that has to be set is 
the broadening factor V, which should preferably be chosen to be in the order of 
the bandgap of the semiconductor in question. 
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Figure 3.3. Illustration of the normalization procedure of the dI/dV–V when using the variable-z mode. 
(A) tip–sample separation, z, as a function of energy. (B) Tunneling current as a function of energy. 
(C) dI/dV–V as a function of energy. (D) dI/dV–V normalized by the broadened tunneling 
conductance, i.e., . A broadening constant of V = 2 V was used. 

The resulting ratio, , corresponds to a quantity that is proportional to 
the LDOS and only has a negligible dependence on the tip–sample separation. For 
comparison, I show, in Figure 3.3, the z(V) signal, current (I–V), differential 
conductance (dI/dV–V) as well as normalized differential conductance 

–V. When comparing the differential conductance to the normalized quantity, 
it is possible to see that features far away from the Fermi level has been weighted 
down or up in accordance with the appearance of the I–V spectrum.  

3.2 Band edge determination 

I have used a fitting procedure analogous to what is described in ref. [69] to 
consistently and precisely extract quantitative values of the band edges. First, the 
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Figure 3.4. Determination of valence band edge at a {110}-type InAs NW facet, obtained at 5 K. The 
red line represents a linear fit, modulated by a Gaussian broadening to account for temperature. The 
green and red lines represent an estimated error of ±6 meV. Image adapted from Paper VI, [70]. 

band onsets must be identified, a procedure that can be non-trivial due to the 
presence of surface states; the respective LDOS of the band onsets and surface states 
can overlap. An experimental solution to this problem is to probe an area of the 
surface with a minimal number of defects; vacancies, adatoms, and step edges, etc., 
are likely to give rise to surface states. Alternatively, spectra at several different 
positions can a be obtained and compared to differentiate between surface features 
and onset states; the position of surface states is expected to change in energy 
depending on the vicinity to the defect (that is giving rise to the state) whereas the 
band onsets are expected to be constant throughout the measurements. Once the 
band onsets have been identified, the fitting procedure assumes a linear increase in 
LDOS at the onsets, as has previously been shown to agree well for the normalized 
differential conductance [53]. Temperature is taken into account via a Gaussian 
broadening. An example of such a fit is shown in Figure 3.4, where the valence band 
edge of a spectrum, obtained on the Zb {110}-type surface of an InAs NW, has been 
fitted. An accuracy in the range of ca 30 meV and down to 3 meV can be expected 
for room temperature and 5 K measurements, respectively [53, 62].  

3.3 Tip-induced band bending 

Quantitative description of the tunneling spectra of semiconductors is often impeded 
by their dielectric nature, where some of the applied tip–sample voltage drops in the  
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Figure 3.5. TIBB can give rise to an enlarged band gap when measured with STS. (A) (dIdV)–V 
spectrum with valence- and conduction bands as well as apparent band gap marked as VB, CB, and 
Eg, respectively. (B) And (C) show the effects of TIBB for negative and positive biases, respectively. 
The apparent CB and VB edges of the STS spectrum are determined by the upward and downward 
TIBB, respectively. 

sample instead of, as optimally, in the tunneling barrier. This effect, known as TIBB, 
will, as the name implies, cause the semiconductor bands to bend at the surface, 
effectively changing the energy scale of the spectra relative to the bulk. This 
uncertainty in the energy scale will mask the fundamental energy of features within 
the spectrum. The main physical parameters determining TIBB are the relative 
Fermi level-, separation-, and applied voltage-, between tip and sample. Important 
are also the tip work function ( t), sample carrier concentration and electron affinity 
( s) [71]. The tip work function is mainly determined by the material used and the 
shape of the tip apex. The dependence on the tip apex is problematic as even if the 
same tip is used for a number of measurements, the physical arrangement of the tip 
apex may be altered such that the work function, and thereby the degree of band 
bending, will change. As a result, unless a thorough characterization of the tip 
properties has been performed, only spectra obtained with the same tip and without 
any tip changes in between them should be directly compared. 

The direction of the band bending (towards lower or higher energies) depends on 
the polarity of the tip–sample bias. The TIBB will change from downwards band 
bending at negative voltages towards an upwards band being for positive voltages, 
resulting in an increase in the observed bandgap. This effect is illustrated in Figure 
3.5 for a low-doped semiconductor and metallic tip. The effects of TIBB for diffe- 
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Figure 3.6. TIBB at different sample bias (VT) settings for an n-type semiconductor and a tip–sample 
separation of z. (A) No sample bias is applied. The TIBB is determined by the tip work function ( t), 
charge carrier concentration of the sample, and the sample electron affinity ( s). (B) Under positive 
sample biases, the bands bend upwards in the surface region of the sample. Electron tunneling is 
marked by the black arrow. A depletion of charge carriers occurs in the conduction band (CB). (C) For 
large positive sample biases, inversion occurs, and electrons can tunnel from the tip to the valence 
band (VB) states that are located above the Fermi level (EF) as a result of the TIBB. (D) For negative 
sample biases, the bands bend downwards resulting in an accumulation of charge at the surface CB 
(red area). (E) Under large negative sample biases, electrons can also tunnel directly from the VB to 
the tip. Also, electrons have a probability of tunneling through the narrow gap region in the VB 
(marked by dashed arrow). (F) In some cases, quantum confined states can form in the CB, referred to 
as tip-induced QDs. The sample vacuum level is marked as Evac. 
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rent bias settings is illustrated in Figure 3.6. For a positive bias, electrons can tunnel 
from the tip to the empty conduction band states of the sample. In this scenario, an 
upward band bending will occur. This scenario is referred to as depletion, as the 
Fermi level is moved further away from the sample conduction band, reducing 
(depleting) the number of charge carriers in the near surface region. If a large 
positive voltage is applied, inversion takes place, where the band bending is large 
enough such that the valence band states are located above the Fermi level at the 
surface. In this case, tunneling can occur both to the conduction band and valence 
band of the sample. A negative voltage will lead to an accumulation of charges at 
the surface, as the bands bend downwards such that the surface conduction band 
states are located below the Fermi level and become occupied. For large negative 
biases, electrons are allowed to tunnel to the empty states of the tip from the 
accumulation states as well as the valence band. Also, if the TIBB is shallow enough 
(i.e., don't extend deep into the surface), electrons will have a probability to tunnel 
through the gap, as shown by the dashed arrow in Figure 3.6E. In some cases, TIBB 
can give rise to tip-induced QDs, where the band bending induce confined states 
[72, 73].  

To obtain the proper absolute energies for features within a spectrum, such as band 
edge onsets, the TIBB has to be accounted for. The TIBB can be modeled for a 
hyperbolically shaped probe-tip in the vicinity of a semiconductor using a 3D 
Poisson solver [52, 62, 74]. The most basic input parameters for such modeling are 
tip–sample separation, tip radius, tip–sample work function difference, sample 
carrier concentration, and carrier effective masses. Effects from extrinsic surface 
states can also be accounted for by providing their position and distribution (in 
energy) as well as their density and charge neutrality level.  

As mentioned, TIBB modeling requires information regarding the tip 
characteristics, such as its shape and work function. Unless a thorough 
characterization of the tip has been performed, such properties are unknown. 
Unfortunately, the results of the TIBB modeling are sensitive to changes in the tip 
work function and a lack of such information will make the fitting-procedure 
difficult [72, 75-77]. The tip characteristics can, however, be obtained by using a 
reference sample, where the sample properties, and thereby the amount of TIBB, 
are known. In this fashion, the TIBB modeling software can be used to obtain the 
tip characteristics. For the majority of my work, I have used the SEMITIP software, 
developed by R. M. Feenstra [74]. 

By using a reference sample, it was possible to determine the bandgaps of GaAs and 
InAs in the Wz phase. During STS acquisition adjacent Zb and Wz segments were 
systematically probed, taking great care that the physical properties of the STM tip 
remained constant during and in between the measurements. Avoiding tip changes 
ensured that the STS data obtained on the Zb part could be fitted to its well-
established bandgap value as known from bulk measurements—to deduce the tip 
parameters—and apply the same tip parameters to correct for the TIBB of the Wz 
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facet. For bandgap determination on NWs, it is also essential to use sufficiently large 
NW diameters to avoid radial quantization effects which also leads to an enlarged 
observed bandgap [78, 79]. For this reason, we only used NWs with diameters larger 
than 80 nm when trying to determine bandgaps, which should be significantly larger 
than the de Broglie wavelength of any charge carriers within the NW.  

For semiconductors with metal-like surfaces, where the surface DOS is significant 
due to surface states, the TIBB will be minimal as the states are effective in 
screening the charge induced by the presence of the STM tip. Such states can, 
however, give rise to Fermi level pinning (and local band bending). For this reason, 
Fermi level pinned surfaces often show experimental bandgap values which are very 
close to the tabulated values. This effect was observed for InAs NWs investigated 
at 5 K (Paper VI) where n-type defects dominated the surface conductivity. 

3.4 Effects of low temperature 

Room temperature STM/S experiments are limited by thermal drift and reduced 
energy resolution. Thermal drift is a phenomenon where the sample and tip 
continuously move with respect to each other due to thermal expansion effects, 
resulting in a smeared out and distorted image. As a result, the temperature will limit 
the amount of time one can spend to obtain a single image. Thermal drift is also a 
problem for ongoing experiments, where the same area should be imaged over 
extended time periods (hours–days). If the setup is left for only an hour, the tip can 
drift away far enough that it is challenging to find the area of interest again. Long-
term imaging of an area of interest is especially problematic for STM investigations 
on NWs where the drift will cause the tip to “fall” off the NW and possibly 
damaging the tip.  

In contrast, at 5 K a single spot can be imaged for several hours with minimal drift; 
imaging can even be performed overnight without significant drift as long as the 
piezo elements have been stabilized beforehand (i.e., no significant piezo 
movements for a few hours).  

The energy resolution of STM images and especially of STS spectra is limited by 
the thermal broadening of all electronic states, which at room temperature 
corresponds to a broadening of kbT(300K) = 26 meV. At lower temperatures, this effect 
is significantly reduced, kbT(5K) = 0.43 meV, making individual states easier to 
resolve. For this reason, many exciting phenomena require low temperatures to 
study, such as charge density waves [80, 81], QD states [73], as well as Kondo 
effects and magnetism [82, 83]. In some cases, such as for superconductors, the 
improved resolution is not the determining factor, but rather that the phenomena 
(currently) only exists at low temperatures [57, 84].  
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Figure 3.7. Illustrating example on how low temperature affects the conductivity of moderately doped 
semiconductors. STS on GaAs NW surface obtained at 5 K with a moderately doped (blue) substrate 
as well as a high doped substrate (red). A bandgap of approximately 11 eV and 2 eV is found for the 
moderate and high doped substrate, respectively. This is to be compared to the tabulated value of 
1.5 eV. Uset = 4 V for both spectra.  

The benefits of low-temperature STM/S do however come at a price when imaging 
semiconductor surfaces. Semiconductors at low temperature can have issues with 
conductivity due to dopant freeze-out. Mainly if the position of the doping levels, 
relative to the valence- or conduction band edges is larger than kbTtemp. A reduced 
number of charge carriers at the surface will, in turn, lead to massive TIBB for a 
non-pinned surface. This effect was observed when imaging nominally undoped 
(i.e., low degrees of p-doping due to C-impurities) GaAs NWs. As shown in Figure 
3.7, an 11 eV bandgap was experimentally obtained, significantly larger than the 
tabulated bandgap of ca. 1.5 eV. The significant TIBB made the empty states of the 
conduction band inaccessible as substantial tip–sample biases (in the context of 
STM) in the range of 8–10 V had to be used; applying such large biases will, in most 
cases, continuously result in severe tip changes. Consequently, the area of interest 
of the sample will become contaminated by tip residues. In some cases, carrier 
inversion does not even take place, resulting in an “infinite” observed bandgap [85]. 

The scan range of the STM is also affected by the temperature, becoming smaller 
as the temperature decreases; the range of motion is commonly reduced by a factor 
of 10 when going from room temperature to 5 K, resulting in scan-ranges of ca. 
400×400 to 2000×2000 nm2 for the systems that I have operated. The reduced range 
of motion is a result of the altered voltage response of the piezoelectric elements  
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Figure 3.8. The atomic pattern on the InAs (111)B surface is obscured by a 2D electron gas at 
temperatures around 5 K. STM image aquired at room temperature (A) and at 5 K (B) were obtained 
at VT = 1.0 V, Iset = 50 pA. 

that control the tip movement. In typical cases a reduced scan range is not an issue, 
but when imaging NWs it poses a significant challenge as the scan range is used for 
traversing from the substrate surface to the top facet of the NWs. For NWs with a 
broadened apparent diameter, due to a blunt tip, the limited scan range may not be 
large enough to allow the tip to be moved from the substrate to the top facet of the 
NW. Consequently, a reduced scan range can limit the STM user to rely purely on 
course movement for finding NWs (i.e., landing perfectly on top of the NW), a 
prospect that requires a great deal of luck and patience. Additionally, the ability to 
traverse along the NW facets—to reach an area of interest, such as a crystal phase 
interface—is severely limited at low temperatures where the scan range is reduced.  

Low temperatures can also give rise to other effects such as surface states. As shown 
in Figure 3.8, the atomic pattern on the InAs (111)B surface is obscured by a 2D 
electron gas at temperatures around 5 K. These types of effects can be problematic 
as the substrate surface is often used as a means for determining the tip quality 
before deciding to find a NW to image. 
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4 X-RAY PHOTOELECTRON SPECTROSCOPY 

This chapter contains a brief introduction to the theoretical and practical concepts 
of XPS measurements and data interpretation. Although XPS is only explicitly 
mentioned in one of the publications included in this dissertation, the method has 
been used continuously throughout my work. In particular, it was used to investigate 
means of removing the native oxide of III–V materials, a crucial component of 
atomically resolved STM investigations of NW surfaces. Also, I have participated 
in several experiments that have resulted in publications that were left out of this 
dissertation as they did not fit the intended scope. Examples are band-bending 
effects at the GaAs/InAs interface of core–shell NWs [86] and the use of ambient-
pressure XPS for the investigation the dynamics of the layer-by-layer growth of 
high-k oxides [87].  

XPS allows for quantitative characterization of the elemental composition of 
conductive and semiconductive surfaces. In XPS, the sample is continuously 
irradiated by a monochromatic beam of x-ray (or UV) photons, resulting in the 
emission of photoelectrons as long as the photon energy is sufficiently large. The 
number of emitted electrons, and their kinetic energy, Ek, is measured by an electron 
energy analyzer. The kinetic energy of the photoelectron is related to the photon 
energy, hv, sample work function, , and the binding energy of the electronic state 
from which it originated, Eb via the following equation: 

 (4.1) 

The binding energy of the electron is conventionally used as the energy scale in 
XPS. The reference for the energy scale is commonly set to be the Fermi level, EF, 
of the sample, which is the same for the electron energy analyzer as long as they are 
connected to the same ground. The above equation hold as long as the photoelectron 
is elastically scattered, i.e., without energy loss until it reaches the detector. For this 
reason, the electron analyzer is set up such that only elastically scattered electrons 
will reach the detector. To ensure a large signal to noise ratio, XPS tends to be 
operated in UHV to avoid inelastic scattering when the electrons have left the 
sample. A recently developed method, referred to as ambient pressure XPS, do 
however circumvent this issue by using a gas pressure cell and differential pumping 
within the electron energy analyzer to operate at pressures in the mbar-range close 
to the sample surface [88].  
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Figure 4.1. XPS spectra of InSb NWs and substrates before and after removal of native oxides, referred 
to as native and clean, respectively. (A) and (B) show the Sb 4d and In4d peaks, respectively. In both 
cases, a spin-orbit split can be seen for the pure component as well as the chemically shifted oxide-
component. After oxide removal, no chemically shifted component can be seen, suggesting that the 
native oxides bonded to both In and Sb have been successfully removed. Image adapted from 
Paper VII, [89]. 

For large binding energies the atomic core levels are found, and consequently, the 
valence states are found at lower energies. The core electron levels are unique to 
each element (and to a large extent for each molecule and isotope) and are typically 
well documented. Also, the core electrons will undergo slight changes in energy due 
to the local changes in the surroundings, called chemical shifts. These shifts ensure 
a chemical sensitivity in the measurements. In fact, if the cross-section and intensity 
of each element-specific core level are taken into consideration, the relative (and if 
a reference sample is available, absolute) amounts of each atomic and molecular 
species can be determined. 

The method is considered surface sensitive, even though the photons themselves 
will penetrate deep into the sample. The surface sensitivity originates from the low 
mean free path of the emitted photoelectrons. The mean free path, in this case, refers 
to the average distance the electron can travel without experiencing inelastic 
scattering (i.e., losing energy). The energy dependence of the mean free path of the 
electrons can be used favorably to probe different depths of the sample. When using 
50–1000 eV photons the penetration-depth is low, ranging from a few Å to a nm 
when going from lower to higher energies. 

XPS is preferably performed at a synchrotron radiation facility where 
monochromatic light beams, with tunable energies, and extremely high brilliances 
can be achieved. Such a setup will greatly reduce noise levels and acquisition time 
relative to x-ray laboratory sources. I have had the privilege to perform experiments 
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at the MAX IV laboratory (known simply as MAXlab at the time of the 
experiments), where the effects of surface oxides on III–V NWs were studied. The 
beamline that I used, called I311, was capable of using photon energies between 
43–1500 eV and had a 0.5×0.1 mm2 (horizontal×vertical) spot size [90]. 

The work presented in paper VII focused on expanding the hydrogen cleaning 
method to be used to remove oxides from InSb surfaces. In the study, the As3d, 
In4d, Sb3d, and Sb4d core-levels were used to investigate the effects of atomic 
hydrogen cleaning on InAs/InSb NWs. The data were fitted using a combination of 
Lorentzian and Gaussian peak shapes, referred to as Doniach-Sunjic profiles [91]. 
For the subtracting of the background, necessary for fitting the data, a linear slope 
can be assumed in most cases.  

By matching the chemical shifts found in the spectra to specific molecular 
compounds, their contribution to the XPS-signal could be deconvoluted and 
quantified. In this fashion, it was possible to assign different peaks to SbOx and InOx 
species, respectively, as shown in Figure 4.1. A more straightforward interpretation 
of the results was facilitated by using the same probe-depth for measurements of 
different elements, achieved by using the same photon energy. 
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5 III–V SEMICONDUCTOR NANOWIRES 

All my work have revolved around the investigation of surface- and electronic 
properties of III–V NWs using the experimental methods that are discussed in the 
previous chapters. In contrast to those chapters, this section deals with the 
investigated NW samples and the results that were obtained while studying them. 
In particular, the fabrication and properties of material- and crystal phase 
heterostructures in III–V NWs is discussed; specifically in the context of crystal 
phase QDs and QWs, as well as the atomic scale properties of NW overgrowth for 
the formation of core–shell structures.  

III–V NWs are incredibly versatile nano-scale systems with applications within 
high-performance electronics [1-6], photonics [7-10], and energy harvesting [10-
14], as well as fundamental studies such as that of low dimensional physics [5, 92] 
and Majorana fermions [93-95]. They are elongated rod-shaped structures with 
semiconducting properties, consisting of materials from group III and V of the 
periodic table. Typical NWs have lengths and diameters in the μm- and nm-regime, 
respectively. Their geometry and growth mechanism allows for interesting band 
structure engineering by combining different materials and crystal structures [18, 
96-98], axially or radially [99, 100], and with minimal effects from strain. III-V 
NWs can be grown in crystal structures which were previously unavailable in bulk, 
such as the hexagonal Wz structure as well as exotic crystal phases such as 4H [101-
104]. They can be grown systematically—in predetermined patterns and densities 
[99, 105]—and seamlessly integrated into Si substrates [2, 15, 16]. The NWs 
investigated in this work were predominantly InAs and GaAs NWs with crystal 
phase heterostructures of the Wz and Zb crystal structures. Also, material 
heterostructure NWs consisting of an axial stacking of InAs and InSb were studied. 
The NWs were grown on III–V (111)B substrates and had typical diameters of 
100 nm. Figure 5.1 shows SEM images of a typical NW array. 
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Figure 5.1. SEM images of InAs NW arrays. The NWs were grown via MOVPE using Au particles 
as catalysts. The Au particle can be seen at the top of the NW in (A). The images were obtained at 70, 
70, and 90 relative to the substrate plane for (A), (B), and (C), respectively. Images courtesy of 
Sebastian Lehmann. 

5.1 Growth 

NW growth is a research field of itself, and as such I will only provide a brief review 
of the process in this dissertation and instead redirect the interested reader to 
reference [102], [106], and [107] which discus the intricacies of traditional NW 
growth in depth. Notable exceptions to the traditional growth scheme are found in 
references [108], [109] and [16], which cover growth in the gas phase, on 
amorphous substrates, and III–V NW growth on Si substrates, respectively. For the 
NWs studied in this work, the same underlying growth mechanism was driving the 
growth, irrespective of the growth method, referred to as the vapor-liquid-solid 
(VLS) mechanism [110]. The growth process is briefly summarized in Figure 5.2. 

Traditionally, III–V NWs are grown epitaxially on crystalline substrates using 
metallic particles as catalysts, often referred to as the seed particle. The seed particle, 
typically made out of gold (Au), is either deposited using size-selecting aerosol-
techniques [111] or self-catalyzed using masks on the substrate [105, 112], typically 
made from SiOx. The substrate is commonly a (111)B III–V wafer of the intended 
NW material, as NWs have been found to grow in the 1 1 1 -type directions pre- 
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Figure 5.2. Au-particle assisted NW growth. (A) size selected Au particles are deposited onto a 
substrate. (B) Annealing under group V precursor flow to remove surface oxides and alloy Au-particle 
to the substrate. (C) Axial growth is initiated by reducing the temperature and introducing both group 
III and V precursors. (D) Change of precursor or introduction of dopants can be done mid-growth to 
create a heterostructure or homostructure, respectively. 

ferentially. The substrate, prepared with either seed-particles or a mask, is 
introduced into a metal-organic vapor phase epitaxy (MOVPE) growth reactor (a 
molecular beam epitaxy process can also be used but will not be covered here as no 
such NWs were used in the work behind this dissertation). The constituent atomic 
species of the NW is introduced into the growth reactor at elevated temperatures via 
gas phase organometallics (e.g., trimethylindium) and hydrides (e.g., arsine), often 
referred to as precursors. An initial high temperature anneal under group V 
precursor flow is performed to remove oxide-residues and contaminants on the 
substrate as well as melting the Au-particle and alloying it with the substrate. 
Growth is initiated by reducing the temperature, typically in the range of 
400–600°C, such that growth occurs predominantly under the catalytic Au-particle. 

The growth preferentially nucleates at the VLS interface, i.e., at the points where 
the vapor phase precursors, liquid catalyst particle, and solid NW stem intersect. 
From these nuclei, a layer by layer growth is initiated almost exclusively under the 
seed particle such that it is continuously pushed upwards by the most recently 
formed monolayer [113, 114]. The final product is a freestanding NW, with the 
catalyst particle located at the very top. The final diameter and length are determined 
by the size of the seed-particle and growth time, respectively. 

The crystal structure of the NW can be controlled by varying the III–V precursor 
ratio [115, 116]. Although the majority of III–V materials only naturally occur in 
the cubic Zb crystal structure, NWs are often found to have a mixed crystal structure 
consisting of both Zb and the hexagonal Wz-structure [103]. Viewed along the NW 
growth direction ([ 1 1 1] and [000 1] for Zb and Wz, respectively) the stacking 
sequence of the bilayers is different such that Zb adopts a ….ABCABC…. type sta- 
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Figure 5.3. Atomic model of Zb (A) and Wz (B) crystal structures as viewed from the {110}/{11 20}-
type planes. Green and pink balls correspond to group V and III atoms, respectively. The stacking 
order is given for both group V and III atoms by capital and lower case letters, respectively.  

cking and Wz a ….ABABAB…. type, as illustrated in Figure 5.3. Although the 
resulting structures only differ in their third nearest neighbor, their electronic 
structures are different such that novel devices for electronics and photonics can be 
created by varying the crystal structure along a NW in a controlled fashion. Control 
over the crystal phase along the NW has recently progressed towards single atomic 
layer precision [19, 116-119].  

Similarly, local variations in the NW electronic properties can also be achieved by 
forming material heterostructures or changing the dopant concentration or type 
along the growth axis. Such gradients can be achieved either by partial- or full 
substitution of precursors during growth or by adding entirely new ones [21, 120-
122]. MOVPE-grown NWs often suffer from unintentional doping in the form of 
carbon-impurities which can result in different doping depending on the material; 
carbon induces n-doping in InAs and p-doping in GaAs [123, 124]. 

5.1.1 Facets and shell-growth 

III–V NWs which are grown in the [ 1 1 1]/[000 1] direction are predominantly 
found to have a hexagonal cross-section, where the side-wall facets are terminated 
by low-index planes. The most common low-index facets on III–V NWs are, in 
accordance to their Miller indices [125], {110}- and {112}-type for Zb and 
{11 20}- and {10 10}-type for Wz, respectively [126]. In contrast to the non-polar 
{110}-, {11 20}-, and {10 10}-type facets, the (112)-type facets are terminated by 
either atoms of group III or V deepening on the orientation of the plane, referred to 
as A- or B-type, respectively.  
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Figure 5.4. A TSL in an InAs NW imaged with SEM (A), TEM (B), and STM (C). (D) depicts a model 
of a TSL-structure. The TSL consists of alternating {111}A- and {111}B-type facets, both having a 
19.5° angle relative the {112}-type planes. As a result of epitaxial overgrowth, {110}-type planes (grey 
in the model) adjacent to the {111}-planes are often found in TSL structures. The {110}-type planes 
are rotated 30° with respect to the {112}-type planes. Images (A) and (B) courtesy of Sebastian 
Lehmann. 

Periodic twin-defects are a type of stacking faults occurring in the Zb crystal 
structure where the crystal is rotated 60° around the growth axis, forming a single 
bilayer of Wz. In NWs with periodic twin defects the 112 -oriented sidewalls are 
terminated by polar {111}A- and {111}B-type nano-facets, as their surface energy 
is lower. These nano-facets have a 19.5° angle with respect to the [ 1 1 1]/[000 1] 
growth direction; the {111}A- and {111}B-type facets are inclined upwards and 
downwards, respectively, resulting in a saw-tooth-like shape with periodic V-groves 
[127, 128]. If periodic twin-defects are intentionally incorporated into a NW such a 
structure is often referred to as a twinning superlattice (TSL) or twin-plane 
superlattice (TPS). An STM, SEM, and TEM image, as well as a model of a TSL is 
shown in Figure 5.4. 

The geometric relationships between the various low-index facets are illustrated in 
the STM image and model of Figure 5.5. The {110}- and {11 20}-type planes are 
in plane with each other, and so are the {112}- and {10 10}-type planes. There is a 
30° angle between the {110}/{11 20}-type and {112}/{10 10}-type planes. For 
STM investigations of the different crystal structures in NWs, I have found that the 
{110}- and {11 20}-type facets are preferable as it is easy to sequentially access 
them without moving the STM tip over large steps.  

As seen in Figure 5.5, several facet-types can be present within a single NW due to 
variations in crystal structure as well as parasitical growth on the NW sidewalls, 
referred to as overgrowth or shell growth. In addition to the axial layer-by-layer gr- 
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Figure 5.5. STM image (A) and model (B) illustrating the NW geometry and relative orientation of 
the facets. The STM image in (A) was obtained at an InAs NW, and have been differentiated for clarity. 
VT = 2.7 V, Iset= 50 pA. Image adapted from Paper VI, [129].  

owth, occurring directly under the seed-particle, a parasitic radial (lateral) growth is 
also commonly observed. The radial overgrowth occurs when material from the gas 
phase incorporates directly into the NW sidewall facets, instead of at the VLS-
interface [130]. The radial growth co-occurs on all NW side-facets as it is de-
coupled from the particle-induced growth, often leading to tapering along the NW 
growth axis. Also, the radial growth tends to promote different facet-types than the 
axial growth promoted by the seed-particle [131]. As a result, a deviation from the 
hexagonal cross-section of III–V NWs will occur towards the bottom of the NWs, 
where twelve facets can instead be found. The new facet-structure is a mixture of 
the original facets and those that result from overgrowth; for the NWs that I have 
studied, the {11 20}- and {110}-type facets are formed as a result of radial 
overgrowth on Wz- and Zb-sections, respectively. The overgrowth procedure is 
illustrated in Figure 5.6 where STM images obtained on InAs NWs consisting of 
three TSL-structures, separated by Wz-sections, are shown. The STM images show 
the {110}-type overgrowth-facets in different states of the radial overgrowth. As the 
overgrowth occurs in parallel to the axial growth, the bottom TSL segments have 
experienced more overgrowth relative to the upper segments.  

Facet-mixing, resulting from the overgrowth, can lead to poor device performance 
for NWs [132]. Means of minimizing the overgrowth include simultaneous etching 
during growth [133, 134], or employing fast axial growth rates [135] via an absolute 
increase in III–V precursor flow rate [136]. These methods do however infer other 
problems, such as an increase in surface- and crystal defects. 
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Figure 5.6. Radial growth of the NW will result in the formation of additional facets, often resulting 
in a 12-sided cross-sectional shape of the NW. (A) SEM image and model of InAs NW with alternating 
Wz and Zb segments. Radial growth was intentional to study the overgrowth-mechanism. (B) Models 
illustrating the evolution of the {110}-type overgrowth-facets on the Zb segments as a function of time 
and position along the NW growth axis. (C) STM images of the {110} type facets on the Zb segments 
formed by the radial overgrowth as a function of position along the NW growth axis, similarly to (B). 
Image from Paper I, [38]. 

When controlled, overgrowth can be used to create radial variations in material 
composition or doping, referred to as shell-growth [17, 18]. Using shell-growth to 
create so-called core–shell structures add an additional dimension for the 
engineering of NW devices. A benefit of the NW dimensions, relative to planar 
geometries, is that it allows for radial relaxation of the crystal structure. The 
relaxation allows for materials with a large lattice-mismatch to be combined into 
heterostructures without inducing dislocations due to strain. Controlled shell-
growth can be used to create original NW device-designs for wrap-gated NW 
transistors [2, 137], light emitting diodes [138], photodetectors [139], solar cells 
[140], and quantum information applications [18, 141]. The growth of such 
multilayer structures is however complicated by a number of effects. Examples are 
unintentional radial doping gradients [142], uncontrolled radial growth [26], and un-
isotropic overgrowth [143-146]. Un-isotropic growth, in the case of core–shell 
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NWs, refers to where the shell has grown thicker on some facet-types relative to 
others, often leading to poor device performance [132]. Issues related to shell-
growth are originate in the fact that many properties relevant to for controlled 
growth of heterostructures are not known for NW surfaces. Examples are to what 
degree the small size of the NW facets play a role, as well as how interfaces between 
crystal structures and adjacent facets affect material supply and nucleation. Also, 
the surface energies, morphology, and growth modes of the Wz crystal structure are 
for the most part unknown for III–V materials. 

Core–shell growth has traditionally been performed in a trial-and-error fashion, and 
would thus greatly benefit from detailed information about the shell-growth 
dynamics, and especially what role facet-types and interfaces play. Paper I of this 
dissertation provides information regarding nucleation sites, growth speeds, growth 
modes in the TSL-structures of InAs NWs. Also, the role of the different types of 
facets, as well as the interfaces between them, is investigated. The overgrowth-
phenomena was used beneficially by imaging along an intentionally tapered NW. 
The axial gradient in overgrowth progression, from top to bottom, allowed for the 
creation of a timeline over the growth progression. 

By imaging TSL-sections, with varying amounts of overgrowth, it was possible to 
determine that overgrowth of the TSL-structure nucleates at the concave {111}A/B 
interfaces. Also, the growth on the {111}A/B-type facets is highly anisotropic, 
being several times faster for the {111}A-type facet. Similarly, it was found that for 
other facets, the shell growth nucleates predominantly at the Wz/Zb interfaces, but 
also at stacking faults/twin plains to some degree. It is common, especially in the 
Wz facets, to see that terraces on the NW facets start and end at stacking defects. 

5.2 Crystal phase engineering 

Crystal phase engineering is at the heart of III–V NW device fabrication and refers 
to the ability to—in a controlled fashion—change the crystal structure to shape the 
electronic landscape of a NW device [19, 35, 97, 102, 113, 116-118, 127, 147-154]. 
For instance, it has been shown that the bandgap of GaP can be changed from being 
indirect to a direct bandgap by the introduction of periodic coherent twin plane 
defects in the NW, i.e., a TSL-arrangement [155]. Moreover, the V-grooves formed 
by such a TSL structure, consisting of {111}A- and {111}B-type facets, can act as 
a template for periodically spaced and self-assembled QDs by tuning shell growth 
parameters [18, 156, 157]. Additionally, surface incorporation of dopants, such as 
Sb, have been found to be crystal-phase selective such that highly controlled layers 
of delta-doping can be formed by combining crystal-structure switching and shell-
growth [37]. Also, crystal phase heterostructures can be used to create periodic 
arrays of atomically precise QDs and QWs within a single NW by sequentially swi- 
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Figure 5.7. Schematics of the band response at a material heterojunction between two materials (blue 
and red) with different bandgaps and a flat band alignment on the VB side. (A) And (B) show QWs of 
different widths and with an abrupt and non-abrupt junction, repsectively. For larger QWs, a non-
abrupt junction will not affect the properties very much, however, as the QW is made smaller the effect 
of a non-abrupt junction will increase. The onset of the conduction (CB) and valence bands (VB) are 
marked by black lines.  

tching between Wz and Zb crystal phases [97, 118]. These type of effects are all 
great examples of how crystal phase engineering can improve the performance of a 
broad spectrum of NW based applications. Examples include applications for 
photovoltaics [140, 158, 159], quantum computing [95, 160], and transistors [161, 
162] as well as for thermoelectric- [98], and single photon devices [97, 117, 150]. 

Traditionally, band structure engineering is performed via compositional 
heterostructures were materials with different bandgaps are combined to shape the 
potential wells of, for example, QDs and QWs [21, 163-167]. However, 
compositional heterostructures intrinsically suffer from imperfect interfaces due to 
the difficulty of forming atomically sharp compositional junctions without defects 
or material intermixing. A non-abrupt interface will lead to an unpredicted and 
gradual change in electronic structure across the material boundary, resulting in a 
deviation from the model-like square shaped well-structure [21, 163, 165-167]. As  
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Figure 5.8. STM image of a single bilayer Zb segment in a Wz InAs NW, forming a QW as observed 
from an {110}/{11 20}-type surface. (A) Greyscale image, Iset = 50 pA. The tip–sample voltage of 
VT = 400 mV corresponds to the onset of the Zb valence band, which occurs before the Wz, 
explaining the high contrast of the Zb segment (red arrow) in the image. (B) 3D render of a section of 
(A). STM images of a single- (C) and double bilayer Zb segment (E) as well as corresponding atomic 
models of the QWs are shown in (D) and (F), respectively. The green and red crosses in the STM 
images correspond to the expected positions of In- and As atoms, respectively. Image settings are VT 
= 1.7 V and Iset = 50 pA for the single bilayer Zb segments and VT  = 1.9 V, Iset = 150 pA for the 
double bilayer segment. Figure adapted from Paper VI, [70].  

illustrated in Figure 5.7, this effect is especially detrimental for smaller QWs and 
QDs, where the shape of the potential is heavily distorted. The shape and height of 
the potential well are determining factors for the physical properties of QDs and 
QWs [97, 118, 164, 165], and can define fundamental behavior such as metallic 
versus semiconducting [168].  

These problems can, however, be solved by crystal phase engineering as the 
interfaces between Wz and Zb have been shown to be atomically sharp [19, 113, 
115, 169]. Also, material intermixing at the interface is not a concern since both 
crystal phases consist of the same material composition. In Figure 5.8 I show an 
STM image of a crystal phase QD in an InAs NW, consisting of a small Zb segment 
within the Wz NW, is shown.  
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Figure 5.9. Schematics illustrating the different band alignment types that can occur at a material 
heterojunction. Material A and Material B could be, for instance, different crystal structures of the 
same material, such as Wz and Zb, or different material compounds, such as GaAs and GaSb. EC and 
EV correspond to the conduction- and valence band edges, respectively. 

5.2.1 Electronic structure 

Crystal phase engineering is based on the difference in bandgap between crystal 
structures of the same material. The electronic structure of a semiconductor is 
mainly determined by the atomic symmetry of the crystal, and as such, is expected 
to change even for small variations of the crystal ordering, such as between the Wz 
and Zb crystal structures, where only the third nearest neighbor is different [102]. 
Two relevant properties for NW devices based on crystal phase engineering are the 
difference in bandgap between the two crystal phases and the band alignment at the 
crystal interface. 

Theoretical work predicts a larger bandgap for Wz relative to Zb for III–V systems 
[20, 155, 170-174], with the exception being GaP where the opposite behavior is 
expected [155]. Experimental bandgap values of the Wz phase are often extracted 
via indirect methods such as PL, or contact-electrical measurements were sample 
impurities, and crystal defects affect the results, leading to large discrepancies in 
reported bandgap values. As an example, Table 5.1 shows some theoretical and 
experimental values of InAs. For comparison, I have also included the values 
present in Paper VI, where 5 K STM/S was performed on neighboring Wz and Zb 
segments to directly extract their bandgaps. 

The band-alignment types found for Wz and Zb are very similar to what is found in 
compositional heterostructures, which can be categorized as a type I, II or III 
depending on the alignment type, as illustrated in Figure 5.9, [20, 155, 171, 173]. 
The band alignment of Wz and Zb in III–V materials are predicted to be of type II 
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Table 5.1. Theoretical and experimental values of the bandgap in InAs in the Wz crystal phase, including 
values from this work obtained by 5 K-STM/S (shaded blue). The gap difference refers to the total bandgap 
difference between Wz and Zb in InAs. For the experimental values, a Zb bandgap of 417 meV at 5 K was 
assumed. The theoretical methods referes to local-denisty aproximation calculations (LDA), modified 
Becke–Johnson exchange-correlation potential (mBJ), dynamically screened exchange approximation 
(GW), and transferable empirical pseudopotentials (EP). For some models the spin-orbit (SO) interaction 
is taken into account. 

Theoretical: Bandgap 
[meV] 

Gap 
difference 

[meV] 

Temperature 
[K] Method 

Belabbes [155] 481 70 0 LDA-1/2 QP +SO 
Friedhelm[20] 481 70 0 LDA-1/2 QP +SO 

De [171] 481 70 0 EP +SO 
Murayama [173] 457 40 0 LDA 

Zanolli [170] 611 55 0 GW 
Dacal [172] 461 41 0 LDA+mBJ+SO 

Experimental:     

This work 504 87 5 STM/STS 
Koblmüller [175] 500 83 20 PL 

Rota [176] 477 60 11 PL 
Bao [177] 520 103 7 PL 

Möller [178] 458* 41* 5 PL 
Trädgårdh [179] 540** 123** 5 PL 

Chen [148] 345*** 20 to 70 110–240  contact-electrical 

*lower bound, **extrapolation from InAsP bandgap, ***do not take valence band transport 
into account for bandgap extraction, likely resulting in an underestimated gap size. 
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with the Zb being at more negative energies, with, again, GaP being the exception 
[155]. Although the majority of experimental investigations agree on this point, the 
reported magnitude of the shift varies. 

The intrinsic band alignment can be challenging to extract experimentally due to 
Fermi level pinning. Instead, an extrinsic, often defect induced, band alignment is 
present on the surface of the NWs [35]. Fermi level pinning is an effect were surface 
states, generally located within the bandgap, have a very high density of states such 
that they can absorb large amounts of charge without changing the Fermi level 
position, i.e., the Fermi level is pinned to the energy of the surface state. As a result, 
the band alignment of crystal segments can depend on the surface morphology of 
the NW, as atomic defects and steps will give rise to extrinsic surface states which 
can pin the Fermi level [180-183]. The increased surface-to-volume ration of NWs 
with smaller diameters make them especially susceptible to Fermi level pinning-
effects. 

In Paper IV, V and VI, STM/S is used to directly determine the bandgap and band 
alignment of Wz and Zb in InAs and GaAs NWs. By performing STS onto adjacent 
Zb and Wz segments, it was possible to probe and compare the band structure 
around the Fermi levels for the two crystal phases. In STS, Fermi level pinning is 
found to reduce the effect of TIBB significantly, such that the amount of TIBB can 
indicate if a surface is pinned or not. As presented in paper VI and V a flat-band 
alignment was found between Wz and Zb in InAs, in contrast to the predicted type 
II. The flat-band alignment is explained by Fermi level pinning due to n-type defects 
in the NW. In contrast, for GaAs NWs of similar diameter, the surfaces were found 
to be unpinned such that the intrinsic band alignment could be measured, confirming 
the predicted type II alignment type. For both material systems, a larger bandgap 
was found for Wz relative to Zb.  

5.2.2 Quantum dots and wells 

QDs and QWs are nano-scale systems that confine charge carriers by restricting 
their movement in specific dimensions. In a QD, the charge carriers are confined to 
0D, i.e., no free movement, whereas in a QW they are confined to move in a 2D-
plane. For crystal phase heterostructures the confinement, to zero- or two 
dimensions, is mainly determined by the NW diameter, electron/hole effective mass, 
and segment length. For smaller diameters, and carrier effective masses, the 
confinement in all dimensions increase, resulting in a QD, and vice versa for a QW 
[97]. Along the confined dimensions, a limited number of allowed electronic states 
are present such that the charge carriers only are allowed to occupy specific 
quantized energy levels, analogous to the energy levels within the potential well of 
an atom. The depth and width of the potential well will determine the number of 
states as well as their energy. Atomically precise and identical QDs or QWs would  
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Figure 5.10. Topographic and electronic structure of single bilayer Zb segment (stacking fault) and 
surrounding Wz matrix. (A) A 3D render of a 12x12 nm2 STM image from the {110}/{11 20}-type 
surfaces of an InAs NW, obtained at 5K, with VT = 0.3 V, Iset = 100 pA. The STS events shown in 
(B) were obtained at atoms coated in red, as shown in (A). The STS is obtained at the stacking fault 
(blue), as well as 1, 2, and 3 nm away (green, yellow, and red, respectively). A reference Zb spectra is 
shown in black, obtained at a Zb segment larger than 100 nm. Fermi level is shown as a black dotted 
line. Characteristic similarities can be seen in the valence and conduction band for the single bilayer 
Zb segment and the reference Zb segment. Also, the STS obtained on the Wz consistently show 
features characteristic to Wz, independent on the distance to the single bilayer Zb segment. Figure 
adapted from Paper VI, [70]. 

be beneficial for a large number of applications, were high coherence between QDs 
and QWs is required, such as single photon emitters or quantum computers [55, 150, 
160, 184-186]. 

As discussed previously, QDs and QWs are commonly formed by artificially 
creating potential wells via compositional or crystal phase heterostructures. For 
atomic scale QD- and QW-applications crystal phase heterostructures would be 
preferable as the interface is atomically sharp [113]. Very little is however known 
about the atomic scale band-alignment at the Wz and Zb interface. Electrical 
measurements of polytype NWs have shown that atomic scale crystal-defects result 
in poor device performance due to trapped charges or reduced charge mobility [23, 
151, 187]. These effects indirectly confirm that a potential well is formed, but reveal 
little about its depth and shape. Direct determination of the atomic scale band-
alignment via conventional experimental methods, such as contact-electrical and PL 
measurements, is limited by the extreme precision required in NW growth, sample 
preparation as well as spatial and electronic resolution [118]. Also, only a limited 
number of theoretical work exists that predict how the electronic structure changes 
spatially over a crystal phase boundary at the atomic-scale level. When reviewing 
those studies, the results are found to be inconclusive, varying from a predicted ato- 
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Figure 5.11. The schematic image is illustrating the relationship between atomic-scale corrugation, 
STM imaging bias, and the potential landscape of the surface. The image shows a band diagram of a 
heterostructure QW. Tunneling occurs to/from the states between the STM bias, marked by a red line, 
and the Fermi level, EF, as indicated by the black arrows. The conduction band and valence band are 
denoted CB and VB, respectively. States that contribute to the tunneling along the spatial dimension x 
are marked in blue. In (A), a significantly larger amount of states are available for tunneling at the 
QW, leading to a large corrugation of the atom at that position. In (B), the relative amount of available 
states is more comparable such that almost no difference in corrugation is seen over the QW. In (C) 
no difference in sample DOS exist on the CB side resulting in an isotropic corrugation along x.  

mically abrupt junction to non-local effects spanning over several III–V bilayers 
[148, 188, 189]. In conclusion, despite its technological relevance, no consensus has 
been reached regarding the atomic-scale electronic properties of Wz/Zb interfaces.  

In Paper VI, I contribute to the field of crystal phase engineering by experimentally 
confirming that an atomically abrupt change in electronic structure indeed occurs at 
the crystal phase interface between Wz and Zb. For this purpose, 5 K-STM/S was 
performed on InAs NW surfaces with intentional inclusions of small Zb segments. 
In Figure 5.10, STS and a (3D rendered) topographic STM image are shown, 
obtained from a single bilayer Zb segment (a stacking fault) and the surrounding 
Wz matrix, obtained on the {110}/{11 20}-type facet. When comparing STS on 
the Zb QW with Zb segments which are larger than 100 nm (i.e., no expected 
confinement) characteristic similarities were found, indicating that the electronic 
structure of a single bilayer of Zb segments mimics that of the bulk. When probing 
the Wz crystal just 1 nm away from the Zb bilayer, characteristics of bulk Wz is 
found. This indicates that the transition in electronic structure from Wz-like to Zb-
like is abrupt to within at least 1 nm. STM imaging of the Zb segment and 
surrounding Wz matrix reveal that the transition, in fact, is atomically sharp. This  
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Figure 5.12. (A) STM images of single bilayer Zb segment in a Wz matrix, obtained on the 
{110}/{11 20}-type facets. Iset is 100 pA for all images. Red lines represent the position of line 
profiles used in (B) and (C). (B) Line profile across the stacking fault from STM images at different 
tip–sample voltages, VT. (C) The difference in atomic corrugation, d, between the Zb atoms and the 
nearest Wz atom (as illustrated in inset) is plotted as a function of tip–sample voltage, VT. Errorbars 
represent the standard deviation. Image adapted from Paper VI, [70]. 

Figure 5.13. Energy diagram showing the valence- and conduction band edges of Wz (black) and Zb 
(red) segments in InAs as obtained with STS at 5 K. The dashed line represent the Fermi level. The 
increase in the observed bandgap of the double (B) and single (C) bilayer Zb segments, relative to the 
large Zb segment (A), is interpreted as due to confined ground state levels within the QW, marked by 
horizontal purple lines. Image from Paper VI, [70]. 
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could be determined as an atomically sharp contrast between the Zb bilayer, and the 
surrounding Wz surface was observed when imaging at energies where few states 
should be present for the Wz relative to the Zb, i.e., just above the Wz band edge. 
The principles behind this effect are illustrated in Figure 5.11, and experimental 
results are shown in Figure 5.12. 

A size-dependent change in the bandgap of the Zb segments with different lengths 
was found, suggesting the presence of confined states within the smaller segments. 
A bandgap of 417 meV was found for Zb segments which were larger than 100 nm 
(considered as bulk-like), whereas a bandgap of 444 meV and 434 meV was found 
for single- and double bilayer Zb segments, respectively. As illustrated in Figure 
5.13, the enlarged bandgap for the smaller Zb-segments is consistent with 
confinement effects within the Zb segments, where the bandgap limits are defined 
not by the VB edge but instead by the highest ground state energy within the 
QW/QD-structure.  
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6 NANOWIRE SURFACES 

As discussed in this chapter, the NW surface plays a major role in determining the 
overall optical and electronic properties of the NW. For this reason, I discuss the 
atomic and electronic structure of the various types of facets available in III–V 
NWs; a special emphasis is that of surface states. A brief introduction to the general 
morphology of the NW facets is also provided. The ability to identify specific NW 
facets without atomic resolution—but rather based on their larger scale 
morphology—have been important for navigating to an area of interest on a NW. 

When a surface is formed, the symmetry of a crystal is broken, and as a result, some 
of the electronic bonds of the surface atoms will be unsatisfied. The spatial 
configuration and electronic characteristics of these bonds, commonly referred to as 
dangling bonds, are determining factors for the chemical properties of a surface. For 
example, the dangling bonds can be the origin of surface states, i.e., states or bands 
of energies often located within the bandgap of semiconductors. In some cases, the 
dangling bond configuration can be chemically unstable to such a degree that 
morphological changes in the atomic arrangement of the surface layer(s) 
spontaneously occur to reduce the surface energy, referred to as a surface 
reconstruction. Factors that play a role in the formation of surface reconstructions 
are, for example, the material type, crystal plane, temperature, or atmospheric 
conditions. The electronic and optical properties of any given material may be vastly 
different depending on what type of reconstruction the surface exhibits [190-195]. 
Also, diffusion lengths and surface energies—parameters which are essential for 
modeling and growth of core–shell NW structures—are partly determined by the 
type of reconstruction of the surface [196, 197]. 

As a consequence of the nano-scale dimensions and rod-shaped geometry, NWs 
have an inherently large surface-to-bulk ratio. As a result, NW devices are much 
more sensitive to surface effects compared to larger-scale components. In fact, the 
electronic and optical properties of NWs are greatly influenced—and in some cases 
dominated by [24, 25]—the surface morphology [26-28], surface defects [29-34], 
and surface states of the NW side facets. This issue is further complicated since the 
morphology and types of defects may vary for the different crystal structures and 
facet types [35-38]. Characterization of surface effects, their nature, and origin, thus 
play a crucial role in determining, and more importantly, when trying to manipulate 
the NW properties. 
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Figure 6.1. STM images of the most common low index facets of III–V NWs. (A) and (B) show a 
Wz/Zb interface obtained on the {110}/{11 20}-type facets of InAs NWs. (C) and (C) show 
atomically resolved images of the {11 20}-type and {110}-type facets, respectively. VT = 1 V, 
Iset= 50 pA 

6.1 Surface morphology 

When imaged with STM, the low index facets of the NWs were all found to be 
different in regards to the atomic-scale structure as well as larger-scale surface-
morphology. For the {11 20}-, {110}-, and {10 10}-type facets, STM images 
reveal atomic patterns corresponding to an unreconstructed surface [198]. In Figure 
6.1 and Figure 6.2, large-scale as well as atomically resolved STM images of the 
most relevant low index facets, obtained on the sidewalls of InAs, are shown. On 
the atomic scale, the {110}- and {10 10}-type surfaces have atomic rows extending 
along the surface at a 35.4° angle or perpendicular to the [ 1 1 1] growth direction, 
respectively. A slightly more complex pattern is found for the {11 20}-type 
surface, where instead zig-zag chains are found to extend along the NW growth axis. 
However, sometimes a square-pattern is observed instead of the zig-zag pattern. 
This inconsistency can be explained by a change in the electronic configuration of 
the atom at the tip apex, switching from an ideal s-orbital to a higher order 
configuration, such as a p-orbital [48]. 
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Figure 6.2. STM images of the {111}A/B- and {10 10}-type surfaces obtained on GaAs NWs. The 
images have been differentiated for clarity. (A) And (B) shows a (2×2) and a ( 19× 19)R23.4° 
reconstruction on the {111}A- and {111}B-type facet, respectively, VT = 4.5 V, Iset= 50 pA. (C) 
Shows an {10 10}-type facet, broken up by several intentionally included Zb segments exhibiting 
{111}A/B-type facets. Inset of figure (C) shows a section of the {10 10} surface with atomic 
resolution, VT = 2.7 V, Iset= 50 pA. The growth direction [ 1 1 1]/[000 1] is upward in all images. 

For InAs and GaAs NWs the {111}A- and {111}B-type facets were both found to 
be reconstructed. The {111}A-type facet exhibit a (2×2) reconstruction, consistent 
with the most common reconstruction found for the surface in planar geometries 
within the same parameter-space [199]. The {111}B-type facet was found to be 
heavily reconstructed, reminding of a semi-ordered ( 19× 19)R23.4° 
reconstruction often found on GaAs {111}B-type surfaces [200, 201]. This is quite 
interesting as the InAs{111}B-type surface is expected to have a (1×1) structure 
within the parameter-space used for both the NW growth and post-treatment [202].  
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Figure 6.3. STS obtained at an {11 20}-type facet on an InAs NW, obtained at 5 K. States are present 
in the bandgap and are attributed to extrinsic surface states originating from atomic steps. VB and CB 
refer to the valence- and conduction bands, respectively. EF denotes the Fermi level. Image adapted 
from Paper VI, [129]. Uset = 1.2 V, Iset = 200 pA. 

In fact, this type of ( 19× 19)R23.4° reconstruction has never been observed on the 
planar analogies of the InAs surface, implying that the surface energy may be greatly 
affected by a size-limited surface. This, in turn, implies that such effects must be 
taken into consideration when growing and designing nano-scaled objects. 

In analogy to the atomic scale morphology, the large-scale topography of the NW 
facets is characteristic for each surface type. The {11 20}-type surface exhibits a 
high density of steps propagating along the [ 1 1 1]/[000 1] growth direction. The 
terraces formed by these steps are often very thin, sometimes being only single 
atoms wide, and can extend for several hundred nanometers along the NW, see 
Figure 6.1. This is indicative of a low and high surface mobility of adatoms along 
and perpendicular to the growth direction, respectively. For the {11 20}-type 
surface, terraces on top of terraces were never observed, suggesting that any 
epitaxial growth on this facet-type occurs in a layer-by-layer fashion. Based on a 
large number of STM images, we found that nucleation of new layers, i.e., the 
extended terraces, occurs almost predominantly at three locations on the surface: at 
interfaces between Wz/Zb, at steps perpendicular to the growth direction, and at 
stacking faults. These type of nucleation sites are interesting as they demonstrate 
that the surface morphology is affected by crystal defects. 
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In contrast to the {11 20}-type facets, the {10 10}-type facets generally exhibit a 
very open surface morphology with a relatively low density of steps, with edges 
perpetuating perpendicular to the NW growth direction. This morphology suggests 
that the surface mobility of growth material is different for the {10 10}- and 
{11 20}-type facets. Interestingly, stacking faults (small Zb segments) were always 
found to correlate directly to an atomic step on the {10 10} surface, whereas no 
such effect was found on the {11 20}-type surface. This type of correlation is not 
surprising as the corresponding facet of the {10 10}-plane for Zb is the {112}-type 
plane, which tends to form {111}A- and {111}B-type facets. Hence, the atomic 
steps induced by stacking faults are in fact atomic-scale sized {111}A- or {111}B-
type facets, again demonstrating the relationship between crystal-structure defects 
and surface morphology.  

6.2 Surface states 

Surface states can modify the electronic structure around the Fermi level of a given 
material such that it deviates from the bulk structure. Surface states which are 
located within the fundamental bandgap can be detrimental to the performance of 
semiconductor devices where they can acting as unwanted recombination centers 
for charge carriers or preventing band bending at a heterojunction via Fermi level 
pinning [24-33]. Luckily, the low index surfaces of GaAs and InAs NWs do not 
have any intrinsic surface states located within the bandgap [203, 204]. However, a 
large number of extrinsic surface states can potentially be present as a result of 
surface defects such as vacancies, atomic steps, adsorbates, material interfaces and 
even atomic steps [205-207]. Characterization of such surface states on NWs have 
been challenging as conventional methods such as PL and contact-electrical 
measurements only observe the cumulative effect of all surface states present on the 
NW surfaces, providing no information about the influence of each type of defect. 

The ability of STM/S to map the electronic structure with atomic resolution makes 
it an excellent tool for probing the characteristics of surface states. For example, in 
Paper VI 5 K-STM/S was used to detect the presence of step induced states on the 
{110}- and {11 20}-type surfaces of InAs NWs. The surface states were highly 
delocalized, extending several tens of nanometers away from the step edge, being 
virtually omnipresent due to the small size of the NW facets and relatively large 
density of steps. In Figure 6.3 an STS spectrum from the {11 20}-typ surface is 
presented, obtained far away from any defects or step edges, and nonetheless, a non-
zero LDOS is seen within the bandgap at energies between 0  to 0.45 V, signifying 
the presence of surface states at those energies.  
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Figure 6.4. STM images obtained at the same position but at different energies at the {11 20}-type 
facets of InAs NWs reveal the presence of surface states originating from step edges. (A) And (B) 
shown 3D renders of STM images obtained at VT = +0.7 V and VT = 0.3 V, respectively. (C) Shows 
a number of line profiles (obtained as marked by a black line in (A) and (B)) extracted from STM 
images obtained at varying tip–sample voltages VT. Iset = 200 pA for all images and line profiles. 
Profiles are shifted along the y-axis for clarity. An increase in LDOS can be seen below the step edge 
for energies between 0.45 V and 0.3 V. Image from Paper VI, [129]. 
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Performing STM imaging with imaging-biases corresponding to the energies of the 
gap-states revealed that the states most likely originated from the terrace step edges 
of the {11 20}-type surfaces, which were extending along the NW growth 
direction. In Figure 6.4, 3D renders of STM images obtained on a {11 20}-type 
surface are shown. The surface exhibits two terraces which are separated by an 
atomic step. The images are obtained at the same spatial location but at different 
energies. The difference in step morphology is consistent with the presence of a 
decaying surface state below the step edge at 0.3 V. The presence of a higher 
LDOS below the step edge is confirmed by a number of line scans, shown in Figure 
6.4, where the states are found to be confined to energies between +0.3 to 0.45 V 
with respect to the Fermi level, similarly to what is seen in the STS, see Figure 6.3.  
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7 SURFACE PREPARATION AND MODIFICATION 

This chapter primarily deals with means for preparing the NWs for STM 
investigations. Specifically, the chapter elaborates on methods for NW transfer from 
the growth substrate to another suitable substrate—going from standing upright to 
laying down—allowing for easy access to their side facets by the STM tip. A 
discussion regarding suitable substrates and how to remove the native oxides is also 
provided. Finally, the chapter contains a section on surface-modification for the 
purpose of altering the NW properties. Specifically, incorporation of Bi on GaAs 
NWs is discussed in terms of the experimental procedure and implications of the 
results. 

STM investigations of NW surfaces poses some restrictions on sample preparation. 
Two main challenges come to mind: firstly, the NWs are grown standing upright, 
and due to the geometric configuration of our STM setup it is very challenging to 
approach a NW side-facet with the STM tip in such a configuration. Any realistic 
experiment hence requires that the NWs be transferred from the growth substrate to 
an additional substrate, on which they are oriented in parallel to that substrate 
surface. Secondly, when transporting the NWs from the growth chamber to the 
vacuum chamber of the STM, native oxides are formed on the NW surfaces. These 
oxides will affect any spectroscopic measurements as well as making direct surface 
imaging impossible, and must, therefore, be removed before STM investigation.  

The large number of facets available within one single Wz/Zb heterostructure NW 
also provides an excellent playground for material-deposition experiments. For such 
heterostructure NWs, the effects of material deposition can be studied for several 
facets and interfaces within the same sample. Also, it provides a unique opportunity 
to study the effects of material deposition on the surfaces of the Wz crystal segments 
which are relatively unexplored for III–V materials due to their unavailability in 
bulk form. 

7.1 Sample preparation 

When transferring NWs to a preferred substrate, two methods are commonly used, 
referred to as the close-proximity (CP) method and cleanroom tissue method. The 
latter refers to using a piece of cleanroom tissue and gently swiping it on the surface 
of the NW growth sample, resulting in a NW-covered tissue. Swiping the tissue over  
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Figure 7.1. SEM images of InAs NWs deposited onto an InAs{111}B-type substrate via the CP 
method. (A) Shows large parts of the substrate. The NW-covered area (marked by red dashed lines) 
have a brighter contrast with respect to the substrate surface. (B) Zoomed-in at the border of the NW 
area of the sample. Image courtesy of Martin Hjort.  

a clean substrate will result in a low concentration of NW on the surface. For STM 
studies, this method is unfavorable due to the low coverage of NWs on the surface, 
which significantly increases the time it takes to find a suitable NW to image. For 
this purpose, it is more favorable to use the CP method which in principle means 
that the NW growth-sample is brought into direct contact with another substrate 
surface [48]. By gently applying pressure on the backside of the substrate a high 
density of NWs is transferred, corresponding approximately to the density of the 
growth substrate. Also, by varying the applied pressure, a gradient in NW-coverage 
can be obtained on the substrate. A sample with NWs deposited using the CP 
method is shown in Figure 7.1. 

In general, it is favorable to use a substrate of the same material as the investigated 
NWs consist of. This has several benefits; the substrate can be used as a reference 
for STS measurements and the deoxidation process. Also, the NWs appear to adhere 
better to surfaces of similar elemental composition, possibly due to “alloying” 
during annealing of the sample. For all studies related to this thesis {111}B-oriented 
substrates were used. These substrates have empirically been shown to be more 
favorable in comparison to other readily available surfaces such as the (100)-type 
when it comes to NW adhesion.  
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Table 7.1. The table shows temperature and time intervals for hydrogen cleaning of a number of III–V 
systems when using a hydrogen chamber pressure of 2×10–6 mbar. The procedure will produce well 
ordered, flat and oxide free surfaces. The temperatures provided in the table were measured with a 
pyrometer. 

 InAs GaAs InP GaSb InSb 

Temperature [°C] 360–400 450–600 400–420 450–520 380–400 

Time [min] 25–35 30–90 25–35 45 25–35 

7.2 Removal of native oxides 

Native oxides on most III–V semiconductors could in principle be removed by 
annealing the sample to approximately 600°C. For some material systems, such as 
InAs, this is not advisable as the material start to decompose above 400–420°C. 
Sputtering, using for instance Ar-ions, would be another option. However, the 
method is destructive to some degree, and the high kinetic energy of the Ar-ions 
would most probably result in Ar-incorporation into sub-surface layers, and possibly 
also the bulk, of the NWs. For many materials such issues can be solved by 
annealing, but in the case of III–V materials it does not work due to evaporation of 
the group V element. Other possibilities would be annealing in an As-atmosphere 
[202], or capping (covering) the sample in another material—which can easily be 
removed by annealing—before exposing the sample to ambient conditions. The 
latter method is commonly used for MBE grown samples, but is not possible with 
the MOVPE setups.  

Our method of choice is to reduce the desorption barrier of the oxides by annealing 
the sample in a stream of hydrogen radicals [208]. A chamber pressure of 
2×10–6 mbar of hydrogen is often used for this procedure. The method allows for 
native oxide removal of InAs at 360–400°C, which conveniently is below the 
decomposition temperature for As in InAs. I can attest that the hydrogen must be 
radicalized for the procedure to work; a days-worth of experimental time at a 
synchrotron was spent by, unsuccessfully, trying to clean a sample with the 
hydrogen beam-shutter closed such that no hydrogen radicals could reach the 
sample. However, if the beam shutter was instead opened, the cleaning was 
successful. Cleaned samples will stay oxide-free for up to a week in an ultra-high 
vacuum environment (P<1×10–11 mbar). 

Interestingly, the atomic hydrogen cleaning procedure is effective for most III–V 
materials that I have investigated, and usually within the same temperature ranges, 
which allows for easy cleaning of material heterostructures. In Table 7.1 I have 
summarized parameters that have been used to successfully clean InAs, GaAs, InP, 
GaSb, and InSb. 
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Figure 7.2. The figure demonstrate the morphological effects of hydrogen treatment and oxide 
removal on the surface of InAs. The image depict cleaved InAs {110} surface, before (A) and after 
(B) hydrogen treatment. Only the first monolayer of the surface is found to be affected (island-
formation). The general surface morphology remains the same. VT = 2.5 V, Iset= 200 pA. 

7.2.1 Effects on surface morphology 

For investigations into the atomic scale surface morphology of the NW sidewalls, it 
is vital to know in what way the hydrogen cleaning-procedure affect the surface 
morphology. To this end, a series of experiments were performed on {110}-type 
InAs surfaces. A {110}-type wafer was cleaved in-vacuum, using a specially 
designed sample holder, resulting in a {110}-type surface free of native oxides. 
STM imaging of this surface reveals the “true” surface morphology of a {110}-type 
surface. The sample was then exposed to ambient conditions to form a native oxide, 
which later was removed using the hydrogen cleaning-procedure. For the cleaned 
sample the general surface morphology remains the same with the exception of a 
formation of ML high islands as well as a small roughening of surface step-edges. 
When hydrogen-cleaning a cleaved sample that is not oxidized, no apparent change 
in surface morphology is observed with the exception of a slight roughening of step 
edges. These observations suggest that only the topmost surface layer is affected by 
the hydrogen-treatment and that the ML-high islands are formed by material 
residues that are released when the oxide is removed. The results are summarized in 
Figure 7.2, but also presented in more detail in Paper II. 
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7.3 Surface modification 

During my work, I was privileged to visit Chris Palmstrøm’s research group at the 
University of California at Santa Barbara (UCSB) and use their unique vacuum 
system. It consists of an impressively large network of growth chambers and 
characterization instruments, including a 5 K STM setup, all connected into one 
enormous vacuum system. Such a setup allows for the sequential growth and 
characterization of exciting heterostructures without breaking vacuum [209-212]. 

The system also provides an excellent opportunity to study the effects of material 
deposition on NW surfaces. Studies of material deposition on NWs can lead to the 
discovery of new and interesting phenomena due to the large number of possible 
facet types, material variations, and crystal phase heterostructures available within 
a single NW. For instance, when depositing submonolayer amounts of Sb on GaAs 
NWs, it has been shown that, after annealing, the Sb incorporate within the first 
surface layer of the NW by replacing As in the lattice, such that GaSb is formed 
[37]. The substitution effect was shown to be four times greater for the Zb{110}-
type facet compared to the Wz{11 20}-type, likely due to a lower energy barrier 
for the Sb-for-As exchange on the Zb-facet. This type of crystal phase dependent 
incorporation can only be studied in NW systems for the majority of III–V 
semiconductors, as there is currently no other way to gain access to the Wz crystal 
phase. Such a non-isotropic incorporation effect could be used favorably to form 
atomically thin GaAs(1 x)Sb(x) layers, selectively, on different sections of GaAs 
NWs, to act as QWs or delta-doping layers.  

7.3.1 Bi deposition 

An extremely relevant material combination to study in a similar fashion is GaAs 
combined with Bi as it can be used favorably for topological effects [213, 214], 
bandgap engineering [215], and spintronic devices due to the giant spin-orbit 
coupling of Bi [216, 217]. To this end, the system at UCSB was used to deposit 
0.5 ML of Bi on top of heterostructure Zb/Wz GaAs NWs, which had been 
transferred to a GaAs{111}B-type substrate. The deposition was performed at an 
already cleaned sample using an MBE source and a sample temperature of 250°C. 
The sample was then transferred to the 5 K-STM system without breaking vacuum. 
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Figure 7.3. Bi incorporate differently depending on the crystal structure and facet orientation. The 
figure show STM images from {11 20}-type and {110}-type facets after Bi-deposition, respectively. 
Brighter areas and spots correspond to Bi inclusions. VT = 4.4 V, Iset = 100 pA for both STM images. 

As discussed in detail in Paper III, the effects of Bi-deposition are different from 
what have previously been observed with Sb [37]. Instead of a straightforward 
difference in a number of incorporation-events between the Zb{110} surface and 
the Wz{11 20} surface, different patterns were formed. In Figure 7.3 filled state 
STM images (imaging As) of the Zb{110} surface as well as the Wz{11 20} 
surface after Bi deposition are shown. The brighter protrusions in the images 
correspond to Bi. Based on their apparent height, see Figure 7.4, they appear to have 
replaced As-atoms in the top surface layer, forming local pairs of GaBi, rather than 
sitting intop of the surface. On the Zb{110}, the Bi appear to be distributed 
randomly at the surface and is predominantly found without any Bi-neighbors. On 
the Wz{11 20} surface, however, the Bi seems to incorporate in clusters, forming 
atomic chains or “terraces.”  
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Figure 7.4. STM image obtained at room temperature of Bi in GaAs. For reference, the height of an 
atomic step on the GaAs is approximately 210 pm. Scale bar is 1nm. (A) Single Bi atom incorporated 
in the {110} surface of Zb, Iset = 210 pA, and VT = 4.6 V. (B) Line profile as marked in (A). (C) 
Chain of Bi atoms incorporated in the {11 20} surface of Wz, VT = 3.5 V and Iset = 210 pA. (D) Line 
profile as marked in (C).  

Relevant for both facets is that the number of As-for-Bi exchange events is higher 
in the vicinity of atomic steps or vacancy sites, as shown in Figure 7.5, signifying 
that such defects act as incorporation-centers for the Bi. For the Zb, Bi-incorporation 
appears to be preferential via the {111}A/B-type step edges. For the Wz{11 20}-
type surface, the Bi incorporates via the 0001 -type step edges, which are polar 
in contrast to the 10 10 -oriented step edges. Any preference for A-type or B-type 
polarity is not clear from the images as the NW alignment is not known. The atomic 
chains are most likely formed due to a low-energy diffusion path along the 0001

 directions, similarly to what is seen for GaAs and InAs where elongated 
terraces are naturally formed on the Wz{11 20}-type facets (as shown in Paper IV 
and V). 

After imaging a total area of 3800 nm2 and 3000 nm2, for Zb{110} and Wz{11 20}, 
respectively, and counting the number of Bi incorporation events, a Bi-density of 

Wz{11 20} = 0.41±0.30 Bi/nm2 and Zb{110} = 0.33±0.10 Bi/nm2 was found for the two 
facets. The large standard deviation in the Wz case is most likely explained by a va- 
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Figure 7.5. The Bi incorporates into the surface layer via atomic step edges and vacancies in both the 
{110}- and {11 20}-type surfaces in GaAs NWs. (A) And (B) show atomically resolved STM images 
and a model, respectively, of an {11 20}-type surface. The bright protrusions correspond to Bi atoms. 
Bi enters the surface via the 0001 -oriented step edges and vacancies. (C) And (D) show STM 
image and model of the {110}-type surface, where Bi incorporates via the 111 -type step edges 
as well as vacancies. VT = 4.4 V, Iset = 100 pA for both STM images.  

riation in step density in the different images used for the Bi-counting. Nonetheless, 
no clear preferential incorporation is found between the two facets in terms of 
amount. 

Interestingly, STS measurements on the Bi-chains, formed on the Wz{11 20} 
facets, show signs of a size-dependent confinement effect within the chains. A 
distinct feature on the valence band side shows up uniquely on the Bi chains, and 
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the position of the state changes depending on the chain length. This is similar to 
what has been observed for atomic chains of In on metal surfaces [55] and would 
be interesting for quantum computing applications. The GaAs+Bi-system is 
however much more favorable for such applications compared to a metal-system 
due to a number of key points: it is a semiconductor system, the chains are self-
assembled, and finally, the Bi layer could potentially be covered in a few ML of 
GaAs to protect the chains from external perturbations. From an electronics point 
of view, a semiconductor system is far more interesting due to its relative ease to be 
integrated into devices compared to a metal-based system. Self-assembly of Bi 
chains allows for large-scale fabrication were the chain length could potentially be 
controlled by regulating the crystal segment lengths. 
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8 NANOWIRE DEVICES 

During the course of my work, means to perform STM/S investigations of NW 
surfaces while the NW was in operation were developed, i.e., having an electrical 
potential applied to the NW [218-220]. The performance of NW-based devices is 
generally below what is theoretically expected due to perturbations from surface- or 
crystal structure defects (stacking faults) [23]. Also, conventional electronics 
generally degrade over time as a result of electro-migration, where material from 
the surface transports along the electric field gradient. The material transport will 
slowly degrade device performance, and ultimately renders the device useless [221, 
222]. For NW systems, these type of performance-reducing effects is generally hard 
to study using conventional techniques, such as contact-electrical measurements, as 
those cannot distinguish between surface- and bulk conductance or the effects of 
individual defects [23]. STM/S is however capable of performing potential maps 
with atomic resolution such that the effects of individual defects such as atomic 
steps, vacancies, adatoms or crystal phase variations can be determined. An example 
is shown in Figure 8.1, where the p-n junction has been mapped in an InP NW. 

8.1 Device design 

Performing STM on a contacted NW poses a challenge as conventional planar NW 
devices, used for contact-electrical measurements, are based on non-conducting SiO 
substrates [3]. In such devices, gradually thinner gold contacts are connected to the 
ends of the NWs, via electron beam lithography (EBL), such that an external bias 
can be applied over the NW. To perform STM imaging on such a device, the STM 
tip has to be manually placed (via optical inspection) on top of the thicker end of 
the gold contact and then (via STM imaging) slowly moved along the contact 
towards the NW. This was extremely time consuming, and the risk of “falling off” 
the contact and crashing the STM tip into the insulating substrate is high.  
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Figure 8.1. Low-resolution potential profile along a p-n junction in an InP NW. (A) STS line profile, 
i.e., the logarithmic tunneling current as a function of voltage and position along p-n junction. Dashed 
line denotes Fermi level. Solid lines mark approximate position of valence and conduction band edges. 
The depletion region is ca. 15 nm long. (B) I–V spectra obtained from positions marked by a green 
and blue arrow in (A), illustrating the shift in potential between the two regions of the NW. (C) Large-
scale STM image of InP NW. Green and blue line denote the start and end of STS line profile from 
(A). 

In our device designs, a conductive substrate surface is instead used, allowing for 
STM imaging over the whole device, with little risk of tip crashes. SEM images and 
schematic models of our device designs are shown in Figure 8.2. A Si substrate is 
used as a template on which a SiO layer is grown. As described in detail in Paper 
VIII, EBL was used to form large sheets of 15 nm thick conductive Ti, which in 
turn is capped by a 2 nm thick Au layer, on top of the Si-substrate. The Ti sheets are 
separated by 0.5–1.5 μm wide trenches such that they can be individually biased. 
The SiO at the bottom of the trench is etched away, exposing the underlying 
semiconducting Si surface. The underlying Si surface is grounded, allowing for 
STM-scanning within the trench. The NWs are then suspending between two 
adjacent Ti sheets, which can be independently biased, allowing for a potential drop 
along the section of the NW that is suspended over the trench. The NWs are placed 
over the trench with a focused ion beam (FIB) tip, using an optical microscope for 
navigation. Alternatively, the NWs can be deposited stochastically via the paper-
tissue method—resulting in a large number of NWs in the area of a trench—and 
relying on luck that one or a few NWs end up lying across the trench. In some ver- 
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Figure 8.2. The figure shows NW device designs where all parts of the surface are conductive such 
that STM imaging can be performed without the risk of tip crashes. (A) Schematic model of the device. 
(B) SEM image of NW device with the Ti holding layer. The inset shows low-resolution STM image 
of the NW as well as the two contacts. (C)–(E) Shows consecutively more zoomed in versions of the 
latest generation device with shorter trenches and only single NWs at each contact. The bright tip that 
is visible in (D) and (E) is the FIB-tip that was used for placing the NWs at the trench. Figure (B) 
adapted from Paper VIII, [223]. 

sions of the device design, a holding layer of Ti was placed on top of the NW to 
immobilize it. This idea was later scrapped as it involved an additional processing 
step that was found to be unnecessary. This type of device setup can withstand 
temperatures at least 450°C such that the native oxides of the NW surface can be 
removed for most III–V materials via annealing in a flux of atomic hydrogen. In 
Paper VII, it is shown that the surface oxide reduces the conductivity of the NWs 
by several orders of magnitude. This effect was measured by recording the 
conductance of a NW device pre- and post-oxide removal. 
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Figure 8.3. A decrease in device resistance is often found after several consequtive voltage-ramps. 
Here, the effect is demonstrated for an individual InAs NW that was ramped between 1 V and +1 V. 
The errorbars show the standard deviation. 

8.2 Device operation 

Using this type of device design, a contacted NW can be found within one hour with 
the help of previously obtained optical/SEM images and visual markers for 
reference. The design allows for voltage ramping while simultaneously performing 
STM/S imaging. For NWs with diameters of ca 100 nm, a 4–5 V or 1 V bias can be 
applied before device breakdown for the multi and single NW devices, respectively. 
Nonetheless, great care had to be taken to use high-quality equipment as voltage 
spikes would destroy the NW. For this reason, it is also recommended to use rather 
slow voltage ramps when applying an external bias. An additional reason for a slow 
ramp is the rapid increase in NW temperature when a current is running through it, 
resulting in thermal drift. Surprisingly, thermal drift dissipates within a minute, 
suggesting a rapid thermal dissipation with good heat transfer between the Ti/Au 
electrodes and the NW. 

The electrical contact between the Ti/Au and the NWs was found to be very good, 
such that at least 90% of the applied bias dropped over the NW. The device 
resistance is instead predominantly due to the low conductance of the NW. Typical 
resistances are in the M - and k -range pre- and post-removal of the native oxides, 
respectively. These values do however vary greatly depending on the NW 
properties, such as material, doping concentration, and axial/radial composition. 
Interestingly, the device resistance experience a slight reduction after having 
experienced a few voltage ramps. As shown in Figure 8.3, the improvement is small, 
only on the order of a few hundred , and commonly saturates after 5–10 voltage- 
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Figure 8.4. Schematic images illustrating the relationship between tip–sample separation (z), 
tip–sample bias (VT), and an externally applied bias on the substrate (Uext). The effective tip–sample 
separation for a surface with a uniform or varying surface potential is shown in (A) and (B), 
respectively.  

ramps. The effect is only present for cleaned NWs suggesting that it may be due to 
sequential alloying between the NW and the Ti/Au. 

When running the STM in constant-current mode, the setpoint bias between the tip 
and sample, VT, will determine the tip–sample separation, z, for a uniform sample. 
When an external bias, Uext, is applied to the sample (as in the case for the NW 
devices) it will change the local surface potential of the sample such that the net 
tip–sample bias is altered, ultimately resulting in a different tip–sample separation, 
as illustrated in Figure 8.4. For a non-uniform sample, such as a contacted NW, 
where the surface potential continuously changes along the NW growth axis due to  
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Figure 8.5. When NWs are externally biased the rate of adatom and vacancy movement appears to 
increase. The images (A)–(C) depict a GaAs NW {110}-type surface with several defects, obtained 
8.5 min apart from each other. For all images an external bias of Uext = 3 V is applied to the NW. For 
all images VT = 2 V and Iset = 50 pA. Between (A) and (C) several surface features have moved 
(marked by rings). As shown in Paper VIII, the migration effect is much more pronounced for InAs 
surfaces were a large number of defects are healed in a matter of minutes. 

the potential drop between the device contacts, the effective tip–sample bias and 
distance will change in accordance with the varying surface potential along the NW. 
One has to be mindful of this effect when imaging semiconductor surfaces as an 
applied external bias can result in an effective tip–sample bias that only allows for 
tunneling into the bandgap of the semiconductor, resulting in a tip crash. Similarly, 
extremely high tip–sample voltages can be reached, inducing unwanted tip changes. 
It is thus recommended to always account for the external bias by changing the 
tip–sample setpoint bias accordingly. 

The correlation between tip–sample separation, tip–sample bias, and an externally 
applied bias could be used beneficially in Paper VIII to determine the potential drop 
over an individual stacking fault (single bilayer of Zb) in a Wz NW. Due to 
interfacial effects, and differences in bandgap between Wz and Zb, stacking faults 
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are assumed to act as small resistances in NWs [23], but their individual effect has 
not been quantitatively measured. In Paper VIII we show STM images of the 
stacking fault as observed from a {10 10}-type surface, obtained using the same 
tip–sample setpoint bias, VT = 1 V, but using external biases Uext varying from 

4 to +0.2 V. The tip–sample separation for images obtained at Uext = 0 V purely 
depends on local variations in sample height (and electronic effects) for a given VT. 
However, if an external bias is applied, the resulting tip–sample distance in each 
point of the STM image will depend on the local height variation (and electronic 
effects) as well as the varying changes in surface potential due to the potential drop 
along the NW growth axis. By subtracting an image obtained using a non-zero 
external bias from the image obtained at Uext = 0 V, only the height information 
related to the local variations in surface potential due to the external bias remains in 
the image. A change in contrast (i.e., tip–sample separation) at the stacking fault, 
consistent with a local potential drop induced by the intrinsic resistance of the 
stacking fault, could be observed. 

This may seem to be a rather convoluted way to obtain the changes in local potential 
within an image as the STM/S is perfectly capable of obtaining such information 
directly via for instance spectroscopy maps. However, the STM setup at the time 
only allowed for room temperature measurements such that the long imaging times 
required for spectroscopy maps, in the order of hours for dI/dV–V maps, would 
result in a useless image due to severe thermal drift. 

As discussed in Paper VIII, by performing atomically resolved imaging and 
simultaneously applying an external bias, it was possible to study the morphological 
effects of having an electric field gradient along the NW. We found that a material 
dependent self-healing effect occurred for moderate to high external biases as a 
result of electromigration. For a sufficiently large bias (above 2 V and 3 V for InAs 
and GaAs, respectively), adatoms would migrate along the electric field gradient 
and occupy surface vacancies, reducing the net amount of surface defects on the 
NW. The effect scales with the applied external bias, being more pronounced at 
higher values. In Figure 8.5, this effect is demonstrated by atomically resolved STM 
images of an {11 20} surface of a GaAs NW device. In all images, an external bias 
of 3 V is applied during image acquisition, and the images are obtained with an 
8.5-minute separation. Several surface-features change in between the images, 
consistent with a migration of material along the NW surface. As shown in 
Paper VIII, this effect is more significant for InAs compared to GaAs, most likely 
due to the differences in surface energy between the two materials. In the case of 
InAs, also larger-scale morphological changes occurred were terraces would move 
and change shape.  

This type of self-healing effect could potentially be used to improve the performance 
of NW devices via a reduction in the net amount of surface defects. However, the 
results presented here are preliminary, and further studies would be of interest. For 
example, the long-term effects of applied biases as well as quantification of how the 
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potential drop along the NW is affected by various types of surface defects and 
heterojunctions could be investigated. 
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9 CONCLUDING REMARKS AND OUTLOOK 

The work presented in this dissertation has been devoted to atomic scale 
characterization of III–V NW surfaces. The III–V NW systems have shown great 
potential for improved and novel applications within MOSFET electronics, 
photonics, photovoltaics, and quantum information-technologies [7-10, 95, 97, 117, 
150, 160]. My work is motivated by the shortage of atomic-scale surface studies of 
III–V NWs, despite the critical role the surface plays for determining the NW 
characteristics [24, 25]. In fact, when I started my work only two studies were 
published which could demonstrate atomic resolution on the sidewall facets of III–
V NWs [27, 198]. Since then, a total of fifteen atomically resolved STM/S studies 
on III–V NW surfaces have emerged (of which I have contributed to seven) [27, 35-
38, 47, 70, 89, 198, 223-228]. When reviewing the current publications on the topic, 
I find that they can roughly be divided into three sub-categories: (I) surface 
characterization and modification, (II) characterization of heterostructure interfaces, 
and (III) characterization of NW devices operando. 

Surface characterization and modification with the purpose to control surface 
properties or create material heterostructures—such as QWs, QDs, or delta-doping 
layers—have significant relevance for the development of novel NW devices. 
Information at the atomic scale on the origins of surface states, step densities, 
nucleation sites, and growth modes are essential for consistent growth and control 
over the NWs and their electronic properties. To this end, Paper I deals with the 
atomic level overgrowth dynamics on NW surfaces and demonstrates that crystal 
phase interfaces and surface types play a major role in determining growth modes 
and nucleation sites. It also demonstrates that the small-sized facets of the NW 
sidewalls can be determining factors for the formation of surface reconstructions 
that normally do not appear within the given parameter-space. Such effects are 
important to consider regarding both growth modes and electronic properties. A 
natural progression from the present study would be to move onto core–shell 
heterostructures. One approach to investigating core–shell growth could be to 
sequentially grow single MLs (or less) of material A, on a NW of material B, while 
performing STM characterization in between the growth-sessions to better 
understand the origin of interfacial defects and material intermixing. 

Paper III deals with the growth of submonolayer quantities of Bi on GaAs NWs, 
and further demonstrates the prominent role of the surface characteristics 
concerning the growth process. The Bi is found to form different structures on the 
NW surfaces depending on the facet type, with a tendency towards forming self-
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assembled atomic chains of Bi on the {11 20}-type surfaces in the Wz crystal 
phase. Initial measurements show signs of quantum confinement within the atomic 
chains, making them interesting for applications in quantum computing and 
quantum information technologies, and warrants further study. The Bi–GaAs 
system is especially interesting in this regard as the chains could potentially be 
overgrown with an epitaxial layer of GaAs to protect them from surface-induced 
perturbations and ambient conditions.  

Surface selectivity as a concept is also worth exploring further in terms of selective 
radial overgrowth to form crystal-phase dependent QW-structures or delta-doping 
layers. In this regard, exploring the parameter-space for controlling the surface 
selectivity, in terms of both the NW sample and the Bi-growth conditions, could be 
of value. For instance, varying parameters such as the NW diameter, crystal segment 
lengths, and crystal phase interface types (i.e., V-grooves of a TSL) could lead to 
interesting differences in the overgrowth dynamics and Bi-incorporation. 
Concerning growth properties, systematic studies of temperature dependencies, 
material amounts, and post-treatment processes could also contribute towards 
atomic scale modification of NW structures. Finally, it is noteworthy that the 
material system, i.e., Bi–GaAs, is interesting in itself in the context of fundamental 
physics such as topological effects [214], a field in which the NW geometry already 
has proven useful [94]. The ability of selectively modifying the properties of only 
the topmost surface layer of the NWs could open up new avenues for studying 
topological phenomena. 

In Paper II and VII, a method for oxide removal of NW surfaces that apply to a 
large range of III–V systems is demonstrated. It is shown that only the topmost 
surface layer is affected by the procedure, making it an excellent alternative to 
material capping. Paper II also demonstrates that the step density can be controlled 
by the growth parameters. Means for controlling the atomic scale surface 
morphology are highly relevant as shown in Paper VI where atomic steps are found 
to give rise to surface states. Surface states can be detrimental to the performance 
of NW devices that rely on the confinement of charge carriers via bandgap 
engineering. Paper VII also demonstrates the importance of developing surface 
passivation techniques for improving NW device performance. In the paper, the 
presence of the native surface-oxides was shown to reduce the conductivity of the 
NWs by several orders of magnitude.  

Characterization of heterostructure interfaces in III–V NWs has the potential to 
improve the performance of NW-based devices. For instance, in contrast to the well-
established material heterostructure junctions, crystal phase engineering has the 
potential for modulating the potential landscape in NWs with atomic-level 
precision. However, direct measurement of the electronic properties of the Wz 
crystal phase is difficult, and no consensus regarding its bandgap has been reached 
for many materials. Paper IV, V, and VI deal with the electronic characterization of 
crystal phases in the GaAs and InAs systems. It is demonstrated that the bandgap 
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and band alignment between Wz and Zb can be extracted with STS. However, in 
the case of InAs, the true band alignment is masked due to Fermi level pinning 
induced by n-type defects, indicating that developing methods for surface 
passivation is essential for the predictable and consistent behavior of NW devices. 
Paper VI also demonstrates that the crystal-phase dependent bandgap is valid down 
to a single atomic bilayer, a result which holds significance for crystal phase 
engineering. In the context of crystal phase engineering, further characterization of 
quantum confinement within small material- and crystal phase junctions would be 
interesting for developing arrays of QDs within single NWs. Such arrays could 
function as a system of qubits within a quantum computer. 

Further exploration into how surface defects affects the electronic properties of 
material or crystal phase interfaces is also of interest. Recent efforts towards using 
heterojunctions in III–V NWs as transistors with on-state voltages below the 
fundamental sub-threshold limit (i.e., tunnel field effect transistors operating below 
60 mV/decade) are currently limited by mid-gap states and trap-assisted tunneling. 
These effects could be related to defects at the surface in the vicinity of the 
heterojunction interface [229]. For further improvement of such devices, the origin 
of bandgap tails and trap states could be characterized by STM. 

Characterization of NW devices operando is a natural step towards correlating 
electronic properties and surface defects in NWs. The performance of NW devices 
is often hampered by defects and imperfections. Deconvolution of the influence of 
each defect type, such as surface vacancies, atomic steps, and stacking faults, is 
conventionally difficult, and optimization of the NW performance is often done via 
a trial and error approach. The results of Paper VII and VIII demonstrate a proof of 
principle for atomic-scale characterization of the surfaces of NW devices operando, 
a prerequisite for taking performance-characterization of NWs beyond trial and 
error. Also, interesting phenomena such as electromigration and its self-healing 
effects on surface defects are presented in Paper VIII. Such effects could open up 
possibilities for creating highly ordered crystals for improved device performance. 
The current study could be expanded by investigating the extent of the self-healing 
effect in terms of defect types, materials, surfaces, and bias thresholds. Also, studies 
of electromigration in the context of long-term exposure to biases, or rapid 
switching of voltages, could be of interest for the NW device community. 

Operando STM studies of NWs could be further expanded by increasing the 
complexity of the NW. By adding, for example, heterojunctions, dopant gradients, 
or adsorbates, valuable insights for optimizing the performance of NW devices for 
a large number of applications could be gained. These type of measurements could 
naturally be progressed into a low-temperature environment that allows for a more 
detailed characterization of defects and heterostructures, for instance via high-
resolution potential-mapping. The complexity of the measurement could be further 
increased by combining operando measurements with a laser system to measure the 
photo-response of the NWs.  
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In conclusion, STM on NWs have been, and will most likely continue to be, 
important for the atomic level characterization of III-V NWs. However, the low 
temporal resolution of STM leaves many electronic properties of the NW surfaces 
to, currently, only be investigated at the theoretical level. I believe that if the NW 
system is to act as a foundational building block within future applications for 
electronics and photonics, the characterization methods must evolve to allow for 
investigation of both temporal and spatial dynamics simultaneously. Perhaps by 
combining pulsed light sources—with ultrafast repetition rates—and scanning 
probe techniques for a combined temporal and spatial characterization of 
nanostructures at the resolution limits of the respective methods. This being said, I 
am pleased for having been given the opportunity to contribute to early work of NW 
surface characterization, and I expect the field to grow considerably in the coming 
years.  
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