Characterization of broadband few-cycle laser pulses with the d-scan technique
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Abstract: We present an analysis and demonstration of few-cycle ultrashort laser pulse characterization using second-harmonic dispersion scans and numerical phase retrieval algorithms. The sensitivity and robustness of this technique with respect to noise, measurement bandwidth and complexity of the measured pulses is discussed through numerical examples and experimental results. Using this technique, we successfully demonstrate the characterization of few-cycle pulses with complex and structured spectra generated from a broadband ultrafast laser oscillator and a high-energy hollow fiber compressor.
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1. Introduction

Today’s femtosecond laser oscillators can easily deliver pulse durations in the few-cycle regime [1–4]. Ultra-broadband oscillators based on Ti:Sapphire usually operate in regimes where strong nonlinearities occur within the gain medium itself, which can lead to broadband and highly structured spectra. On the other hand, there is a strong demand for high-power ultrashort pulses not achievable directly with laser oscillators. These can be produced by optical parametric chirped pulse amplification (OPCPA) [5, 6] or by chirped pulse amplification (CPA) [7, 8]. It is however a complicated task to preserve the short pulse duration in the amplification process in traditional CPA systems, as effects like gain...
narrowing reduce the spectral width of the amplified pulses. Thus, external pulse compression schemes are usually employed that can provide energetic pulses in the few- to single-cycle regimes. These pulses have become indispensable tools in attoscience [9] and high-field physics [10]. The most common external compression schemes involve spectral broadening of amplified pulses by self phase modulation (SPM), either in a gas-filled capillary waveguide [11, 12] or in a self-guided filament [13], usually followed by temporal compression with chirped mirrors. The resulting spectra are generally a few hundred nanometers wide, often featuring strong modulations and spectral gaps. Furthermore, the phase acquired by the pulses in the broadening process is complicated due to the interplay between several effects, such as SPM, dispersion, plasma generation, and shockwave formation, and in practice can only be partially compensated for by chirped mirrors. Considering the broadband spectra with complicated structure and phase that normally arise, the characterization of pulses delivered by these external compression schemes is usually quite challenging.

When characterizing ultrashort laser pulses, different methods have different strengths and weaknesses [14]. The existing measurement techniques can be broadly defined to operate in the time domain (i.e., autocorrelations [15]), the spectral domain (spectral phase interferometry for direct electric-field reconstruction - SPIDER - and variants [16–18], and multiphoton intrapulse interference phase scan - MIIPS [19–22]) or both domains (frequency resolved optical gating - FROG [23–25]).

We have recently demonstrated a simple technique to characterize ultrashort pulses while compressing them with chirped mirrors and glass wedges [26]. Since chirped mirrors introduce fixed amounts of dispersion, they’re commonly used together with a pair of glass wedges to fine-tune the dispersion so as to reach maximum compression. By measuring the fundamental spectrum and the second-harmonic generation (SHG) spectra around this optimum glass insertion, together with a numerical iterative algorithm, it is possible to fully characterize the pulses without the need for further diagnostics. In this work, we investigate the applicability of the method (which we call d-scan, short for dispersion scan) to particularly complex cases, namely sources with complex spectra (both in spectral power and phase), as well as its robustness to measurement bandwidth and noise. We demonstrate, via simulations and experiments, that it is possible to reconstruct the phase of few-cycle pulses generated by ultrabroad bandwidth oscillators and from post-compression in a hollow fiber from a CPA system. The main advantages of this technique are its simplicity (ease of alignment), sensitivity (no need for pulse splitting, so it uses all the available energy), relaxed bandwidth requirements, and the ability to measure the relative phase between well separated frequency components, provided the spectral gap between them is smaller than the largest continuous spectral region [27]. The cases considered here (both simulated and experimental) are of particular relevance for state-of-the-art broadband ultrashort pulse sources, where spectra are the result of complex nonlinear processes (e.g., Kerr effect and plasma interaction).

2. Method

An ultrashort laser pulse can be described by its complex spectral amplitude

$$\tilde{U}(\omega) = |\tilde{U}(\omega)| \exp\{i \phi(\omega)\},$$

(1)

If the pulse goes through a piece of transparent glass and then a SHG crystal, the measured SHG spectral power as a function of thickness is proportional to

$$S(\omega, z) = \left| \left( \int \tilde{U}(\Omega) \exp\{i z k(\Omega)\} \exp(i \Omega t) d\Omega \right)^2 \exp(-i \omega t) dt \right|^2,$$

(2)

which can also be written in the spectral domain as a convolution (as usually found in MIIPS literature [19–22]).
\[ S(\omega, z) = \left[ \hat{U}(\Omega) \exp\{izk(\omega)\} \hat{U}(\omega - \Omega) \exp\{izk(\omega - \Omega)\} \right]^2 \] (3)

where \( z \) is the glass thickness and \( k(\Omega) \) is the frequency-dependent wavenumber of the glass. This simple SHG model assumes that the nonlinearity has infinite bandwidth, or at least that the spectral response is flat in the region of interest, which is seldom the case for pulses in the few-cycle regime and under normal experimental conditions. Fortunately the resulting SHG power spectrum is still well described by this simple model, provided that a spectral filter is included \([28, 29]\).

Our method consists on measuring the fundamental power spectrum and guessing the spectral phase that reproduces the measured SHG trace, \( S(\omega, z) \). As in our previous work \([26]\), we use a general minimization technique (Downhill Simplex \([30]\)), but different basis sets are used to describe the phase. In the original algorithm we used a Fourier series to represent the phase, with the different coefficients of the Fourier series being the optimization parameters. This worked well in most cases but was not enough for others. A simple way to avoid the algorithm getting stuck in local minima is to switch basis whenever this happens: often, a local minimum in a given basis is not a local minimum in another basis, so the simple switching of basis can be a great improvement. For the work presented here, we used several different representations. A good tradeoff between accuracy and speed was obtained by defining the GD values at a given resolution and using spline interpolation in between (similarly to \([31, 32]\)). As the algorithm converges, the resolution is then increased by adding more degrees of freedom (blue dots), until it reaches the sampling limit. The previously determined values are still allowed to vary.
Fig. 2. Example of simulated dispersion scans for different complex cases, where the spectral phase plots on the left correspond to zero insertion in the scans on the right. (a) simulated and retrieved phase and corresponding d-scan (b) multiplied by a crystal response curve, together with hard clipping at the spectral edges and 5\% additive noise added. (c) and (d) correspond to relatively small but fast phase variations that heavily distort the trace. (e) and (f) demonstrate the case of a hard-clipped spectrum with phase, group delay and group delay dispersion discontinuities between the resulting two spectral regions. For all of these cases the retrieved phase is in very good agreement with the initial simulated phase.

In previous work we showed that the d-scan method doesn’t require an intensity-calibrated SHG signal, and the spectral filter can be retrieved at the same time as the fundamental spectral phase. This is accomplished by using a wavelength-dependent (local) error as the merit function for the minimization algorithm [26].

3. Examples

We briefly study the performance of the method for three different scenarios: measurement noise, strong phase modulation, and spectra with well-separated frequency components (Fig. 2). A d-scan trace is simulated for each different scenario, and the retrieval algorithm is run. In all cases, the “zero” glass insertion on the right side scans corresponds to the shown spectral phase on the left side plots. The fundamental spectrum is an actual measurement from the ultrafast oscillator used in our previous work [26].
3.1 Noise

A systematic analysis to noise tolerance of a given method invariably involves choosing a “representative” pulse, physically simulating the measurement process, adding noise, and trying to retrieve the original pulse. Given the amount of parameters available, and that each measurement technique has its strengths and weaknesses, it is just too easy to find a case where a given method is superior to others with respect to noise. In view of this, we will not be comparing the d-scan technique to other methods but will simply illustrate qualitatively the tolerance to noise using a “representative” example. For this we simulated a d-scan, applied a spectral filter and added Gaussian noise, with a standard deviation equal to 5% of the peak value of the trace. Even under such unfavorable conditions the retrieved phase is still in very good agreement with the original simulated phase, as seen in Figs. 2(a) and 2(b).

![Fig. 3. Error as a function of the added Gaussian noise for the example from Fig. 1(a). For each amount of noise, five retrievals were done. The error bars indicate the standard deviation.](image)

The finer details in the trace will naturally be the first to become “buried” under the noise. Still, even a very noisy signal is often enough to get an estimate of the degree of compression being achieved, since the trace’s tilt gives direct indication of uncompensated third and higher order dispersion. This is a very useful feature for real-life situations.

Using the RMS electric field error as defined in [33],

\[
\varepsilon = \|U_1 - U_2\| = \left( \frac{1}{2\pi} \int |\tilde{U}_1(\omega) - \tilde{U}_2(\omega)|^2 d\omega \right)^{1/2},
\]

(4)

it is possible to study how much the retrieval degrades compared to a noiseless trace for our “representative” pulse (Fig. 3). With the example from Fig. 1(a), with full bandwidth, an RMS noise below 0.02 is readily achievable for a noiseless trace and doesn’t appreciably increase up to a noise fraction of about 2%. Then it scales approximately linearly with the added noise, and a retrieval is typically acceptable (RMS error of 0.1) with noise levels as high as 30% of the trace’s peak value. It should be pointed out that this depends on many parameters, like the number of samples, scanning range, and the test pulse. The fundamental spectrum is also assumed to be measured without any error.

3.2 Strong phase modulation

Dealing with complex pulses (i.e., pulses with a rapidly varying spectral phase) is a challenging task for all measurement methods [34]. A particularly difficult (and common) situation appears when the generation and/or compression process relies on nonlinear processes like SPM and self-steepening. This increases the time-bandwidth product (TBP) of the pulses, putting higher demands on spectrometer resolution, and increasing the delay range requirements in FROG measurements. Our method makes no assumption about a slowly varying phase, so there isn’t in principle a limit for how fast and strong these can be. There
are some practical issues that should be taken into account though: in our case, the spectral resolution requirements increase both for structured spectral power and phase, as necessary to properly sample each spectrum of the scan. In these conditions, the signal is spread over a larger glass insertion scale, therefore increasing the necessary dispersion scanning range. The retrieval time also increases, as a finer spectral sampling is needed, and more parameters are also needed to properly describe the phase. For the case of SPIDER, provided the signal is well sampled, the direct, non-iterative algorithm is quite insensitive to this added complexity.

Figures 2(c) and 2(d) show an example of a trace for a spectrum with a strongly modulated, rapidly varying phase. Our simulations show that, as long as most of the signal is contained within the scanning region, the d-scan method performs well. As with other techniques, very fast and small phase structures might go unnoticed: experimentally, the spectra are resampled to a grid with a reasonable amount of points to keep computational effort low. If not done carefully (i.e., properly sampling all spectra), this might wash out fine details.

### 3.3 Spectra with well-separated frequency components

It is often difficult to measure the relative phase between spectral components when there is a gap between them. The fundamental limitation in our technique is similar to all other self-referenced methods [27]. Given two well-separated fundamental frequency components, the trace will contain a signal at the corresponding doubled frequencies, and in addition there will be a cross-term, like in the FROG technique. If this cross-term is broad enough to connect the separate individual SHG parts, then its shape depends on the relative phase between them, and that phase can in principle be recovered. Otherwise, the signal is still sensitive to the group delay between separate spectral components. In the case of SPIDER, large shears will be necessary to “connect” different spectral regions, but this sacrifices measurement resolution. Multi-shearing techniques allow overcoming this problem [35, 36], at the expense of added experimental complexity.

On Figs. 2(e) and 2(f) such an example is shown, where the spectrum was clipped to zero at around 820 nm. For such situation, the width of the cross-term around 410 nm is large enough (and the gap at 820 nm is small enough) not to pose any problem to the algorithm: it handles well, without any modification, discontinuities in the phase, group delay, and group delay dispersion.

All the mentioned problems are linked, and there’s a tradeoff between all of them, i.e., a complex spectrum will put more demand on the signal-to-noise ratio, and holes in the spectrum will lead to a longer trace, which in turn requires a larger dispersion range, etc. It is therefore difficult (if not impossible) to make a systematic study on a measurement technique without assuming a particular set of conditions. The cases shown here can be considered “worst case scenarios” within realistic conditions one would usually find in the lab.

### 4. Experimental results

Two different systems have been characterized for this work. The first is a recently built few-cycle ultrafast laser oscillator, and the second is the output of a hollow fiber compressor. Characterizing such systems is a difficult task for different reasons: in the first case, besides the broad bandwidth, the spectral power is very low at certain wavelengths. In the second case, the spectral power and phase can both be, in some situations, rather complex, due to the nonlinearities involved in the spectral broadening process.

The experimental setup is very similar to the setup described in previous work [26], and consists of a standard pulse compressor made with broadband double-chirped mirrors (IdestaQE, 600-1200 nm bandwidth, GDD ≈-85 fs² per bounce at 800 nm) and BK7 glass wedges (Femtolasers GmbH), followed by a focusing off-axis silver parabolic mirror and a SHG crystal (Fig. 4).

In all cases, a full d-scan measurement typically takes a few seconds to perform, and a retrieval can take between a few seconds to a few minutes on a standard personal computer, depending on the complexity of the trace. Both the fundamental and SHG spectra were
resampled to a 256-point linear array, as this was enough to properly sample the spectra. Between 50 to 60 spectra were acquired for each scan. Depending on the system being characterized, minor changes to the setup were done, as described in the following sections.

4.1 Ultrafast oscillator

The home-built Kerr-lens modelocked laser oscillator used in this section will be described in detail elsewhere [37]. This oscillator presents a challenging case due to its broad and structured spectrum. For SHG, both 5 µm and 20 µm thick BBO crystals (cut for type I SHG at 800 nm) were used in different measurements in order to experimentally investigate the relative insensitivity of the d-scan technique to crystal phase-matching bandwidth [26]. The SHG signal was filtered from the fundamental using a colored highpass filter and a lens was used to collect the signal into a fiber-coupled visible-uv spectrometer (Scansci ScanSpec). The energy per pulse was about 1nJ, at 80 MHz repetition rate.

Figure 5 shows a comparison between measurements and retrievals made using both crystals. The raw d-scan trace obtained with the 5 µm crystal (Fig. 5(a)) shows a smaller signal-to-noise ratio compared to the 20 µm trace (Fig. 5(f)) due to lower SHG conversion efficiency in the thinner crystal, but also features a larger relative signal in the longer wavelength side due to the larger phase matching bandwidth. The calibrated scans (Figs. 5(b) and 5(g)), obtained by applying the calibration curve given by the d-scan retrieval algorithm to the measured (raw) d-scan traces, are very similar in both cases, apart from the expected higher signal-to-noise ratio for the thicker crystal. For each crystal, five different data sets were used on five different retrievals, allowing us to perform a statistical analysis and to estimate the confidence levels of the result.
Fig. 5. Measured (a), calibrated (b), and retrieved (c) scans from the home-built ultrafast oscillator, obtained with a 5 \( \mu \text{m} \) thick BBO crystal. The retrieved phase statistics in the spectral domain (d) and the corresponding time reconstructions (e) were obtained from 5 different measurements and retrievals. The same applies to plots (f) to (j), but for a 20 \( \mu \text{m} \) thick crystal. The measured pulse duration is 6.0 \( \pm \) 0.1 fs FWHM, with a Fourier limit of 5.2 fs for both cases.

In both cases, the shortest pulse duration obtainable for this chirped mirror set and glass combination was 6.0 \( \pm \) 0.1 fs FWHM, achieved for a glass insertion of 1.5 mm. The Fourier limit for both spectra is 5.2 fs FWHM.
Due to UV absorption in the glass filter, the expected SHG signal at around 330 nm (corresponding to the peak at around 660 nm in the fundamental spectrum) is absent from our measurements. This (weak) signal is nevertheless present in the retrieved traces (not shown), which also shows that the phase from that spectral region is encoded in the remaining of the trace. A similar argument holds regarding the peak at 1000 nm: the corresponding SHG signal at around 500 nm varies very little across the insertion scale, thus yielding little information about the fundamental spectral phase; yet, that phase strongly shapes the trace around the 360 to 460 nm region, which allows it to be determined. The fact that all retrievals give very
similar results, independently of factors such as first guesses for the algorithm, chosen basis, etc., further reassures us of the accuracy of the retrievals.

4.2 Hollow-fiber

For the case of ultrashort pulses obtained from spectral broadening in gas-filled hollow-core fibers, the nonlinear processes inherent to the broadening process are responsible for fast and strong oscillations on both spectral power and phase. Different operating conditions that depend on many parameters such as alignment, input power, beam size, etc., might lead to very different spectral structures. We characterized the output of a hollow fiber compressor under two different operating conditions: in the first one, the fiber was aligned so as to get a spectrum as broad as possible, while in the second case it was aligned so as to optimize the quality of the spatial profile of the output beam.

The hollow fiber used had a 250 μm inner diameter, was filled with approximately 500 mbar of Argon, and pumped with 800 μJ, sub-30 fs pulses from a 1 kHz Ti:Sapphire amplifier (Femtolasers FemtoPower Compact PRO CEP). For SHG we used a 5 μm thick BBO crystal.

The output of the fiber usually has measurable spectral wings down to 300 nm. While much weaker than the main spectral part, this is still enough to prevent proper measurement of the SHG signal if not properly filtered.

The blue filter used in the previous case (ultrafast oscillator) blocked too much of the SHG signal, as it also absorbed wavelengths shorter than 360 nm. Instead, we opted to block a small central portion of the fundamental beam with a thin wire (the “mask” shown in Fig. 2) and measured the central part of the SHG signal. The resulting spatial separation was enough to eliminate the fundamental signal, without any additional spectral filtering. Both the fundamental and SHG spectra were measured with a broadband fiber-coupled spectrometer (Ocean Optics HR4000).

The results for both operating conditions are shown in Fig. 6. Figures 6(a) to 6(d) correspond to the case where the hollow fiber was optimized for spectral bandwidth, while Figs. 6(e) to 6(h) are for the case where the spatial mode was best.

5. Conclusion

We have successfully demonstrated the applicability of ultrashort pulse characterization by numerical phase retrieval from second-harmonic dispersion scans for cases that are representative of broadband state-of-the-art sources. Compared to our previous work, the phase retrieval algorithm has been improved by swapping the base and/or the representation of the quantity being retrieved (phase, GD, GDD) whenever calculations would stall. The technique proved to be robust with respect to spectral complexity (power and phase), noise, and bandwidth limitations, not only in simulations but in real laboratory conditions as well. Measurements performed on a home-built broadband few-cycle laser oscillator using two nonlinear crystals of different thicknesses (5 μm and 20 μm) resulted in the same retrieved pulse profile and duration (6.0 ± 0.1 fs FWHM) in spite of the different phase matching bandwidth conditions and signal-to-noise ratios of the corresponding traces. Few-cycle pulses with complex and highly modulated spectra generated by a hollow-fiber compressor under two different alignment conditions (broadest spectrum and best spatial profile) were also successfully retrieved with this technique (6.2 and 6.5 FHWM, respectively).

The main drawbacks of this method are its iterative nature (there is the possibility that the algorithm gets stuck during minimization) and, in its current implementation, its intrinsic multi-shot nature. It is also based on a 1D model, so space-time coupling effects are not presently taken into account.

In principle there is no reason why this method shouldn’t work down to the single-cycle regime. The fact that most of the fundamental phase information is contained within the cross-terms clearly makes the technique very tolerant with respect to bandwidth limitations regarding SHG generation and detection. The intrinsic simplicity (most of the experimental
setup is actually a standard chirped mirror compressor similar to those already existent in many laboratories) and ease of alignment are also some of the most attractive features of this method.
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