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Abstract 

Managing risk using an “all-hazards” and “whole of society”-approach involves extensive 
communication of risk descriptions among many stakeholders. In the present study we 
investigate how professionals working with disaster risk management in such contexts perceive 
the usefulness of different descriptions of risk. Empirical data from the Swedish disaster risk 
management system were used in an attempt to investigate the aspects of a risk description that 
affect its usefulness (as perceived by professionals). Thirty-three local municipal risk and 
vulnerability assessments (RVA documents) produced in the region of Scania in 2012 were 
analyzed in terms of six variables. The documents were then ranked by professionals based on 
their perceived usefulness for decision-making. Statistical analysis was conducted to identify any 
possible correlations between the overall ranking of the usefulness of the municipal RVA:s and 
each of the variables. We conclude that the way the likelihood and consequences of scenarios are 
described influence the perceived usefulness of a risk description. Furthermore, whether 
descriptions of scenarios are included in a risk description or not, and whether background 
information concerning the likelihood of scenarios are included also influence perceived 
usefulness of risk descriptions.  

Keywords: description of risk, risk and vulnerability assessment, disaster risk management, risk 
communication, usefulness, decision-making  
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1. Introduction 
Major crises and disasters pose a serious threat to societies around the world. In the past 
thirty years, the impact of disasters has increased significantly [1], while new risks are 
constantly being identified [2]. Moreover, “it is not just the nature of major risks that 
seems to be changing, but also the context within which they appear…” [1]. In particular, 
systemic risks, i.e. “…those risks that affect the systems on which society depends – 
health, transport, environment, telecommunications, etc.” [1], are becoming more 
difficult to manage due, for example, to institutional fragmentation [3, 4] and increased 
interdependencies and interconnections [5]. In response to these challenges many 
countries have introduced “all-hazards approaches” employing a broadened perspective to 
risk with the emphasis on identifying connections between a multitude of hazards and 
risks, rather than considering them in isolation [6, 7]. Moreover, the trend is also to 
employ a “whole of government” or “whole of society” approach [8] in addressing these 
challenges, which means that a wide variety of stakeholders are involved in the efforts to 
manage risks. Such approaches have great potential since they can mobilize considerable 
resources and a diversity of expertise to collectively address the management of risk. 
However, they are also associated with significant challenges that must be dealt with. For 
example, the more stakeholders that are engaged in the effort of managing risk, the 
greater the need for communication and information sharing. Sharing information in 
complex bureaucracies is always associated with barriers [9], and unless measures are 
taken to reduce them, they could seriously affect the ability to manage risk.  

The present paper addresses the issue of communication and information sharing in 
multi-stakeholder systems for disaster risk management. UNISDR defines disaster risk 
management as “The systematic process of using administrative directives, organizations, 
and operational skills and capacities to implement strategies, policies and improved 
coping capacities in order to lessen the adverse impacts of hazards and the possibility of 
disaster.” [10]. A key driver for the implementation of disaster risk management is the 
Hyogo framework for action [11] which has been signed by 168 nations. By signing this 
document they have committed themselves to, among other things, developing the 
capacity to identify, assess and monitor disaster risk. One important form of information 
sharing in this context is the communication of risk descriptions, e.g. the results of risk 
assessments, to support decision-making concerning how to lessen the long-term 
consequences of disasters. Although supporting decision-making is an important purpose 
of risk descriptions [12, 13], they may also serve other purposes. For example, they could 
be used to identify alternative decisions [14] or serve as a means of fostering shared 
understanding between various stakeholders [15]. Nevertheless, the focus in the present 
study is on the extent to which they support the decision-making of professionals 
working with disaster risk reduction.  

Many scholars have contributed to the area of risk assessment and decision-making. 
Several of the contributions have been normative, e.g. focusing on suggesting methods 
for how one should make decisions in uncertain situations. For example, classic decision 
theory [16, 17] deals with how to make decisions in uncertain situations. More recently, 
several authors have made suggestions on how to manage risk in situations involving 
great uncertainty [18-20]. In the present paper, however, we have chosen a descriptive 
rather than a normative perspective. Thus, we are interested in how people actually make 
decisions, rather than how they should make decisions. However, the present study does 
not focus on the decision per se, but instead on the effect that different types of risk 
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descriptions might have on decision-making. More precisely, we have investigated how 
the way in which the risk is described, i.e., how it is presented, influences the usefulness 
of the description for decision-making as perceived by professionals, i.e. those working 
with the management of risk and who will use the descriptions. The empirical data used 
in this study were taken from the Swedish disaster risk management system1.              

The paper is structured as follows. First, we provide a brief overview of previous relevant 
research in the area of communicating risk descriptions. Secondly, we provide a short 
description of the Swedish system for risk and vulnerability assessment (RVA), with 
particular emphasis on the communication of risk-related information by the RVA 
documents between the local, municipal level and the regional level. Thirdly, we 
introduce the theoretical concepts that are used in the paper. Fourthly, we present the 
research methods that were used. We then present the results, and the findings and 
limitations of this study are also discussed, together with some suggestions for future 
studies that would be interesting in light of our findings. Finally, the conclusions are 
presented.  

2. Risk communication between professionals 
Successful communication is one of the key aspects for managing disaster risk in context 
characterized by multiple stakeholders, high level of ambiguity, complexity and 
uncertainty [21, 22]. Risk communication research has to a great extent been focused on 
communication between professionals and the public, and less attention has been paid to 
communication between professionals [23, 24]. However, in order to understand how 
disaster risk management systems work, and how one can design them so as to avoid 
blocking the “informational arteries” [9, 25] we also need to investigate risk 
communication among professionals.  

Important contributions to our understanding of risk communication between 
professionals have been made by Kramer [9] who studied communication among various 
governmental authorities prior to the terrorist attacks of 9/11. He finds several factors, 
psychological, social and institutional, that contributed to hampering the flow of risk 
information prior to the attacks and thereby led to a failure of those involved to “connect 
all the dots” [9]. Moreover, Bier [23] presents a review of state of the art concerning risk 
communication to decision-makers. Included is a section focusing on the format of risk 
communication, which is highly relevant to the present study since we investigate the 
effect of different forms of written communication. In a comprehensive interview study 
Thompson & Bloom [24] investigate risk communication between risk assessors and risk 
managers. Thompson and Bloom’s study stands out among previous contributions since 
it is based on a relatively large number of interviews (forty-one persons) and it directly 
investigates risk management professional’s opinions and perceptions concerning 
different forms of risk communication. They conclude that, for example, when 
communicating risk to support decision-making it is good to include a presentation of 
the broader context of the decision, descriptions of how uncertainties might influence the 
effectiveness of different risk management options as well as stakeholder perceptions of 
the risks. 

                                                        
1 Although the system is called the crisis management system (“krishanteringssystemet” in Swedish) we 
focus only on the part of it that deals with risk management.  



 3 

Other important contributions that do not directly deal with the form of risk 
descriptions but focus on other aspects relevant in professional communication of risk 
include Veland & Aven [12], who investigate how different risk perspectives might 
influence risk communication, and Johansen & Rausand [26], who focus on the 
importance of risk metrics in communication.   

In our opinion, what seem to be lacking in the scientific literature on risk 
communication between professionals is empirical studies where the effect of different 
forms of risk communication is investigated. More precisely, how professionals working 
with disaster risk management perceive the usefulness of risk descriptions for decision-
making. The present paper presents such a study. However, before describing the study 
in detail it is necessary to provide a brief description of the context in which the study 
was carried out.     

3. The Swedish RVA system 
The Swedish RVA system is one of the most important components of the Swedish 
disaster risk management system. It consists of three administrative levels: national (state 
departments and agencies), regional (county administrative boards and county councils) 
and local (municipalities). Authorities at all levels are obliged by Swedish law to conduct 
RVA:s [27, 28]. According to a Swedish Government Official Report [29], the primary 
purpose of RVA:s is to increase the consciousness and knowledge of those responsible for 
making decisions concerning risks and vulnerabilities, and to constitute the basis for the 
planning and implementation of measures that reduce risks and vulnerabilities. Thus, 
one important purpose of the documents is that they should be useful for decision-
making in terms of providing support in choosing effective disaster risk reducing efforts. 
For example, the RVA system is supposed to generate comprehensive overviews of risks 
and vulnerabilities at all levels in society: local, regional and national [30]. The overviews 
should guide the nation’s disaster risk management activities within the geographical area 
of interest in terms of prevention and mitigation, preparedness, training, supervision, 
follow-up and research.  

Moreover, the system is based on the general idea that an analysis conducted at a lower 
administrative level should serve as a basis for the analysis carried out by the level above. 
For example, the RVA:s produced by local municipalities should serve as the basis for the 
analysis conducted by the regional county administrative board. Similarly, the RVA:s 
presented by the regional authorities are used as input in the national RVA. The Swedish 
system is thus highly dependent on the ability of various authorities to communicate 
descriptions of risk through RVA:s.  

In the present study we used municipal RVA:s, i.e., the RVA:s performed at the lowest 
level of the Swedish RVA system. All RVA:s from the local municipals of Scania (thirty-
three documents) produced in 2012 were included in the study.   

4. Theoretical concepts 
The issue addressed in this paper is how different ways of communicating descriptions of 
risk influence the usefulness of the description. As described in the introduction, there 
may be many objectives of communicating such descriptions. Here, however, we focus 
on the perceived usefulness for decision-making as expressed by professionals working with 
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risk management. We define perceived usefulness as the degree to which a person believes 
that a specific risk description would enhance the basis for decision-making. Our definition is 
a modification of Davis’ [31] to suit the present context better. Thus, the perceived 
usefulness is not directly related to the decision per se, but rather to the process of 
constructing the basis for a decision. Although making decisions and constructing the 
basis for decisions are two different activities, there are, of course, many similarities.  

In investigating the usefulness of risk descriptions we have employed a design perspective 
(see, for example, [30, 32-35]). Thus, we consider the descriptions of risk to be artifacts, 
i.e., they are created by humans with a purpose in mind (as opposed to being the result of 
natural processes), and they must therefore be studied in relation to that purpose when 
analyzing their usefulness. In the present study we assume that the descriptions of risk 
contribute to the overall purpose of managing disaster risk in a specific system by 
supplying one or more stakeholders with information that supports decision-making. 
This purpose seems reasonable, given that one important purpose of introducing “all-
hazards/whole of society” approaches is to increase the ability to prioritize scarce 
resources for risk reduction [7]. In a multi-stakeholder system for disaster risk 
management, many professionals on various administrative levels are involved in 
developing descriptions of risk. These descriptions are shared between the stakeholders, 
sometimes with many others, and sometimes with only a few. Regardless of the numbers 
involved, the reason for sharing the descriptions, and sometimes the data on which the 
descriptions are based, is that no single stakeholder possesses the knowledge required to 
produce assessments of risk covering all the relevant areas and all relevant aspects of risk. 
The relevant areas can be expressed in terms of geographical area and in terms of 
functional area, i.e., power distribution, transportation, healthcare, etc., and the relevant 
aspects are related to what is being protected.  

Risk is a fundamental concept in the present study. Although we do not study the con-
cept per se, we investigate various stakeholders’ descriptions of risk, which usually involve 
the use of some kind of risk measure. The concept of risk has been defined in many 
different ways (for an overview, see for example, [36-38]). Aven et al. [36] found that 
regarding the ontological status of risk, the suggested definitions can be divided into 
three categories:   

(a) risk as a concept based on events, consequences and uncertainties,  
(b) risk as a modeled, quantitative concept (reflecting the aleatory uncertainties), and  
(c) risk measurements (risk descriptions). 
 
For reasons similar to those presented by Abrahamsson and Tehler [30], we have chosen 
to use a definition from category (a) since these definitions are usually broader than the, 
often technical, definitions in categories (b) and (c). Many of the definitions from 
categories (b) and (c) assume, for example, that probabilities or frequencies are the only 
way of describing uncertainty (see, for example, [39, 40]). The definition used in the 
present paper is Aven’s definition of risk, as described below [41].  

Using this definition of risk allows us to describe the important concepts (in addition to 
the risk concept) that are used in the present paper. More precisely, according to this 
definition of risk the important building blocks of the concept are events/scenarios (A), 
consequences (C) and uncertainties (U). Since we are studying different stakeholders’ 
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assessments of risk, it is also important to separate the concept of risk from the description 
of risk. What we can investigate in the documents studied here are descriptions of risk. 
The notation used for a risk description is Cʹ′, Q, K, where Cʹ′ is a description of 
consequences, Q a measure of uncertainty, and K is the background knowledge on which 
Q is based [42]. 

The variables used in the present study can be described based on Aven’s framework, 
referred to above. Six variables are used to describe how a description of risk is 
communicated in an RVA document. The first variable is called description of scenarios 
and we denote it by the term AScenario, which is the term used by Aven [41] for events or 
scenarios, with the addition of the subscript “Scenario”. AScenario is a dichotomous variable 
that can assume one of the two states “yes” or “no”. Thus, a particular risk description in 
a specific document either includes descriptions of scenarios or not. Not including a 
description means that the names of scenarios, i.e. “flood”, “earthquake”, etc., are the 
only aspect mentioned in a specific risk description. If descriptions of the scenarios are 
included, then there will be explanations of what “flood”, for example, means in a 
specific case. The reason why we believe that descriptions of scenarios will influence 
people’s perception of the usefulness of the risk description is that it helps them relate the 
information in the risk descriptions to aspects they are already familiar with. As Fisher 
points out, “Humans are essentially storytellers” [43], and in a risk description the 
scenarios are “the story”. The more details are provided concerning the scenario in 
question, the easier it is for a person to relate it to something he or she is already familiar 
with. It simply becomes easier to judge the credibility of the claims made in the risk 
description since the scenarios allow that person to assess its narrative coherence, i.e., 
whether there are gaps in the logic of the scenario, and its narrative fidelity, i.e., whether 
the scenario appears credible, bearing in mind the knowledge and experience of the 
person in question [43]. The first hypothesis we tested is: 

H1: Risk descriptions are perceived as more useful if they include scenario descriptions than if 
they do not.  

This hypothesis (H1), and those presented below, all claim that there is a relationship 
between the independent and the dependent variable of interest. We will test the null 
hypothesis (H0), i.e. that there is no relationship between the variables, for each 
hypothesis to see if it is possible to reject it.  

Another aspect of scenarios that we believe will influence the usefulness of a risk 
description is whether the description includes information related to how and why the 
specific scenarios that are included in the risk description were chosen. This type of 
information is reflected by a variable we call ABackground. It is a dichotomous variable that 
can assume the value “yes” or “no”. The hypothesis we tested is: 

H2: Risk descriptions are perceived as more useful if they include background information for 
scenario descriptions than if they do not. 

The third variable is called description of likelihood, and is denoted QLikelihood. This variable 
represents how the likelihood that a scenario (provided that they are used) will occur is 
described. Based on previous studies of the current Swedish RVA system [30, 44-46] we 
have found that a suitable scale to describe QLikelihood is an ordinal scale with five categories. 
The categories that QLikelihood can assume are “Not included”, “Qualitative description”, 
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“Qualitative ranking scale”, “Semi-quantitative ranking scale”, and “Quantitative scale 
(probabilities or frequencies)”. A more detailed scale could have been used, for example, 
one reflecting whether probabilities are interpreted as a relative frequency or as a measure 
of degree of belief (Bayesian perspective). However, such detailed classification is not 
suitable here since none of the RVA documents included in this study describe those 
aspects. Few of the documents employ probabilities, and when they do, it is very difficult 
to determine how the probabilities should be interpreted. The motivation for including 
QLikelihood in the present study is that it influences the type of information that can be 
communicated. For example, if no description of likelihood is given in a document it is 
obviously impossible to communicate anything regarding the likelihood of various 
events/scenarios and their consequences. Even if a qualitative description of likelihood is 
included, it is not possible to communicate any order between the events and their 
consequences in terms of likelihood. The reason for this is that people show considerable 
variation in the interpretation of qualitative descriptions of likelihood (see, for example, 
[47-49]). Thus, even if one person believes that a “probable” event will occur more often 
than one that is “likely”, others will not necessarily share this interpretation. However, a 
scale can be established that allows order among events and consequences to be 
communicated in terms of likelihood. The most basic type of scale found in the material 
studied here (RVA documents) is a scale with five categories, where each category is 
described using words such as “Highly unlikely”, “Unlikely”, etc. The key point is not 
the terms themselves (as they might still be interpreted differently by different people), it 
is the fact that descriptions of risk including information on the assessment of whether a 
specific event or consequence is more or less likely than another can be communicated 
using that scale. The difference between a qualitative ranking scale and a semi-
quantitative ranking scale is that the categories in the semi-quantitative ranking scale 
include numerical descriptions in terms of frequencies or probabilities, e.g. “Very likely, 
once every ten years”. Such numerical measures are not included in the categories of a 
qualitative ranking scale.  

Depending on how the likelihood of events and consequences are expressed, it is thus 
possible to communicate different aspects that can be used in different ways. In fact, the 
information that is communicated can be used in the same way as different types of 
measurement scales. Stevens [50] describes the four basic scales of measurement: nominal, 
ordinal, interval and ratio. Using a nominal scale allows the communication of equality, 
which means that one can describe two (or more) events or consequences as being equally 
likely. The ordinal scale allows the communication of greater or less, which means that it 
is possible to say that one event or consequence is more or less likely than another. The 
interval scale allows the communication of equality of differences, which means that one 
can say that the difference in terms of likelihood between two events or consequences is 
the same as the difference between two other events or consequences. Finally, the ratio 
scale allows the communication of equality of ratios, which means that one can say, for 
example, that the ratio between the likelihood of events A and B is the same as the ratio 
between the likelihood of events C and D. In the same sense as the measurement scales 
can be used to perform different operations (determination of equality, etc.) QLikelihood 
reflects what can be communicated in terms of equality of likelihood, greater or less 
likelihood, equality of the interval between likelihoods and the equality of ratios between 
likelihoods. Therefore, we believe that people will perceive a risk description that 



 7 

contains a semi-quantitative ranking scale, for example, to be more useful than one that 
only contains qualitative descriptions. Thus, the hypothesis that we tested is: 

H3: Risk descriptions that allow more information concerning the likelihood of events and 
consequences in terms of determination of equality, determination of greater or less, 
determination of intervals or differences, determination of ratios, to be communicated are 
perceived as more useful than others.   

Although descriptions of the likelihood of various events and consequences represents an 
important part of a risk description, other components related to likelihood are also 
important. In particular, the background knowledge on which the likelihood description 
is based might play a crucial role in determining whether the risk description is useful or 
not for a decision maker [51, 52]. Here we use the variable KLikelihood to represent whether 
a specific risk description contains an explanation of the assumptions on which the 
likelihood descriptions are based. This is also a dichotomous variable that can assume the 
states “yes” or “no”. Admittedly, it is a rather crude way of classifying risk descriptions as 
there are many ways of expressing background knowledge that influence the usefulness of 
the risk description. Nevertheless, we find it difficult to achieve a high inter-coder 
reliability for more detailed ways of describing this variable (see Section 5.2), and we have 
therefore chosen not to use more states to represent this variable. The hypothesis that we 
tested is: 

H4: Risk descriptions that include descriptions of background knowledge concerning estimated 
likelihoods are perceived as more useful than if they do not include such descriptions.        

In addition to the two variables focusing on likelihood estimates (QLikelihood and KLikelihood) 
we included two similar variables that are related to the consequences. We call them 
Cʹ′Consequences and KConsequences). The reasons why these two variables are likely to be important 
are the same as those presented above for QLikelihood and KLikelihood. The hypotheses we tested 
are: 

H5: Risk descriptions that allow more information concerning the consequences in terms of the 
determination of equality, determination of greater or less, determination of intervals or 
differences, determination of ratios, to be communicated are perceived as more useful than 
others.   

H6: Risk descriptions that include descriptions of background knowledge concerning estimated 
consequences are perceived as more useful than if they do not include such descriptions.        

In conclusion, we used six variables to describe a specific risk description. Each variable is 
associated with a hypothesis concerning the usefulness of a risk description. Table 1 
presents a summary of the variables and their possible states.  
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Table 1. The six variables and their possible states. Brackets ([ ]) are used to illustrate the 
possible states.  

Variables Possible states 
AScenario [Yes] or [No]  

ABackground [Yes] or [No] 

QLikelihood [(1) Not included], [(2) Qualitative description], [(3) Qualitative ranking 
scale], [(4) Semi-quantitative ranking scale],  
[(5) Quantitative scale (probabilities or frequencies)]  

KLikelihood [Yes] or [No] 

Cʹ′Consequences [(1) Not included], [(2) Qualitative description], [(3) Qualitative ranking 
scale], [(4) Semi-quantitative ranking scale],  
[(5) Quantitative scale (probabilities or frequencies)] 

KConsequences [Yes] or [No] 

5. Method 

5.1. Analysis and evaluation of municipal RVA:s 
The empirical data set used in the present study is the result of a content analysis [53] of 
all thirty-three RVA documents submitted to the county administrative board of Scania 
by the local municipalities in 2012. Each of these RVA:s is between 30 and 155 pages 
long, including appendices. Two coders who read through these documents performed 
the content analysis, looking for sentences and sections of text containing descriptions of 
various aspects of risk descriptions that were deemed to be important for the usefulness of 
a risk description (see section 4). The coders used a coding scheme [53] developed in a 
previous study [30]. The coding scheme contains many more variables than the ones of 
interest here. However, only the results pertaining to the six variables of interest here 
were used in the present study. Questions pertaining to the variables guided the process 
of analysis and evaluation. They are presented in Table 2 below. Moreover, the two 
coders also coded all RVA documents produced by the local municipalities in the county 
of Stockholm (twenty-six documents). The coding of the analyses from the county of 
Stockholm were only used to calibrate the coders, i.e. to make sure that their assessments 
were similar, and to assess inter-coder reliability (see below). 
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Table 2. Questions used to guide the process of analysis and evaluation of the documents. 

Variables Questions 

AScenario Are risk scenarios explicitly described? 

ABackground Is the process used to select scenarios described and are 
the selection motivated?  

QLikelihood In what way is the likelihood of a certain risk scenario 
assessed and presented? 

KLikelihood Is there any background/motivation regarding the 
likelihood assessment?   

Cʹ′Consequences Are the potential consequences of each scenario 
presented? What type of information is given? 

KConsequences Is there any background/motivation regarding the 
consequence assessment? 

5.2. The inter-coder reliability 
The thirty-three RVA:s from local municipalities in Scania were analyzed by one of two 
coders. Among these documentations, both coders analyzed five of them, as well as four 
of the ones from the county of Stockholm with the purpose to check the inter-coder 
reliability (more specifically “inter-coder agreement”; [54-56]). It corresponds to roughly 
15% of the RVA:s from the two counties. Two different methods were used in our study: 
the percent agreement method (also called simple agreement, percentage of agreement, or 
crude agreement) and Krippendorff’s alpha (α) coefficient [57]. The percent agreement is 
the percentage of all coding decisions made by the coders on which the coders agree. It is 
simple, intuitive and easy to calculate. However, this method also has some major 
weaknesses, the most important of which involves its failure to account for agreement 
that would occur simply by chance, especially when the overall sample size is relatively 
small [56]. In order to minimize the possible overestimating of the agreement between 
the coders, Krippendorff’s Alpha (α) coefficient was also calculated, not only because it is 
suitable when the analysis performed by multiple coders, but also because it is 
appropriate in cases when the variables are described on different types of scales (nominal 
or ordinal). 

In the literature, the criterion for good percentage agreement is 90% [56] and for 
Krippendorff’s alpha (α) coefficient is of 70% [58]. The values that we obtained were 
0,89 for the percent agreement (for all six variables) and between 0.78 and 0.99 for 
Krippendorff’s alpha (α) coefficient, which means there was very good agreement 
between the two coders in our study. Therefore, the results of the content analysis can be 
considered to be sufficiently reliable. 
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5.3. Ranking of the risk description’s usefulness 

5.3.1. The professionals 
The document analysis was followed by a workshop (half a day) held with representatives 
from the county administrative board of Scania, who are responsible for the region’s 
RVA work. Written information was sent to the board, prior to the workshop, to provide 
some background information concerning the study, the purpose of ranking the RVA:s, 
and instructions for the ranking. The participants in the workshop use the RVA 
documents in their jobs and they were therefore familiar with the material beforehand. 
Moreover, they also met several times before the workshop when the ranking was 
conducted and discussed the task. All county administrative boards have the task of 
evaluating the RVA:s produced within their geographic area of responsibility and 
therefore the participants were familiar with assessing the material from different 
perspectives. During the workshop, six representatives from the county administrative 
board were asked to rank all the RVA:s produced by the local municipalities in Scania. 
The ranking was performed with respect to how useful these documents were perceived 
to be as a basis for decision making on the regional administrative level, i.e. when the 
regional RVA document is developed. Each RVA was read thoroughly by at least two 
participants to reduce individual variation in the rankings. The group discussions also 
served to reduce individual variation. The result was an overall ranking of the municipal 
RVA:s within the region, with respect to whether they contained useful descriptions of 
risk that could be used to serve as a basis for decisions and further develop a regional 
RVA.  

5.3.2. The students 
In addition to arranging the workshop with the professionals from the county 
administrative board we also arranged two workshops with students from the master’s 
program in risk management and safety engineering at Lund University. The students 
were all close to the end of their education (they had less than a year before graduation). 
They were given the same task and almost the same information as the representatives 
from the county administrative board. The only difference was that the number of RVA:s 
the students used was less than number used in the county administrative board 
workshop. Since ten of the thirty-three RVA:s contained classified material they were 
excluded from the student workshops. However, the remaining twenty-three RVA:s were 
identical to the ones rated during the county administrative board workshop. Five 
students participated in the first workshop and five in the second.  

5.4. Correlational analysis  
The aim of this study was to explore the question of what constitutes a useful description 
of risk, from the county administrative board’s perspective, based on the description of 
risk communicated by the municipal RVA documents. In order to identify variables that 
are of importance in the usability of the municipal RVA:s, particularly when used as 
input for the regional risk assessment, statistical analysis was conducted to identify any 
possible correlations between the overall rankings of municipal RVA:s and the six 
variables used in analyzing the thirty-three municipal RVA:s (twenty-three for the 
student groups). The software IBM SPSS Statistics and Spearman’s rho [59] were used 
for statistical analysis (two-tailed test, α = 0,05). 
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6. Results 
Table 3 shows the results of the statistical analysis regarding correlations between the 
overall ranking of the county administrative board and the students, and the variables in 
Table 1.  

Table	  3.	  Results	  of	  the	  correlation	  analysis	  (Spearman	  rho,	  two-‐tailed	  test).	  Test	  results	  
presented	  in	  bold	  are	  significant	  on	  α-‐level	  0,01	  and	  those	  presented	  in	  italics	  are	  
significant	  on	  α-‐level	  0,05.	  

 

Variables  
County 

Administrative 
Board (n=33) 

 

Student Group 1 
(n=23) 

 

Student Group 2 
(n=23) 

AScenario ρ = .42, p = .015  ρ = .26, p = .223  ρ = .50, p = .016 

ABackground ρ = .12, p = .502  ρ = -.22, p = .303 ρ = .30, p = .158  

QLikelihood ρ = .59, p < .001 ρ = .74, p < .001 ρ = .57, p = .004  

KLikelihood ρ = .54, p = .001  ρ = .56, p = .006 ρ = .71, p < .001 

Cʹ′Consequences ρ = .59, p < .001 ρ = .75, p < .001 ρ = .52, p = .012 

KConsequences ρ = .33, p = .058 ρ = .45, p = .032 ρ = .54, p = .009 

 

The findings of our study indicate that there is a moderate correlation between AScenario 
and the rank provided by the county administrative board. Although the results are 
statistically significant (α = 0,05) for the county administrative board it is not so for one 
of the student groups. Nevertheless, despite the fact that the results are somewhat 
ambiguous we still find that they support hypothesis H1, i.e. that the inclusion of 
scenario descriptions in risk descriptions leads to greater perceived usefulness. However, 
we cannot find support for hypothesis H2, i.e. that including background information 
concerning how scenarios were selected will lead to greater perceived usefulness.       

Moreover, the findings also indicate that there is a relationship between the way in which 
information concerning the likelihood (H3) and consequences of events (H5) is 
presented in a risk description and the perceived usefulness of that risk description. The 
results are statistically significant (α = 0,05) for both variables (QLikelihood and C´Consequences) 
and for all groups (county administrative board and students). The strength of the 
correlations is moderate from the county administrative board workshop and student 
workshop 2, while the indicated correlation is slightly stronger from the student 
workshop 1.  

Finally, the results supports hypothesis H4, i.e. they show that there is a relationship 
between the presence of background information concerning likelihood in a risk 
description and its perceived usefulness. The result is statistically significant (α = 0,05) 
for all groups. However, we did not find support for hypothesis H6, which is concerned 
with the presence of background information regarding consequences. Although the 
results from the student groups show a significant result in terms of that hypothesis, the 
results from the county administrative board are not statistically significant. 
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7. Discussion 
The present study represents an attempt to investigate what professionals working in 
disaster risk management systems perceive as useful ways of communicating descriptions 
of risk. We believe that this is of the utmost importance as many countries have recently 
developed, or are developing, “all-hazards/whole of society” approaches that are 
considered essential to prevent and prepare for various disastrous events. Developing 
these systems also involves constructing different guidelines and regulations on how risk 
descriptions should be communicated between stakeholders. Our study contributes to 
the design of such a process by providing insights into what kind of risk descriptions are 
perceived as useful. However, it should be noted that “useful risk descriptions” are not a 
goal in themselves. Rather, they are a means of achieving the goal of less damage to the 
things that human beings value, which in this context of societal safety often refer to 
critical societal functions, life and health of the citizens and their basic requirements (see 
for example [60]). However, it is very difficult to investigate the effect of different risk 
descriptions on actual losses. It would, for example, be difficult to collect a sufficient 
amount of data because disasters do not happen very often, and it would be very difficult 
to account for all the contextual variables that might influence the occurrence and 
development of disasters. Therefore, we consider the approach taken in the present paper 
to be more practical to investigate the issues of interest. Obviously, the relevance of the 
present study rests on the assumption that if some risk descriptions are perceived as more 
useful than others, it will be more likely that these descriptions lead to good decisions to 
prepare for or prevent disasters, which will then be implemented and hopefully influence 
the actual outcome in a positive way. However, the appropriateness of that assumption 
must be tested in future research. For example, using a specific type of risk description 
might increase the likelihood of well-grounded risk management decisions even though 
the professionals might not consider them to be more useful than others. In the present 
context, i.e. when focusing on disaster risk management, we expect that including 
background information regarding consequence estimates should lead to an improved 
situation, although we could not detect any significant difference due to this variable in 
our study. The reason is that if background information is included it helps the decision 
maker to judge the credibility of the assumptions underlying the assessments. Moreover, 
describing the background information would be even more important in situations 
characterized by deep uncertainties (see discussion in [20]).  

Other aspects of the present study that should be developed in future studies include the 
addition of more variables, the development of more refined scales for the variables, and 
the replication of the results in controlled experiments. The strengths of the present study 
are that (1) it involves professionals, i.e., people actually working in a disaster risk 
management system, and (2) real risk descriptions, i.e., the actual documents that are 
sent to different stakeholders with the aim of communicating risk. This affords the study 
a high degree of relevance, both in terms of the material used (the actual documents) and 
in terms of the people/individuals making the estimates. However, paradoxically, it is also 
a weakness, as it can be argued that the documents that we have used contain much more 
than descriptions of risk, and the assessment of their usefulness may thus be influenced 
by other factors. Moreover, since we did not have any control over the form of the 
documents, it was impossible to ensure that there was an even distribution between the 
states of the variables. If we had been able to control the material, as in a controlled 
experiment, we could have ensured that all possible states of the variables were equally 
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represented in the material assessed by the participants in the study. It would also have 
been possible to make the distinction between the different states of the variables clearer, 
and avoid ambiguous examples. For example, in the material we used, some documents 
were not easily classified according to the variables. It may be that in one part of the RVA, 
a particular variable, for example, QLikelihood, was expressed in a certain way, while in the 
rest of the document it could be expressed in another way. This is also the reason why it 
was important to investigate the inter-coder reliability in the present study. Such analysis 
would not be necessary in controlled experiments. Another aspect that should be 
included in future studies is the investigation of the effect of more aspects of the risk 
descriptions. For example, the descriptions of the knowledge on which the consequences 
and uncertainties are based (K) may take many forms and include many types of 
information (see, for example [41]). It is highly likely that the extent to which such 
information is included in a risk description, and the way in which it is presented, will 
influence the perception of the usefulness of that risk description. However, K was only 
represented by dichotomous variables in this study (either there is background 
information, or there is not). It would be interesting to use a more detailed description of 
the variables representing K in future studies.  

Despite the many drawbacks of using real documents in a study such as the present one, 
we believe that the approach is justified as a first step in gaining a better understanding of 
what professionals perceive as a useful risk description. The most reasonable continuation 
of the present research seems to be to carry out controlled experiments in which the 
hypotheses are tested again to investigate whether it is possible to replicate the results. 
Such a study is presently being conducted. 

8. Conclusions 
We have conducted experiments with a group of six risk management professionals at a 
county administrative board in southern Sweden. They were asked to rank a set of thirty-
three risk and vulnerability assessments from municipalities in their county, based on the 
perceived usefulness. We then analyzed the documents based on the risk descriptions 
they provided and tested six hypotheses concerning the usefulness of the risk descriptions. 
We also invited ten master students who were trained to be the professionals in the field 
of risk management and safety engineering to do the same task as the representatives 
from the county administrative board did.  

Based on the results of our analysis, we conclude that the way in which estimates of the 
likelihood of events and consequences are described influence the perceived usefulness of 
a risk description. Similarly, the way in which estimates of consequences are described 
also influences the perceived usefulness of a risk description. More precisely, it seems as 
the more of the following operations that can be performed using the estimates of either 
likelihood or consequences, the greater the perceived usefulness: (1) determination of 
equality, (2) determination of greater or less, (3) determination of equality of intervals or 
differences, and (4) determination of equality of ratios. Furthermore, including 
background information in the estimates of likelihood in a risk description positively 
influences the perceived usefulness. Finally, we also found that including descriptions of 
scenarios appears to positively influence the perceived usefulness of the risk description. 
Although we were not able to find support for the importance of including background 
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information concerning consequence estimates and concerning the choice of scenarios, 
we still believe that these aspects are important in a risk description. 

Despite the fact that the number of participants in this study was limited in that we only 
included professionals from one county administrative board, of which there are twenty-
one in Sweden, we believe that the results are valid in a broader disaster risk management 
context. 
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