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Abstract

Two main topics are considered in this thesis: Machining with industrial robot
manipulators and optimal motion control of robots and vehicles. The moti-
vation for research on the first subject is the need for flexible and accurate
production processes employing industrial robots as their main component.
The challenge to overcome here is to achieve high-accuracy machining solu-
tions, in spite of the strong process forces required for the task. Because of the
process forces, the nonlinear dynamics of the manipulator, such as the joint
compliance and backlash, may significantly degrade the achieved machining
accuracy of the manufactured part. In this thesis, a macro/micro-manipulator
configuration is considered to the purpose of increasing the milling accuracy.
In particular, a model-based control architecture is developed for control of
the macro/micro-manipulator setup. The considered approach is validated by
experimental results from extensive milling experiments in aluminium and
steel. Related to the problem of high-accuracy milling is the topic of robot
modeling. To this purpose, two different approaches are considered; mod-
eling of the quasi-static joint dynamics and dynamic compliance modeling.
The first problem is approached by an identification method for determining
the joint stiffness and backlash. The second problem is approached by us-
ing gray-box identification based on subspace-identification methods. Both
identification algorithms are evaluated experimentally. Finally, online state
estimation is considered as a means to determine the workspace position and
orientation of the robot tool. Kalman Filters and Rao-Blackwellized Particle
Filters are employed to the purpose of sensor fusion of internal robot measure-
ments and measurements from an inertial measurement unit for estimation
of the desired states. The approaches considered are fully implemented and
evaluated on experimental data.

The second part of the thesis discusses optimal motion control applied
to robot manipulators and road vehicles. A control architecture for online
control of a robot manipulator in high-performance path tracking is devel-
oped, and the architecture is evaluated in extensive simulations. The main
characteristic of the control strategy is that it combines coordinated feedback
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control along both the tangential and transversal directions of the path; this
separation is achieved in the framework of natural coordinates. One motiva-
tion for research on optimal control of road vehicles in time-critical maneu-
vers is the desire to develop improved vehicle-safety systems. In this thesis,
a method for solving optimal maneuvering problems using nonlinear opti-
mization is discussed. More specifically, vehicle and tire modeling and the
optimization formulations required to get useful solutions to these problems
are investigated. The considered method is evaluated on different combina-
tions of chassis and tire models, in maneuvers under different road conditions,
and for investigation of optimal maneuvers in systems for electronic stability
control. The obtained optimization results in simulations are evaluated and
compared.
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1

Introduction

This thesis considers two different topics: Machining with industrial robot
manipulators and optimal motion control of robots and road vehicles. The
common theme of these topics is the importance of accurate motion control
in advanced applications. First, a robot manipulator in a machining scenario
with significant process forces affecting the robot end-effector requires par-
ticular modeling, sensor equipment, and subsequent control design in order
to achieve the desired workpiece accuracies. Second, accurate path tracking
for robot manipulators is essential in many applications in production and
manufacturing. In these scenarios, it is often desirable to perform the task
time-optimally for production effectiveness, which implies maximum (or near
maximum) utilization of the available actuation capabilities. Third, a road
vehicle in a time-critical situation, where in particular the maximum of the
tire forces that can be developed is utilized, it is imperative to be able to
perform the optimal maneuver given actuator and internal state constraints.

1.1 Background and Motivation

Motion control of industrial serial-kinematic robots has been investigated in
the scientific community for several decades. Hence, the positioning accuracy
achieved with model-based feedforward control combined with joint-servo
feedback controllers for a robot moving in free space is satisfactory for many
applications, such as pick-and-place operations. In addition, certain meth-
ods and products exist for improving the absolute accuracy of the robot by
means of kinematic calibration. For an introduction to robot modeling and
control, see, e.g., [Spong et al., 2006] and [Siciliano et al., 2009]. When con-
sidering machining applications traditionally employing dedicated machine
tools—where the manipulator should form a kinematic chain with the tool
and the workpiece—the effects of robot joint dynamics such as friction, back-
lash, and compliance influence the positioning accuracy significantly. This is
a result of the process forces required for these kinds of tasks. The accu-
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Chapter 1. Introduction

racy to be fulfilled in this kind of applications is often below 100 µm. These
facts motivate the need for research on methods and strategies for increas-
ing the accuracy of machining tasks performed with industrial robots. In
this thesis, a macro/micro-manipulator configuration for milling scenarios
is considered. The components comprising the experimental setup are mod-
eled and a subsequent model-based control architecture is developed. The
architecture is verified in extensive milling experiments. Another topic in-
vestigated is quasi-static joint models and subsequent parameter identifica-
tion for position compensation in machining scenarios. Moreover, gray-box
identification based on subspace methods for a class of flexible mechanical
systems is considered in this thesis. This is an important problem in robotic
machining and other tasks requiring contact during the operation, in or-
der to enable model-based control design. The method is evaluated on the
micro-manipulator employed in the robotic machining cell. Another impor-
tant research problem in robotic machining and several other robot tasks
requiring high position accuracy is sensor integration and sensor fusion. To
this purpose, state estimation in robot workspace based on internal robot
measurements and inertial measurement units (IMUs) is considered in this
thesis as means to improve the accuracy of the estimated tool position and
orientation in the robot workspace.

In the general perspective, optimal motion control is increasingly im-
portant for both robots and road vehicles. For industrial manipulators, a
classical problem is time-optimal path tracking, whereby constraints on the
joint input torques are considered [Bobrow et al., 1985; Shin and McKay,
1985]. Since the inputs are of bang-bang character in time-optimal control,
such a control strategy is sensitive to both modeling uncertainties and online
disturbances. It is thus clear that online feedback during runtime is essen-
tial. In this thesis, a robust control architecture to this purpose is discussed.
One motivator for optimal control of road vehicles is to find improved safety
systems and driver-assistance technologies, others are fuel optimization and
lap-time minimization. Recent surveys on applications of optimal control for
vehicles are presented in, e.g., [Sharp and Peng, 2011; Limebeer and Rao,
2015]. Moreover, in order to increase the understanding of vehicle dynamics,
optimal vehicle control in time-critical situations is an appealing approach
in order to trigger extreme modes in the vehicle dynamics and to find per-
formance limits. The challenge here is to find vehicle models, which contain
a sufficient degree of details in order for the results to be useful, not only
in a simulation setting but also for vehicle control in general. The overall
aim of these kinds of studies in this thesis is to find vehicle behavior and
control strategies, which can lead to the development of improved vehicle-
safety systems. More specifically, optimal control of road vehicles in certain
critical situations, resulting in aggressive maneuvering behavior, is investi-
gated in this thesis. In particular, the tire and chassis modeling required for
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1.2 Publications

optimal control applications is in focus. The considered method is applied to
the cases of uncertain road conditions and braking maneuvers in electronic
stability control (ESC) systems.

1.2 Publications

In this section, the publications on which this thesis is based are presented.
The publications are divided into two parts; machining with industrial robot
manipulators and optimal control of robots and vehicles. Preliminary versions
of parts of the research presented in this thesis have been published in the
Licentiate Thesis by the author:

Olofsson, B. (2013). Topics in Machining with Industrial Robots and Optimal
Control of Vehicles. Licentiate Thesis ISRN LUTFD2/TFRT--3259--SE.
Department of Automatic Control, Lund University, Sweden.

Machining with Industrial Robot Manipulators

Olofsson, B., O. Sörnmo, U. Schneider, A. Robertsson, A. Puzik, and R. Jo-
hansson (2011). “Modeling and control of a piezo-actuated high-dynamic
compensation mechanism for industrial robots”. In: Proc. IEEE/RSJ
Int. Conf. Intelligent Robots and Systems (IROS). San Francisco, CA,
pp. 4704–4709.

Schneider, U., B. Olofsson, O. Sörnmo, M. Drust, A. Robertsson, M. Hägele,
and R. Johansson (2014). “Integrated approach to robotic machining with
macro/micro-actuation”. Robotics and Computer-Integrated Manufactur-
ing 30:6, pp. 636–647.

Sörnmo, O., B. Olofsson, U. Schneider, A. Robertsson, and R. Johansson
(2012). “Increasing the milling accuracy for industrial robots using a
piezo-actuated high-dynamic micro manipulator”. In: Proc. IEEE/ASME
Int. Conf. Advanced Intelligent Mechatronics (AIM). Kaohsiung, Taiwan,
pp. 104–110.

The first and third publication were mainly written by B. Olofsson and
O. Sörnmo, and equal contributions are asserted. The research leading to the
publications was performed jointly by B. Olofsson, O. Sörnmo, and U. Schnei-
der and a majority of the experiments were made by these authors together.
B. Olofsson and O. Sörnmo were main responsible for the modeling and
control development, whereas U. Schneider provided ideas for the control ar-
chitecture and performed parts of the implementation. A. Puzik developed
the considered micro-manipulator for online compensation. The research pre-
sented in the second publication was performed as a cooperation between
U. Schneider, B. Olofsson, and O. Sörnmo, and all three authors assert equal
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Chapter 1. Introduction

contributions and joint first-authorship. B. Olofsson and O. Sörnmo identified
the dynamic models and developed a major part of the control architecture,
whereas U. Schneider developed the experimental setup, implemented and
tuned the control architecture, and performed many of the milling experi-
ments. M. Drust, A. Robertsson, M. Hägele, and R. Johansson assisted in
structuring and improving the manuscripts.

Olofsson, B., O. Sörnmo, U. Schneider, M. Barho, A. Robertsson, and R.
Johansson (2012). “Increasing the accuracy for a piezo-actuated micro
manipulator for industrial robots using model-based nonlinear control”.
In: Proc. 10th Int. IFAC Symp. Robot Control (SYROCO). Dubrovnik,
Croatia, pp. 277–282.

In this publication, B. Olofsson developed the models from experimen-
tal data and implemented the controllers for execution on the experimen-
tal setup. O. Sörnmo discussed the method with B. Olofsson. U. Schneider
and M. Barho did the experiments and performed an initial investigation of
the nonlinear dynamics of the micro-manipulator and possible compensation
strategies. A. Robertsson and R. Johansson provided constructive comments
on the research and assisted in structuring the manuscript.

Lehmann, C., B. Olofsson, K. Nilsson, M. Halbauer, M. Haage, A. Roberts-
son, O. Sörnmo, and U. Berger (2013). “Robot joint modeling and pa-
rameter identification using the clamping method”. In: Proc. IFAC Conf.
Manufacturing Modelling, Management, and Control (MIM). St. Peters-
burg, Russia, pp. 843–848.

B. Olofsson and O. Sörnmo developed the measurement procedure pre-
sented in this publication based on an idea of K. Nilsson. C. Lehmann and
M. Halbauer performed the experiments presented in the paper and devel-
oped parts of the experimental procedure. The remaining authors took part
in the discussions leading to the realization of the method, in the experimen-
tal implementation, and in the proof-reading of the manuscript.

Olofsson, B., O. Sörnmo, A. Robertsson, and R. Johansson (2014).
“Continuous-time gray-box identification of mechanical systems using
subspace-based identification methods”. In: Proc. IEEE/ASME Int.
Conf. Advanced Intelligent Mechatronics (AIM). Besançon, France,
pp. 327–333.

This publication was developed by B. Olofsson as the main contributor.
B. Olofsson formulated the algorithm and performed the simulations and
evaluation of the method on experimental data. O. Sörnmo contributed with
ideas for the evaluation of the method. A. Robertsson and R. Johansson
assisted in the structuring of the manuscript.
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1.2 Publications

Olofsson, B., J. Antonsson, H. Kortier, B. Bernhardsson, A. Robertsson, and
R. Johansson (2015). “Sensor fusion for robotic workspace state estima-
tion”. IEEE/ASME Trans. Mechatronics. Submitted.

This manuscript was developed as a cooperation between B. Olofsson and
J. Antonsson, and equal contributions are asserted. B. Olofsson performed
the experiments on the robot and J. Antonsson implemented the major part
of the estimation algorithms. H. Kortier provided ideas for the sensor cal-
ibration and B. Olofsson adapted them to the robotics setting. H. Kortier
also assisted in improving the manuscript. B. Bernhardsson gave construc-
tive feedback during the course of the research leading to the results pre-
sented. A. Robertsson and R. Johansson provided comments for improving
the manuscript.

Optimal Motion Control

Olofsson, B. and L. Nielsen (2015). “Path-tracking velocity control for robot
manipulators with actuator constraints”. Mechatronics. Submitted.

B. Olofsson developed the details of the algorithm presented in this
manuscript based on an idea of L. Nielsen. B. Olofsson also performed a
major part of the simulations presented. L. Nielsen did a subset of the simu-
lations, wrote parts of the manuscript, and assisted in the structuring of the
same.

Berntorp, K., B. Olofsson, K. Lundahl, B. Bernhardsson, and L. Nielsen
(2013). “Models and methodology for optimal vehicle maneuvers applied
to a hairpin turn”. In: Proc. American Control Conf. (ACC). Washington,
D.C., pp. 2142–2149.

Berntorp, K., B. Olofsson, K. Lundahl, and L. Nielsen (2014). “Models and
methodology for optimal trajectory generation in safety-critical road–
vehicle manoeuvres”. Vehicle System Dynamics 52:10, pp. 1304–1332.

Lundahl, K., K. Berntorp, B. Olofsson, J. Åslund, and L. Nielsen (2013).
“Studying the influence of roll and pitch dynamics in optimal road-vehicle
maneuvers”. In: Int. Symp. Dynamics of Vehicles on Roads and Tracks
(IAVSD). Qingdao, China.

Olofsson, B., K. Lundahl, K. Berntorp, and L. Nielsen (2013). “An investiga-
tion of optimal vehicle maneuvers for different road conditions”. In: Proc.
7th IFAC Symp. Advances in Automotive Control (AAC). Tokyo, Japan,
pp. 66–71.

B. Olofsson, K. Berntorp, and K. Lundahl performed the optimizations,
whose results are presented in the first, second, and fourth publication, to-
gether and equal contributions are asserted. B. Olofsson and K. Berntorp
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Chapter 1. Introduction

were main responsible for the development of the optimization methodol-
ogy employed in these publications. K. Lundahl developed the tire models
utilized in the optimal control formulation and the driver model used for
initialization. K. Lundahl also performed the optimizations and analyzed the
results that are presented in the third publication. L. Nielsen formulated the
problem and wrote parts of the manuscripts. B. Bernhardsson and J. Åslund
provided constructive comments on the method and assisted in analyzing the
results and structuring of the manuscripts.

Lundahl, K., B. Olofsson, K. Berntorp, J. Åslund, and L. Nielsen (2014).
“Towards lane-keeping electronic stability control for road-vehicles”. In:
Proc. 19th IFAC World Congress. Cape Town, South Africa, pp. 6319–
6325.

This publication was developed based on an idea of L. Nielsen. K. Lun-
dahl, B. Olofsson, and K. Berntorp designed the simulation study together
and K. Lundahl was main responsible for the optimization runs and the
analysis of the achieved results. J. Åslund participated in the analysis of
the results. L. Nielsen wrote parts of the manuscript and took part in the
structuring of the same.

Other Related Publications

The following publications, where the author also has made contributions in
related areas, were decided not to be part of the present thesis.

Berntorp, K., B. Olofsson, and A. Robertsson (2014). “Path tracking with
obstacle avoidance for pseudo-omnidirectional mobile robots using convex
optimization”. In: Proc. American Control Conf. (ACC). Portland, OR,
pp. 517–524.

Cano Marchal, P., O. Sörnmo, B. Olofsson, A. Robertsson, J. Gómez Or-
tega, and R. Johansson (2014). “Iterative learning control for machining
with industrial robots”. In: Proc. 19th IFAC World Congress. Cape Town,
South Africa, pp. 9327–9333.

Ghazaei Ardakani, M. M., B. Olofsson, A. Robertsson, and R. Johansson
(2015). “Real-time trajectory generation using model predictive control”.
In: Proc. IEEE Int. Conf. Automation Science and Engineering (CASE).
Göteborg, Sweden. Accepted for Publication.

Magnusson, F., K. Berntorp, B. Olofsson, and J. Åkesson (2014). “Symbolic
transformations of dynamic optimization problems”. In: 10th Int. Model-
ica Conf. Lund, Sweden.

Olofsson, B., H. Nilsson, A. Robertsson, and J. Åkesson (2011). “Optimal
tracking and identification of paths for industrial robots”. In: Proc. 18th
IFAC World Congress. Milano, Italy, pp. 1126–1132.
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1.3 Contributions and Outline

Sörnmo, O., B. Olofsson, A. Robertsson, and R. Johansson (2012). “In-
creasing time-efficiency and accuracy of robotic machining processes us-
ing model-based adaptive force control”. In: Proc. 10th Int. IFAC Symp.
Robot Control (SYROCO). Dubrovnik, Croatia, pp. 543–548.

Sörnmo, O., B. Olofsson, A. Robertsson, and R. Johansson (2013). “Adap-
tive internal model control for mid-ranging of closed-loop systems with
internal saturation”. In: Proc. IEEE/RSJ Int. Conf. Intelligent Robots
and Systems (IROS). Tokyo, Japan, pp. 4893–4899.

Sörnmo, O., B. Olofsson, A. Robertsson, and R. Johansson (2015). “Learning
approach to cycle-time minimization of wood milling using adaptive force
control”. ASME J. Manufacturing Science and Engineering. doi: http:

//dx.doi.org/10.1115/1.4030751. Accepted for Publication.

1.3 Contributions and Outline

The main contributions of this thesis are:

• Modeling and control of a micro-manipulator for online position com-
pensation in high-accuracy machining for production scenarios using
industrial robot manipulators;

• An experimental verification of the micro-manipulator control architec-
ture in a milling scenario;

• An integrated approach to robotic machining using macro/micro-
actuation with accompanying model-based control architecture;

• Joint-based robot modeling for machining scenarios and subsequent
parameter identification;

• Gray-box identification of flexible mechanical systems using subspace-
based identification algorithms in continuous time, applied to the
micro-manipulator for machining;

• State-estimation algorithms for robot manipulators aimed at online tool
position and orientation estimates in the workspace;

• A control architecture developed for optimal and robust path tracking
for robot manipulators subject to actuator constraints;

• A method for computation of optimal road-vehicle maneuvers in critical
situations using realistic vehicle models, optimal control, and state-of-
the-art numerical optimization software;
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• A study of the influence of vehicle chassis and tire modeling on the re-
sulting optimal maneuvers using the considered optimization method-
ology;

• Applications of the method developed for vehicle trajectory generation
in the case of uncertain road conditions and for computing optimal
maneuvers in ESC systems.

Outline

This thesis comprises two parts. Part 1 presents results and algorithms re-
lated to machining with industrial robot manipulators. Chapter 2 gives a
background to the subject, provides a motivating machining example, and
discusses the challenges of machining with industrial robots. Modeling and
subsequent model-based control design for a macro/micro-manipulator con-
figuration for milling tasks using industrial robots are presented in Chapter 3.
The considered method to robotic machining and the control architecture
are evaluated in milling experiments in aluminium and steel, whose results
are presented and discussed in Chapters 4–5. Joint-based robot models and
subsequent identification on an arbitrary robot manipulator are the topics
of Chapter 6. In Chapter 7, gray-box identification of mechanical systems
with inherent flexibilities, such as the micro-manipulator, is considered. Al-
gorithms for workspace state estimation of the position and orientation of
the robot tool are developed in Chapter 8. Finally, conclusions are drawn
and different directions for future research are identified in Chapter 9.

The second part of the thesis, Part 2, discusses optimal motion control of
robots and vehicles. An introduction and a background to the subject is given
in Chapter 10. A control architecture for robust and optimal path tracking
in the case of actuator limitations is presented in Chapter 11. In Chapter 12,
a methodology for computing optimal trajectories for road vehicles in time-
critical situations is developed. In addition, vehicle and tire modeling with
focus on optimal control is considered. In Chapter 13, different applications
of optimal trajectory generation for road vehicles are presented. In partic-
ular, optimization results are provided for certain combinations of vehicle
chassis and tire models in aggressive maneuvers. In that chapter, also re-
sults for optimal maneuvering under different road conditions in a hairpin
turn are presented. Moreover, the optimization methodology is applied for
investigations of maneuvers to be performed by future control systems for
vehicle stability. This part of the thesis is concluded in Chapter 14, where
also aspects on future research are presented.
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Part I

Machining with Industrial

Robot Manipulators





2

Introduction to Robotic

Machining

During the last decades, industrial robots have become an essential part of
modern production and manufacturing. Traditionally, robots have been used
for operations not requiring continuous contact with the environment, such
as in material handling and painting. However, less than 1% of the indus-
trial robots operational in the world are used for machining applications
[IFR Statistical Department, 2012]. Such applications include milling and
grinding, which require contact between the manipulator and the machin-
ing tool or workpiece. Milling is usually performed using dedicated machine
tools, such as computer numerical control (CNC) machines, because of their
high positioning accuracy and stiffness. As a result of the increased demands
on efficiency and flexibility in industrial production over the past decades,
the need for automated, flexible, and high-accuracy machining tasks has in-
creased. In this context, usage of industrial robots is an appealing solution
based on their flexibility in terms of reconfiguration possibilities, versatility,
and the lower investment required, compared to the cost of a machine tool.
However, because of the comparably limited stiffness and position-accuracy
of industrial robots, and consequently their inability to execute tasks based
on Computer-Aided Design (CAD) specifications with acceptable results, ma-
chining operations are not straightforward to perform, see, e.g., [Zhang et al.,
2005; Abele et al., 2007; Wang et al., 2009; Pan and Zhang, 2009]. Further, the
nonlinear dynamics of the robot joints, such as backlash, friction, and nonlin-
ear stiffness, are important for the Cartesian positioning accuracy, since the
joint-servo feedback controllers are typically based on measurements on the
motor side of the joint. Consequently, there is a possible difference between
the arm-side position and the measured motor-side position for the joints.
The dynamics of a robot joint is further discussed in Chapter 6, where also an
identification procedure is developed. The Cartesian end-effector position and
orientation are in many cases only estimated based on the forward kinematic

21



Chapter 2. Introduction to Robotic Machining

relations—i.e., no explicit arm-side or workspace sensing is used. While cer-
tain methods and commercial products offered by robot manufacturers exist
for obtaining very high position accuracy for movement of the robot end-
effector in free space or under constant load, achieving this in the presence of
dynamic process forces affecting the end-effector is much more challenging.
Different approaches are developed in this thesis to increase the accuracy of
robot tasks using external sensors and actuation in workspace. Insufficient po-
sition accuracy in machining with industrial robots is a well-known problem
in manufacturing; an experimental investigation was presented in [Schneider
et al., 2013b]. The accuracy tolerances in manufacturing processes are usually
in the range of 100 µm or lower [COMET, 2015]. This can typically not be
achieved using a conventional industrial robot in application scenarios where
strong process forces are required to execute the desired task, mainly because
of the compliance exhibited by the manipulator.

2.1 Motivating Machining Example

In order to illustrate some of the challenges in machining with industrial
robots and motivate the research presented in this part of the thesis, a milling
task executed in aluminium is considered in this section. The task is to remove
material in a rectangular area, referred to as a pocket, see Figure 2.1.

The procedure for the milling task was as follows: First, the milling path
was computed from CAD data of the robot cell and the workpiece using
a computer-aided manufacturing (CAM) software and subsequently a robot
program was generated. Second, the milling task was performed with an
industrial robot of model IRB2400 from ABB [ABB Robotics, 2012], which
was holding the workpiece. The machining spindle was attached to a base
inside the robot workspace, see Figure 2.2. The spindle was running at a
speed of 24 000 rpm and the milling tool had a diameter of 7 mm and had
two teeth. For arm-side measurements of the position and orientation of
the tool center point (TCP) coordinate system, defined at the robot end-
effector, an optical tracking system from Nikon Metrology of model K600
[Nikon Metrology, 2010] was used. This tracking system provides data at
a sample rate of 1 kHz during the complete milling process. In addition, a
force/torque sensor was attached to the robot end-effector for measurements
of the process forces. For accessing the sensor data in the robot controller, the
ExtCtrl architecture [Blomdell et al., 2010; Blomdell et al., 2005; Nilsson and
Johansson, 1999], a research interface to ABB S4CPlus and IRC5 controllers,
was used.

The milling experiment was performed, whereby the results shown in Fig-
ure 2.3 were obtained. It is to be noted that the path planning is such that
the pocket is manufactured in several milling runs, where the accumulated
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Figure 2.1 Milling task where a rectangular area of material, referred to
as a pocket, is to be removed.

Figure 2.2 Experimental setup for milling experiments (left) at Lund
University, including an optical tracking system (right) for high-accuracy
measurements of robot position and orientation.

depth-of-cut is increased in every cycle. This strategy is common practice
for machine tools and has for that reason also been adopted in the path-
planning software utilized in this experiment. Further, the milling tool left
the workpiece between each cycle, resulting in the characteristic force tran-
sients visible in the process-force data when re-entering the material prior
to each cycle. Several conclusions can be drawn from the experimental data,
exhibiting the challenges of machining with industrial robots:

• Uncertainty in the calibration of the robot—i.e., in particular the kine-
matic parameters—and the aluminium block results in position and
orientation errors of the workpiece which means that the milling tool
is not completely orthogonal to the machined surface;

• The negative influence of the backlash in the robot joints, clearly visible
in the machined surface in Figure 2.1 at the locations where the gears
of the motors reverse motion direction and thus excite the backlash;
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Figure 2.3 Measurements during a milling task with an industrial robot
of model ABB IRB2400, see Figure 2.2. Subplots: Arm-side position mea-
surements (upper left), position error (upper right), and process forces
(lower center). Color scheme in upper right and lower plot: TCPx–blue,
TCPy–green, and TCPz–red.

• Position deviations occurring when the milling tool enters the material
and consequently gives rise to significant force transients with frequency
characteristics higher than the bandwidth of the position-control loop
of the robot;

• The limited stiffness of the industrial robot—or more specifically the
compliance of the robot joints—which results in position deviations
when the process forces affect the robot end-effector.

Eigenfrequencies in Cartesian Space Considering the joint-based ac-
tuation for a serial-kinematic robot manipulator and that the high-frequency
disturbances from the milling process enter the robot at the end-effector, not
only the joint-actuation bandwidth of the robot is of importance but also the
bandwidth for disturbance compensation at the TCP. The latter is signifi-
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τ1

τ2

x

Fx

Figure 2.4 Schematic of a simplified robot manipulator with two degrees-
of-freedom where joint actuation with torques τ1 and τ2 is performed. High-
frequency force disturbances Fx from the machining process enter at the
end-effector. The disturbances result in a negative position deflection x.

cantly different from the joint-actuation bandwidth because of the mechani-
cal structure of the links. The non-colocation of actuation and disturbances
(see, e.g., [Sharon et al., 1993; Fasse and Hogan, 1995]) is schematically illus-
trated in one dimension for a simplified robot with two degrees-of-freedom
in Figure 2.4. For illustration purposes, an impulse-response experiment was
performed, where a force impulse was applied to the end-effector of the ABB
IRB2400 robot and the resulting position deflection was measured simulta-
neously as the applied forces. The deflection of the robot was measured using
the Nikon Metrology K600 optical tracking system. The result is shown in
Figure 2.5. As observed in the plot, all Cartesian directions exhibit natural
eigenfrequencies in the range of 10–25 Hz, with different damping along the
Cartesian directions. This implies the limitations on the disturbance-rejection
bandwidth in the position controller. The Cartesian eigenfrequencies of the
robot also exhibit a dependency on the robot configuration.

2.2 The COMET project

Within the research project COMET1 [COMET, 2015] started in 2010 and
finished in 2013, the aim was to develop milling solutions for industrial robots

1 Plug-and-produce COmponents and METhods for adaptive control of industrial robots
enabling cost effective, high precision manufacturing in factories of the future.
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Figure 2.5 Impulse response obtained by applying a force on the robot
end-effector and measuring the corresponding deflection. Color scheme:
TCPx–blue, TCPy–green, and TCPz–red.

achieving an accuracy better than 50 µm. This research was performed in a
four-step procedure according to Figure 2.6. The four different parts of the
project can be summarized as follows:

1. Kinematic and Dynamic Models
To increase the machining accuracy, both kinematic and dynamic mod-
els of the robot were developed within the project. The kinematic mod-
els consist of the Denavit-Hartenberg parameters [Denavit and Harten-
berg, 1955] as well as other geometric data of the robot. Further, the
dynamic models were to describe the joint dynamics of the robot, sig-
nificantly influencing the milling accuracy as observed in the milling
experiment in the previous section. In particular, essential properties
such as friction, backlash, and compliance were considered in the joint-
based robot models. Further, methods for determining these properties
of an industrial robot using automated procedures were investigated.
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Figure 2.6 Graphical representation of the research aim of the COMET
project, and its four corner stones [COMET, 2015].

2. Model-Based Path Generation
Based on the kinematic and dynamic models, an improved strategy for
offline path planning was developed. In the path-planning stage, the
kinematic and dynamic models were utilized in order to plan a reference
path utilizing CAM software which, given the identified models, results
in the desired milling path when executed.

3. Real-Time 6D Tracking System
As opposed to the two approaches described in the previous paragraphs
based on offline compensation, also online strategies for improving the
milling accuracy were investigated. To this purpose, online real-time
6D-compensation was developed, where the term 6D here refers to po-
sition and orientation (pose) of a rigid body. The poses of the robot
workpiece were measured using optical tracking systems, whose mea-
surements were fed to the robot controller and position corrections were
performed in real-time.

4. Micro-Manipulator for Milling
For milling tasks with industrial robots demanding very high position
accuracy, a micro-manipulator where the machining spindle was at-
tached was developed. The aim of the micro-manipulator was to com-
pensate online for the 3D position deviations of the robot, as measured
by the optical tracking system. By design, the micro-manipulator had a
significantly higher bandwidth than the robot. Consequently, position
deviations with higher frequency than the robot bandwidth were to be
fed to the micro-manipulator—which has a geometrically limited com-
pensation range—whereas low-frequency and static errors were handled
by the robot itself.
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Focus of This Thesis In this thesis, research results from the devel-
opment of the control architecture for an integrated approach to robotic
machining using macro/micro-manipulation are presented (see Chapter 3).
Moreover, experimental results from application of the considered approach
to milling are presented (see Chapters 4–5). In addition, methods aimed at
robot-joint modeling and subsequent identification are developed and exper-
imentally verified in Chapter 6.

2.3 The SMErobotics project

Within the research project SMErobotics2 [SMErobotics, 2015], started in
2012, the aim is to develop robot systems with cognitive functionalities en-
abling robot-assisted manufacturing in small and medium-sized enterprises
(SMEs). A key part of this research is the integration of sensor- and model-
based feedback control in the robot task execution. Sensors are typically em-
ployed in modern robotic systems and the information from the respective
sensor is combined using statistical sensor-fusion methods [Gustafsson, 2010]
in order to estimate the states that are not explicitly measurable. In practice,
sensors provide information that needs to be acted upon as part of the on-
line task execution. A natural next step in a robotic system is learning—i.e.,
inclusion of algorithms to the purpose of storing and subsequently utilize pre-
viously obtained information so as to improve the task execution sequentially.
Here, also learning from human demonstration and interaction is essential,
see, e.g., [Calinon et al., 2007; Lee et al., 2014].

Focus of This Thesis In this thesis, research regarding gray-box identi-
fication for flexible mechanical systems (see Chapter 7), which is an essential
component when designing controllers for robot tasks including contact op-
erations. Another topic related to the SMErobotics project investigated in
this thesis is sensor fusion for robotic state estimation (see Chapter 8); this
is an example of how additional sensor data to the internal robot sensors can
be used for extending the information available in the robot system during
the online task execution.

2.4 Related Research

Previous approaches to increasing the position accuracy in robotic machin-
ing are for instance based on combinations of kinematic calibration [Roth
et al., 1987; Schröer et al., 1997; Joubair et al., 2013] and stiffness modeling
of the manipulator with subsequent offline or online compensation [Zhang
et al., 2005; Abele et al., 2007; Wang et al., 2009; Pan and Zhang, 2009;

2 The European Robotics Initiative for Strengthening the Competitiveness of SMEs in
Manufacturing.
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Reinl et al., 2011; Dumas et al., 2011; Tyapin et al., 2014]. In the kine-
matic calibration procedure, the kinematic parameters of the robot—e.g.,
based on the Denavit-Hartenberg parametrization [Denavit and Hartenberg,
1955]—are typically determined with high accuracy using high-precision mea-
surement systems without external load or with a constant load attached to
the robot end-effector. In stiffness compensation methods, the manipulator
stiffness matrix, in joint space or in workspace, is determined based on exper-
imental data. Depending on the accuracy requirements, both joint and link
flexibilities have been considered. Regarding the employment of the obtained
stiffness models, different approaches have been suggested in the literature.
If the models are employed offline, process forces during the task can be pre-
dicted and used for improving the path planning, thereby accounting for the
a priori determined stiffness of the manipulator. These methods do, however,
rely on accurate stiffness and process models. As an alternative, end-effector
force-sensor data could be acquired online and used for real-time compensa-
tion and adaptation of the model in a designed feedback controller.

Other approaches to increasing the position accuracy in robotic processes
are based on sensor data from high-precision 3D or 6D position-measurement
sensors [Schneider et al., 2013c], such as a coordinate measuring machine
(CMM) [Cuypers et al., 2009]. The sensor data can be used as a basis for end-
effector position and orientation feedback for online corrections. The main
limitation for application of such methods in machining and other contact
operations is the sensor accuracy required, communication delays for sensor
data in real-time applications, and noise in the measurements. Furthermore,
the disturbance-rejection bandwidth at the end-effector of the robot manipu-
lator is often limiting such approaches to increase the accuracy in machining.
As a result of the cutting process in machining applications, high-frequency
disturbances on the robot end-effector position are to be expected (compare
with the machining example and subsequent discussion presented in Sec-
tion 2.1), and therefore a high-bandwidth position control of the robot is
essential in order to achieve sufficient accuracy of the machined parts.

Another set of methods proposed for increasing the accuracy of indus-
trial manipulators is based on iterative learning control (ILC) [Arimoto et
al., 1984; Norrlöf, 2000; Axehill et al., 2014]. Using arm-side position sensors
or state estimates based on dynamic models, the accuracy of repetitive robot
motions can be increased iteratively for many applications. It is to be noted
that some of these methods were applied offline, and required an initial ex-
periment to be performed, such that relevant sensor data could be collected
for the subsequent compensations. However, also real-time approaches to ILC
have been proposed, see, e.g., [Xu et al., 2010]. Further, many previous ap-
plications of ILC in robotics described in literature primarily considered the
case when the end-effector was moving in free space. This is not directly
applicable in machining, where the required process forces are the dominant
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source of position errors. ILC dedicated for machining with industrial ma-
nipulators was considered in [Cano Marchal et al., 2014].

Methods for contact-force control, learning, and adaptation in robotic
machining, in particular milling in aluminium and wood, were presented in
[Sörnmo et al., 2012b; Sörnmo et al., 2015] together with extensive experi-
mental results. The results showed that a significant decrease of the required
cycle time could be achieved with the proposed control design and online
learning based on feedback from a force sensor attached to the robot wrist.

As an alternative to the approaches described in the previous paragraphs,
the strategy to robotic machining considered in Chapters 3–5 in this the-
sis comprises workspace sensing using 6D position sensors, combined with
macro/micro actuation. The concept of macro/micro-manipulator systems
was suggested in [Sharon et al., 1993], and it was shown how the bandwidth
of the end-effector position and force control can be increased beyond the
natural eigenfrequencies of the macro-manipulator with appropriate control
design. In [Sharon et al., 1993], the macro-manipulator was carrying the
micro-manipulator in a serial configuration, whereas in this thesis the micro-
manipulator is fixed in the workspace (cf. Figure 2.7 and Figure 2.9). The
notions of macro- and micro-manipulators and actuation have been adopted
in this thesis. The macro-manipulator has a large workspace, but has a lim-
ited position-control bandwidth. The bandwidth of the position control for an
industrial manipulator is mainly limited by the eigenfrequencies of the ma-
nipulator structure, as experimentally indicated in Section 2.1. Typical values
for the bandwidth of the end-effector position control for industrial manipu-
lators are in the range of 10–30 Hz, depending on configuration [Schneider et
al., 2013b]. In contrast, the micro-manipulator has significantly higher band-
width, but a geometrically limited workspace. Hence, the micro-manipulator
is to compensate for the high-frequency position deviations that occur dur-
ing milling, which the macro-manipulator per se is unable to compensate for
because of its limited disturbance-rejection bandwidth at the end-effector.

Piezo-actuated mechanisms based on flexure elements have been proposed
for micro- and nano-manipulation earlier, see, e.g., [Li and Xu, 2011; Liaw
and Shirinzadeh, 2010]. Although the compensation mechanism considered in
this thesis utilizes similar components in its mechanical design, there are cer-
tain differences. Previous designs were primarily developed for compensation
in micro and nano manipulation, whereas the micro-manipulator considered
in this thesis is designed for machining processes with industrial manipu-
lators, where strong process forces are required to fulfill the specified task.
Nevertheless, the control design in [Li and Xu, 2011] relates to the control al-
gorithms for the micro-manipulator developed in this thesis. Further related
research in this area is [Eielsen et al., 2015], where control design for high-
accuracy tracking using repetitive control in the context of piezo-actuated,
flexure-based mechanical systems was presented.
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2.5 Macro/Micro-Manipulator Setup for Machining

In Chapters 3–5, the purpose is to develop an integrated control architecture
aiming at high-accuracy robotic machining. This section provides a back-
ground and a description of the hardware components used, which are based
on the publications [Sörnmo et al., 2012a; Schneider et al., 2014]. The goal
in terms of machining accuracy with the robot cell is to reach a maximum
error within ±100 µm, which should be obtained also for stiff materials such
as steel, where the required process forces are significantly stronger com-
pared to, e.g., aluminium. The long-term goal of the research presented in
this thesis is to enable manufacturing with industrial robots, based on CAD
specifications, achieving machine-tool accuracy of the produced parts.

For milling tasks where high-accuracy is required, a robot cell compris-
ing a macro/micro-manipulator setup has been developed at the Fraunhofer
Institute for Manufacturing and Engineering in Stuttgart, Germany. Two dif-
ferent cell layouts can be considered for robotic machining. First, the robot
can carry the spindle and the workpiece is consequently attached to a fixed
base in the workspace. In this configuration, the robot benefits from its large
workspace and can machine large-scale workpieces. In the second configura-
tion, the robot holds the workpiece, whereas the spindle is in a fixed position
in the cell. This setup is suitable for smaller and lighter workpieces, since
the workpiece geometry and mass are limited by the workspace and the pay-
load of the robot. Further, the second configuration also allows the robot to
perform handling operations, thus facilitating the integration in automated
production lines. In the research presented in this thesis, the second configu-
ration was chosen; thus, the spindle was attached to the micro-manipulator
and the workpiece was held by the robot. This was motivated by the heavy
weight of the micro-manipulator with the machining spindle attached. Two
different robot-cell setups were considered for the machining experiments
based on this configuration; one prototype version and a final setup. The
final setup was developed based on experiences from a dynamic characteri-
zation and experiments on the prototype. The details of the respective setup
are discussed next.

Prototype Robot Cell for Machining

The first developed robot cell for machining with macro/micro-actuation is
shown in Figure 2.7. This cell was used as a prototype for evaluation of
the machining accuracy with macro/micro-actuation. In this setup, the only
compensation active was the motion performed with the micro-manipulator.
As stated earlier, accurate positioning and high actuation bandwidth—high
compared to the robot end-effector position-control bandwidth—are key fea-
tures for the design of a micro-manipulator, see [Sharon et al., 1993] for
a detailed discussion on the desired characteristics of macro- and micro-
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manipulators. The objective in this thesis is to use the micro-manipulator
in the machining setup for keeping the relative position between tool and
workpiece according to the specified reference.

Micro-Manipulator A micro-manipulator prototype with three transla-
tional axes, with a serial actuation mechanism enabling position compensa-
tion in a Cartesian coordinate system, was previously proposed in [Puzik
et al., 2009; Puzik et al., 2010; Puzik, 2011]. This version of the micro-
manipulator was used as a prototype for the control design in this thesis. The
micro-manipulator is depicted in Figure 2.7. The axes were driven by piezo-
actuators and the design incorporated solid-state flexure elements, acting as
a gear for increasing the compensation range, compared to the piezo-actuator
extension. Piezo-actuators provide a high bandwidth transfer from applied
voltage to extension, and can handle forces up to 30 kN. Hence, the micro-
manipulator can withstand the process forces expected in a machining task.
The process forces for the applications targeted with the considered robot
cell are up to 1000 N. The process forces depend on machining type, work-
piece material, depth-of-cut, and feed velocity. The maximum extensions of
the piezo-actuators for the different axes were 100–180 µm and the gear ratio
was between four and five, which resulted in a total compensation range of
approximately 0.5 mm along each Cartesian actuation axis.

Robot-Cell Topology The experimental evaluation of the prototype robot
cell was performed using an REIS industrial robot of model RV40 [Reis
GmbH, 2011], with a maximum payload of 40 kg. The machining spindle
was attached to the micro-manipulator and the robot held the workpiece,
which in the experimental verification in Chapter 4 was a block of aluminium
of type AlMg3,5. The setup was such that both face milling and peripheral
milling, also referred to as radial milling, could be performed, see Figure 2.7.
It is to be noted that these two strategies for milling are not equivalent, since
the required cutting forces are different in magnitude and direction and hence
affect the robot differently. Consequently, both face and peripheral milling
experiments were performed in the subsequent evaluation in Chapter 4.

Interface and Sensors The micro-manipulator was equipped with strain
gauges integrated into the piezo-actuators, measuring the corresponding ex-
tensions with temperature compensation and thus achieving a resolution of
0.7 µm. In addition, capacitive sensors which measure the Cartesian position
of the end-effector with a resolution of 0.15 µm and a bandwidth of 2 kHz,
were integrated into the micro-manipulator.

The micro-manipulator was interfaced with a dSPACE controller board
of model DS1103 [dSPACE GmbH, 2007], where all sensor signals from the
micro-manipulator were read and the signals to the actuators from the con-
troller were sent. The developed controllers were executed in the controller
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Figure 2.7 The prototype experimental setup at Fraunhofer IPA,
Stuttgart, Germany, for online compensation of position errors during ma-
chining tasks. The workpiece is held by the robot and the milling spindle
is attached to the micro-manipulator. A close-up of the micro-manipulator,
as seen from the opposite side, is displayed to the right in the figure. Figure
originally published in [Olofsson et al., 2011a].

board at a maximum sampling frequency of 10 kHz. The controllers were
implemented in Matlab Simulink and C-code was automatically generated
by the Real-Time Workshop toolbox [MathWorks Inc. 2010]. The compiled
C-code was then executed in the dSPACE system.

To the purpose of measuring the deflections of the robot in the milling
direction—i.e., the deflections which were to be compensated for by the
micro-manipulator—a Keyence laser sensor of model LK-G87 [Keyence Corp.
2006], with a resolution of 0.2 µm and a sampling frequency of 10 kHz was
used as a prototype tracking system. This sensor is based on the interferome-
ter principle for measuring the distance to the aluminium workpiece attached
to the robot.

Compensated and Uncompensated Milling In order to illustrate the
benefit of the micro-manipulator, the milling experiments presented in Chap-
ter 4 were performed both in a setting where compensation with the micro-
manipulator was utilized and in a setting with the spindle rigidly attached to
a fixed base—i.e., in the latter setup no compensation was performed. The
two experimental settings are illustrated in Figure 2.8.

In the experiments without compensation, the robot configuration was
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Figure 2.8 Prototype experimental setup at Fraunhofer IPA, Stuttgart,
Germany, for evaluation of the performance of the considered micro-
manipulator and accompanied position-control architecture. The micro-
manipulator is seen to the left. The machining spindle to the right is rigidly
attached to the base. The latter setup is utilized for milling experiments
without compensation. Figure originally published in [Sörnmo et al., 2012a].

mirrored, with respect to the center plane of the robot, compared to the con-
figuration chosen in the experiments with compensation. Consequently, the
compliance properties of the robot in the two configurations are equivalent.
Mirroring is important in order to make the compensated and uncompen-
sated milling results comparable, since the Cartesian compliance exhibits a
configuration dependency.

Complete Robot Cell for Machining

The final version of the robot cell at Fraunhofer IPA in Stuttgart, Germany,
is depicted in Figure 2.9. This cell integrated online compensation with both
the macro- and the micro-manipulator. The experimental setup contained an
industrial robot manipulator (macro-manipulator), the micro-manipulator,
an optical 6D tracking system, a machining spindle, and a CNC controller.
Here, the different hardware components of the machining cell and their
characteristics are briefly reviewed.

Robot and CNC Controller The foundation of the robot cell was a
KUKA industrial robot of model KR125 [KUKA Roboter GmbH, 2013]. The
joint positions of the robot were controlled using a Beckhoff TwinCAT CNC
controller [Beckhoff Automation GmbH, 2013]. Based on the kinematics of
the robot, Cartesian end-effector control could be achieved. Compared to a
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Tracking System

Machining Spindle

Micro-Manipulator

Macro-Manipulator

CNC Controller

Figure 2.9 The final version of the developed robot cell for high-accuracy
robotic machining at Fraunhofer IPA, Stuttgart, Germany. The robot cell
includes a micro-manipulator and an optical tracking system. Figure origi-
nally published in [Schneider et al., 2014].

conventional robot controller, the CNC controller offers several advantages.
First, path planning algorithms, which are optimized for machining tasks, are
available. Second, from an implementation point-of-view, the most important
feature is the open high-speed interface, which enables online position and
orientation corrections based on external sensor data. The implemented robot
controller was executed on a programmable logic controller (PLC). The in-
tegrated Codesys PLC programming environment provided possibilities for
the implementation of complex controller structures, such as the architecture
developed in Chapter 3.

Micro-Manipulator A new design of the micro-manipulator, which was
revised with respect to the version shown in Figure 2.7 and comprising a
parallel actuation principle, was shown to improve the dynamic properties of
the mechanism significantly, see [Schneider et al., 2013a]. In particular, as a
result of the reduction of the end-effector mass and a modified geometry of
the solid-state flexure elements, a higher bandwidth was achieved. A photo of
the mechanical design of the mechanism and the actuation axes is displayed
in Figure 2.10. This version of the micro-manipulator was used in the final
robot-cell setup, shown in Figure 2.9.

35



Chapter 2. Introduction to Robotic Machining

x
y

z

Figure 2.10 Revised design of the micro-manipulator with parallel actu-
ation, with the Cartesian actuation coordinate system indicated in red. A
machining spindle, with the tool and attached LED units for optical track-
ing, is mounted on the micro-manipulator end-effector. Figure originally
published in [Schneider et al., 2014].

Similarly to the prototype setup, the revised micro-manipulator was
equipped with two sets of sensors for control purposes. Integrated strain-
gauge sensors in the piezo-actuators measured the extension of the respec-
tive actuator and capacitive sensors measured the distances along the Carte-
sian axes to a solid cube attached to the end-effector where the spindle was
mounted.

Optical Tracking System In order to acquire workspace pose measure-
ments, a Nikon Metrology K600 optical tracking system [Nikon Metrology,
2010] was employed because of its high-speed data streaming, large measure-
ment volume, and the possibility to track both positions and orientations of
several Cartesian coordinate systems simultaneously. As the optical measure-
ments were subject to disturbances from the milling process, such as emitted
metal chips, dust, and smoke, the coordinate systems were tracked using a
redundant number of light-emitting diodes (LEDs) for increased robustness.
The LEDs were attached to the rigid bodies to be tracked. For the machin-
ing application considered in this research, one coordinate system on the
spindle and one coordinate system on the macro-manipulator end-effector
were measured. The measurement frequency of the tracking system with this
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TwinCAT
CNC

Tracking
System

TwinCAT
PLC

TwinCAT
Drive

dSPACE

6D-data

6D-data

ADC

DAC

DACADC

ADC

DAC

1 kHz

0.44 kHz

1 kHz

1 kHz

10 kHz

Figure 2.11 Hardware control units in the considered robot cell for ma-
chining, and their execution frequencies. The required analog to digital and
digital to analog conversions are indicated as well. The 6D-data from the
micro- and macro-manipulators were acquired using an optical tracking sys-
tem measuring LED units attached to the respective manipulator. Figure
originally published in [Schneider et al., 2014].

configuration of LEDs was 440 Hz and the specified accuracy (in terms of
absolute measurements) for each LED unit measured was 100 µm. The sensor
data from the measurement system were retrieved using a TCP data stream,
connected to the CNC controller.

Machining Spindle The milling tool was attached to a Jäger Chopper
3300 high-frequency machining spindle [Alfred Jäger GmbH, 2013], which
had a documented concentricity of less than 2 µm. The spindle speed was set
to 28 000 rpm, which was justified by the fact that high rotation-velocities
reduce process forces and the probability of exciting eigenmodes of the robot
during the machining task.

Communication and Controller Execution Communication and tim-
ing are critical for the considered approach to machining with a macro-
manipulator and additional external sensors and actuators, since delays be-
tween control units reduce the system performance significantly and might
cause instability if too excessive. Figure 2.11 shows the relevant control
units with digital-to-analog converters (DAC) and analog-to-digital convert-
ers (ADC). For each control unit, the execution frequency is specified. As in
the prototype setup, the micro-manipulator controller was executed on the
dSPACE signal processing system of model DS1103 [dSPACE GmbH, 2007].
The closed-loop control of the robot requires a high-speed interface for spec-
ifying joint-position references in real-time, which the used CNC controller
provided, see Sections 3.5–3.6 in Chapter 3 for further details.
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3

Modeling and Control of the

Macro/Micro Setup

3.1 Introduction

In this chapter, modeling of the micro-manipulator and position-control de-
sign for the macro/micro-actuator setup for machining tasks with industrial
manipulators are presented. Dynamic models of the micro-manipulator and
a subsequent model-based control architecture are developed. This chapter is
derived, in parts, from the publications [Olofsson et al., 2011a] and [Schneider
et al., 2014].

The structure of this chapter is as follows: First, the mechanical design
of the micro-manipulator is reviewed in Section 3.2. Subsequently, a dy-
namic characterization of the micro-manipulator is presented in Section 3.3,
which provides the foundation for the modeling discussed in Section 3.4. Sec-
tion 3.5 presents a model-based control architecture for position control of
the micro-manipulator. The complete control architecture for the integrated
macro/micro-actuator system is discussed in Section 3.6. The chapter is con-
cluded with a summary in Section 3.7.

3.2 Micro-Manipulator Design

In order to provide a basis for the development of position-control algorithms
for the micro-manipulator, its mechanical design is reviewed in this section.
The focus is on the final version of the micro-manipulator, comprising a par-
allel actuation mechanism. The design is such that translational motion of
the machining spindle is possible along all three Cartesian directions. How-
ever, there are no rotational degrees of freedom. Referring to Figure 2.10 in
Chapter 2, the actuation axes are hereafter called x, y, and z, respectively.
The movements of the piezo-actuators driving the mechanism are transferred
to a corresponding translational movement of the spindle via a flexure mech-
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y

x

z

Figure 3.1 Actuation principle for the axes of the final version of the
micro-manipulator (integrated in the robot cell shown in Figure 2.9 in
Chapter 2). The piezo-actuators are indicated by red arrows in the draw-
ing [Schneider et al., 2013a]. Figure courtesy of Fraunhofer IPA, Stuttgart,
Germany.

anism. A mechanical drawing of the final version of the micro-manipulator is
shown in Figure 3.1. The flexure elements are constructed using solid-state
joints—i.e., the joints are cut directly in the solid aluminium base plate.
The flexure elements result in a gear ratio between actuator side and end-
effector side along each of the motion axes. For further details regarding the
mechanical design, see [Puzik, 2011; Schneider et al., 2013a].

The results presented for the modeling of the micro-manipulator in this
chapter, were obtained from the final version of the micro-manipulator and
the control architecture was aimed at the final robot-cell setup in Figure 2.9
in Chapter 2. For details regarding the modeling of the prototype version,
see [Olofsson et al., 2011a].

3.3 Dynamic Characterization of the Micro-Manipulator

Because of the inherent resonant character of the mechanical design—which
is a result of the solid-state flexure elements utilized—and the nonlinear dy-
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Figure 3.2 Characterization of hysteresis in the piezo-actuator dynamics
along the x-axis of the micro-manipulator in the case of a linear, alternat-
ingly increasing and decreasing, input with changing amplitude. Note the
complex behavior of the hysteresis, which exhibits both rate and amplitude
dependency.

namics which is a characteristic of piezo-actuators, accurate position control
of the micro-manipulator without oscillations under milling-process distur-
bances is a challenging control problem.

Nonlinear Dynamics in the Piezo-Actuators

It is well-known that piezo-actuators exhibit a nonlinear relationship between
the applied input voltage and the corresponding position extension, see, e.g.,
[Al Janaideh et al., 2009; Sun and Yang, 2009]. Experiments were performed
on the micro-manipulator in order to quantify the effect on the position ac-
curacy of the nonlinear dynamics in the piezo-actuators. The experiments
indicated that the main nonlinearities that needed to be handled were hys-
teresis and the creep phenomenon, where the latter means that the extension
of the piezo-actuator is increasing over time for constant input voltage. The
creep effect was quantified to an approximate rate of 0.02 µm/s for the re-
spective piezo-actuator. Results from experiments where the input voltages
to the piezo-actuators were alternatingly linearly increasing and decreasing
are shown in Figure 3.2. It is obvious that the hysteresis needs to be han-
dled actively for accurate positioning. Further, since the creep phenomenon
in the actuators is a much slower process it is thus easier to handle. Although
different in nature, both of these nonlinear effects can be reduced by using
high-gain feedback, combined with integral feedback.
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Figure 3.3 Estimated power spectral densities of the output signal in
the Cartesian actuation directions of the micro-manipulator when exciting
with a chirp signal (having an approximately flat power spectral density in
the excitation frequency range).

Frequency Characterization of the Micro-Manipulator

In order to characterize the frequency properties of the mechanical design
of the micro-manipulator, several frequency response experiments have been
performed. The power spectral densities [Johansson, 1993] of the position
outputs when exciting the inputs of the piezo-actuators with a chirp signal,
are displayed in Figure 3.3 for the different actuation directions. The spectra
were estimated using Welch’s method in Matlab. An important property
of the system from a control point-of-view is the location of the first natu-
ral eigenfrequency. It is noted that the characteristics are quite different in
the three Cartesian actuation directions. In particular, in the interesting fre-
quency range of 0–150 Hz (determined based on the initial frequency sweeps),
three major natural eigenfrequencies are visible for the dynamics along the
x-axis, whereas two along the y-axis, and only one along the z-axis. The
first eigenfrequency appears in the frequency range 50–80 Hz for all of the
three axes. The locations of the eigenfrequencies are important since they
limit the achievable bandwidth in the closed-loop control system. Increasing
the bandwidth beyond poorly damped eigenfrequencies requires high control
actuation and the sensitivity to model errors is increased significantly.

3.4 Modeling of the Micro-Manipulator

In order to design position-control algorithms, it is advantageous to perform
modeling of the micro-manipulator prior to the design. Different methods
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for modeling can be chosen. As a first approach, modeling based on physical
first principles can be established, where the construction-specific parameters
are either analytically calculated or experimentally identified. However, an
analytical modeling approach is intractable for the current setup, since there
is no straightforward mathematical description of the dynamics of the solid-
state flexure elements used in the micro-manipulator design.

A black-box modeling approach [Johansson, 1993] is investigated in this
chapter for modeling of the linear dynamics of the micro-manipulator. Such
an approach results in satisfactory control performance given that the model
captures the essential input-output dynamics of the system. A further mod-
eling approach is gray-box identification where the model structure is fixed
but certain model parameters are unknown; this modeling strategy is further
investigated in Chapter 7 for the micro-manipulator dynamics.

Identification Based on Black-Box Models

Using system-identification methods [Johansson, 1993], mathematical models
describing the dynamics of the micro-manipulator were determined. The axes
can, in the modeling phase, be assumed to be decoupled provided that the
mechanical design is such that the motions of the different axes are sufficiently
independent. During the dynamic characterization of the micro-manipulator,
minor cross coupling between the x- and z-axes was observed, which is fur-
ther investigated using multi-input multi-output (MIMO) identification later
in this section. The cross coupling is also further evaluated in Chapter 7 us-
ing gray-box identification. However, since the influence of the coupling is
limited, the assumption on decoupling was made in the subsequent model-
based control design. Consequently, each axis is considered as a system with
one input and one output. Discrete-time state-space models of the innovation
form

xk+1 = Φxk + Γuk +Kek,

yk = Cxk + ek,
(3.1)

where uk ∈ R
m is the input, xk ∈ R

n is the state vector, yk ∈ R
p is the

output, K is the Kalman filter gain matrix, and ek is a white-noise sequence,
were considered. The system model matrices S : {Φ,Γ, C} in the state-space
representation were identified using one of the available implementations of
subspace-based identification methods. The computer tools used were the
System Identification Toolbox [Ljung, 2010] in Matlab and the State-Space
Model Identification (SMI) Toolbox [Haverkamp and Verhaegen, 1997]. In
particular, the N4SID algorithm [Van Overschee and De Moor, 1994] and the
MOESP algorithm [Verhaegen and Dewilde, 1992] were utilized. During the
identification of the models, the gain matrix K in a Kalman filter [Kalman,
1960] for a minimum-variance estimation of the states in the model is also
determined based on the noise properties of the identification data.
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3.4 Modeling of the Micro-Manipulator

The subspace-based identification methods were found to result in models
with superior fit to experimental data. In particular, the natural eigenfre-
quencies of the micro-manipulator were identified with significantly higher
accuracy with subspace methods compared to identification of time-series
models of autoregressive moving-average with exogenous input (ARMAX)
type. For further details on time-series modeling, see, e.g., [Madsen, 2008;
Johansson, 1993].

Collection of Input-Output Data

The collection of experimental input-output data was performed in such a
way that the input uk was considered to be a scaled version of the input
voltage to the piezo-actuator, whereas the output yk was defined to be the
Cartesian position of the micro-manipulator end-effector, as measured by the
capacitive sensor (see Section 2.5 in Chapter 2).

When performing system identification, an appropriate input signal has
to be chosen, such that the system is excited properly. In this research, a
chirp-signal was chosen—i.e., a sinusoid with constant amplitude and lin-
early increasing frequency—as input, since this signal gives excitation in a
well-defined frequency range. Consequently, the start and end frequencies of
the chirp-signal have to be chosen based on the frequency range of interest.
Considering the frequency spectra shown in Figure 3.3, a suitable range of
excitation is 0–150 Hz, see Chapter 8 in [Johansson, 1993].

Data Preprocessing and Model-Order Selection

Prior to the identification, the input-output data were processed such that
the mean and a possible linear trend were removed. In addition, the data (ac-
quired at a sampling rate of 1 kHz) were low-pass filtered and subsequently
decimated in order to avoid aliasing. The sampling frequency for the identi-
fication data were chosen based on the location of the eigenfrequencies of the
dynamics along the different actuation axes, in order to avoid over-sampling
of the inputs and outputs. The singular values related to the Hankel matri-
ces of the experimental input and output data were computed during the
identification procedure using the N4SID or MOESP algorithms, see, e.g.,
[Van Overschee and De Moor, 1996]. By plotting these singular values in a
diagram with a logarithmic scale, the gap between the essential dynamics of
the system and the noise level was identified. Based on this information, a
sufficient order of the model could be chosen for each of the data sets.

Identified Models of the Micro-Manipulator

Discrete-time state-space models of the form (3.1) for the linear dynamics
along the x-, y-, and z-axis of the micro-manipulator system were estimated
based on experimental data. First, models of the open-loop system were de-
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Figure 3.4 Magnitude plot for the Bode diagram of the discrete-time
state-space SIMO-model of the micro-manipulator, with the scaled voltage
to the x-axis piezo-actuator as input and the Cartesian end-effector posi-
tions as outputs.

termined. Second, models with the inner piezo-actuator control loops closed
(see Section 3.5) were identified.

SIMO-Model Identification To the purpose of quantifying the cross cou-
plings between the actuation axes of the micro-manipulator, identification of
single-input multiple-output (SIMO)-models with the structure defined in
(3.1) was performed. Experimental data were collected when exciting the
piezo-actuators with chirp signals and measuring the corresponding Carte-
sian end-effector positions. The model input uk was the input voltage to the
actuator, scaled to a nominal interval, and the three outputs yk were the end-
effector positions. The magnitude plot for the Bode diagram of the identified
model of order nine, obtained from the data when actuating along the x-axis,
is provided in Figure 3.4. From the model, limited cross coupling between
the x- and z-axes can be concluded, in particular when exciting close to the
natural eigenfrequencies. This might lead to vibrations transversal to the ac-
tuation direction during machining. The corresponding magnitude plots for
the Bode diagrams of the SIMO-models obtained with actuation along the
y- and z-axes verify the coupling between the z- and x-axes, whereas they
indicate that the y-axis is decoupled from both the x-axis and the z-axis.

Model Identification for Control Design During the dynamic charac-
terization of the micro-manipulator and the SIMO-model identification in the
previous paragraphs, minor cross couplings between the x- and z-axes were
observed (see also Chapter 7). The assumption on decoupling was made in
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the subsequent model-based control design. Instead, the cross coupling was
handled as a disturbance in the controller. Consequently, for the control de-
sign, single-input single-output models were considered. The model orders
vary for the different actuation directions, reflecting the number of natural
eigenfrequencies, cf. the power spectral densities in Figure 3.3. The deter-
mined model orders for the micro-manipulator are 7, 6, and 2, for the x-,
y-, and z-axis, respectively. The magnitude plots for the Bode diagrams of
the identified models are shown in Figure 3.5. It is noted that there is good
correspondence with the estimated power spectral densities of the outputs
in Figure 3.3, when comparing the locations of the natural eigenfrequencies.
The normalized root mean square errors (NRMSE), τNRMSE, is a measure
of the fit of the models to the experimentally collected identification data,
where 100% indicates complete model fit. Given N data points, this quantity
is given by

NRMSE = 100 ×
(

1 − ||WN − ŴN ||2
||WN − WN ||2

)
%, (3.2)

where WN is the validation output data, ŴN is the output from the estimated
model and WN is the mean of the validation output data. The NRMSE values
for the identified models for the actuation along the x-, y-, and z-directions
are 92.8%, 88.7%, and 96.0%, respectively. These values indicate that the
identified models capture the essential dynamics of the micro-manipulator.
Further, dynamic models of the format (3.1) were identified with the inner
piezo-actuator control loops closed (see Section 3.5). The same procedure,
algorithms, and evaluation strategy as for the open-loop models presented in
this section were used. However, the models obtained from the identification
using data from experiments with the inner loop closed are not presented in
detail here.

3.5 Position Control of the Micro-Manipulator

The position-control problem of the micro-manipulator can be divided into
two parts. First, the effects of the nonlinear dynamics in the piezo-actuators
need to be reduced. Second, the oscillatory mechanical structure needs to
be accurately position controlled. The specific control structure developed in
this thesis to handle these properties is described next.

Inner Piezo-Actuator Control Loop

Three different strategies to control of the nonlinear dynamics of the piezo-
actuators can be chosen: Model-based feedforward control, feedback control,
or a combination of both. Several approaches to modeling of the hysteresis
dynamics have been discussed in the literature. Three different categories
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Figure 3.5 Magnitude plots for the Bode diagrams of the discrete-time
state-space models identified using subspace methods, for the dynamics
along the x-, y-, and z-axes of the micro manipulator. The locations of the
natural eigenfrequencies can be compared to those in the power spectral
densities in Figure 3.3. The differences in the low-frequency gain between
the axes are explained by the different types of the respective piezo-actuator
and the gear ratios.

of hysteresis models are common; approaches based on the Preisach model
[Preisach, 1935; Ge and Jouaneh, 1996; Lei et al., 2011], the Prandtl-Ishlinskii
model [Krasnosel’skii et al., 1989; Al Janaideh et al., 2008; Al Janaideh et
al., 2009; Shan and Leang, 2009; Krejci and Kuhnen, 2001], and neural net-
works [Hastie et al., 2008; Xu, 1993]. By inverting the established model, a
feedforward control integrated in the feedback controller has the potential of
reducing the position error. Such a strategy was applied and investigated for
the micro-manipulator control design in [Olofsson et al., 2012]. However, as
the extensions of the piezo-actuators in the micro-manipulator were available
for measurement with the strain gauges, an inner feedback loop can be closed
around the nonlinear actuator and thus achieve sufficient control accuracy.
The utilized controller is a PID controller, whose continuous-time control law
can be stated, in its most simple form, according to

u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd

d
dt
e(t), (3.3)

where e(t) is the difference between the reference value and the measured
extension, and Kp, Ki, and Kd are controller parameters to be determined
as part of the design procedure. The derivative part in the controller is low-
pass filtered, in order to reduce the amplification of high-frequency noise
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contaminating the measured signal from the strain gauges. Considering the
intended application scenario for the micro-manipulator—i.e., milling and
other machining tasks—disturbances from the cutting process are to be ex-
pected. The PID controller also has to be accompanied by an anti-windup
scheme [Åström and Hägglund, 2005], to handle the case when the controller
saturates the actuators. Discretization of the continuous-time controller (3.3)
for subsequent implementation in a digital signal processor is straightforward
[Åström and Wittenmark, 1997].

In order to reduce the effects of the nonlinear dynamics in the piezo-
actuators, the proportional gain Kp and the integral gain Ki should be in-
creased as much as possible, while not resulting in a too high sensitivity
to disturbances occurring during the milling. Further, the derivative part is
important since it contributes with lead compensation in the system con-
taining hysteresis. It will be shown by experimental results in Chapter 4 that
this approach results in satisfactory performance of the control of the piezo-
actuators for the intended application. The performance is in that context
measured by the position accuracy achieved in the milling task execution.

Model-Based Feedback Control of the Micro-Manipulator

By utilizing the identified state-space models of the linear dynamics, a state-
feedback control loop is designed for each of the three Cartesian actuation
directions of the micro-manipulator. However, as discussed in Section 3.4,
new models need to be identified after closing the inner feedback control
loop for the piezo-actuators, where the reference signal to the inner PID
control loop is considered as the input signal instead. With this approach, the
effect of the nonlinear dynamics of the system is reduced and the nonlinear
components are thus not degrading the performance of the identification of
the remaining, approximately linear dynamics.

State feedback is an appropriate control structure for this kind of sys-
tems, since damping of the resonant modes in the micro-manipulator can
be introduced by suitable control design. The control law for state feedback
control of the system (3.1) can be written as

uk = L(xr
k − xk) + uf

k , (3.4)

where the feedback gain matrix L ∈ R
m×n is to be chosen, xr

k ∈ R
n is the

vector with reference values for the states, and uf
k ∈ R

m is the feedforward
control signal. The design procedure is to determine the gain matrix L by
linear-quadratic (LQ) optimal control [Åström and Wittenmark, 1997], which
provides a suitable parametrization of the trade-off between attenuation of
the resonances in the system and the control signal utilization.

Since all states in the state-space models of the micro-manipulator are
not available for direct measurement, a Kalman filter [Kalman, 1960] is intro-
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duced for estimation of the states, based on the measured position signal, the
system input, and the identified model. Consequently, the proposed control
structure for the outer control loop is a linear-quadratic Gaussian (LQG)
controller. The Kalman filter is organized as

x̂k+1 = Φx̂k + Γuk +K(yk − Cx̂k),

ŷk = Cx̂k,
(3.5)

where the estimated states x̂k and the estimated output ŷk have been intro-
duced, see [Åström and Wittenmark, 1997] for details. As previously men-
tioned, the Kalman filter gain matrix K for minimum-variance estimation of
the states in the model is obtained from the identification procedure, since
the noise model component is also included in the innovation model structure
(3.1).

In order to eliminate stationary errors in the position-control loop, inte-
gral action is also introduced in the state feedback controller. Integral action
can be introduced in different ways; either using a disturbance observer or
using an additional integral state [Åkesson and Hagander, 2003]. Since it
was assumed in the modeling phase that the systems were of SISO format,
the integral action is thus achieved by extending the state vector with the
integral state xi

k according to

xi
k+1 = xi

k + h(rk − yk), xi
0 = 0, (3.6)

where the sample period h and the position-reference signal rk have been
introduced. With this extra state, it is required that the state-feedback gain
vector L is augmented with one element and subsequently redesigned to ac-
commodate the introduced integral state. Different approaches can be chosen
to handle the feedforward control signal. In the control architecture presented
in this thesis, the feedforward control uf

k is chosen as a direct term from the
reference signal, i.e., uf

k = lrrk. The parameter lr influences the response of
the controller to changes in the reference signal.

To summarize the discussion on the position controller for the micro-
manipulator, the developed structure is displayed in Figure 3.6.

3.6 Control Architecture

To the purpose of establishing a macro/micro-manipulator configuration
for milling with industrial robot manipulators, a controller for the micro-
manipulator tool position was developed in the previous section. In this sec-
tion, the robot controller is described, and both of the manipulator controllers
are integrated using a mid-ranging control strategy (see, e.g., [Allison and
Isaksson, 1998]) for achieving the desired frequency separation of the com-
pensation.
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Σ PID controller Piezo-actuator Linear dynamics

LQG controller
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piezo-actuator position
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Figure 3.6 Control structure for the micro-manipulator. The figure il-
lustrates the control strategy for one axis, but the control structures are
identical (except parameters) for all three Cartesian actuation axes. The
external input rmm

k is the position reference for the micro-manipulator.

Robot Controller The geometric path to be tracked is planned offline
using appropriate CAM software. The position and orientation deviations
occurring during the milling are computed based on the measurements from
the optical tracking system. The orientation deviations are compensated for
by the macro-manipulator alone, whereas the position deviations were fed to
a mid-ranging control structure, which separated the error in the frequency
domain for subsequent compensation by the macro- and micro-manipulators
jointly. As the position and orientation deviations during the milling were
measured in Cartesian space, the macro-manipulator corrections computed
by the mid-ranging control structure needed to be transformed to joint space.
To this purpose, the Jacobian matrix, expressing the differential kinematics
for the end-effector coordinate system of the robot, was used [Spong et al.,
2006]. Assuming small position and orientation corrections, the Cartesian
deviation δx ∈ R

6 was transformed to joint space using the inverse of the
Jacobian matrix J(q) ∈ R

6×6, which is dependent on the joint-angle config-
uration q ∈ R

6, according to

δq ≈ J−1(q)δx (3.7)

where δq is the corresponding joint-angle correction. Given the expected
range of the Cartesian position corrections, which are smaller than 1 mm,
the approximation using the Jacobian matrix stated in (3.7) can be justified.

Micro-Manipulator Controller The micro-manipulator is controlled
and actuated directly in Cartesian space with the strategy presented in Sec-
tion 3.5. The complete model-based solution is illustrated for one axis in
Figure 3.6, with the reference value rmm

k as input and the corresponding
end-effector position as output. The reference position rmm

k for each actua-
tion axis is determined by a mid-ranging control architecture, described in
the next paragraph.
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Mid-Ranging Control As mentioned earlier, the micro-manipulator has
a limited total workspace of approximately 0.5 mm along each Cartesian axis,
and thus, the manipulator may reach its actuation limits when performing
advanced milling tasks, where strong process forces are required. Therefore,
by employing the concepts of frequency separation for robots from [Sörnmo
et al., 2013], a mid-ranging approach is considered in order to control the
relative position between the macro- and micro-manipulators. In the im-
plementation, each Cartesian axis is considered and controlled separately.
The mid-ranging control strategy makes use of the higher bandwidth of the
micro-manipulator, while striving to keep the position of the same close to
the midpoint of its workspace. The purpose is that the actuation limits of
the fast actuator, i.e., the micro-manipulator in this case, should not be
reached [Allison and Isaksson, 1998]. The control approach can be seen as a
separation of the position error, computed from the tracking sensor data, in
the frequency domain, that lets the fast micro-manipulator handle the high-
frequency deviations, and the comparably slow macro-manipulator handle
the low-frequency deviations and bring back the fast actuator to it. Sev-
eral mid-ranging control architectures have been proposed previously, one of
the most common is the valve position control (VPC) [Allison and Isaksson,
1998; Allison and Ogawa, 2003]. In this thesis, the VPC control structure
is employed because of its widespread presence in applications in literature,
and its appealing properties in terms of low complexity and robustness to
model uncertainty.

The complete closed-loop control system for the integrated macro/micro
manipulator control, using the VPC control architecture, is displayed in Fig-
ure 3.7, where Cf and Cs are controllers, here chosen as PI controllers. The
systems Pf (displayed in Figure 3.6) and Ps represent the closed-loop Carte-
sian position-control systems of the micro- and macro-manipulators, respec-
tively. The relative position between the manipulators along each Cartesian
axis, which is measured in real-time during the task execution by the optical
tracking system, is denoted pr

k, the relative position reference is denoted rr
k,

and the desired setpoint for the mid-ranged input is denoted rm
k . The lat-

ter is for the current setup chosen such that the micro-manipulator should
work in the middle of its working range, for each actuation axis. The tuning
guidelines that are provided in [Allison and Ogawa, 2003] are based on so
called lambda-tuning for first-order models of Pf and Ps. For the considered
setup, however, the models of the micro-manipulator dynamics in the three
Cartesian directions range from order 2–7, see Section 3.4, and the open-
loop dynamics contain poorly damped resonances. Even though a significant
damping of the resonances in the micro-manipulator is achieved with the
LQG controller, the closed-loop system naturally cannot be described using
first-order systems. Hence, using the tuning guidelines proposed in previous
references will not result in satisfactory performance. Therefore, the param-
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Figure 3.7 The complete control architecture, with integrated macro/mi-
cro feedback control for each Cartesian actuation axis, for the proposed
milling cell, using the mid-ranging VPC control architecture as a basis. The
superscripts m and r on the signals denote mid-range and relative, respec-
tively.

eters obtained from the proposed design procedure in [Allison and Ogawa,
2003] were used as initial values, and were subsequently experimentally tuned
in order to obtain the desired performance.

3.7 Conclusions

In this chapter, a model-based position-control architecture for a micro-
manipulator for milling tasks with industrial robots was developed. Experi-
mental data was collected, whereby models describing the linear dynamics of
the system were determined. The control law was based on an LQG controller
in order to damp the resonances of the micro-manipulator. Subsequently, a
control architecture integrating the micro-manipulator controller with the
robot controller and an optical tracking system for measuring the relative
position and orientation between the macro- and micro-manipulators was
presented.
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4

Experimental Evaluation of

the Micro-Manipulator

4.1 Introduction

To the purpose of experimental verification and evaluation of the proposed
position controller for the micro-manipulator in Chapter 3, several milling
tasks were executed with online position-error compensation. In this evalu-
ation, the prototype experimental setup defined in Section 2.5 in Chapter 2
(see Figure 2.7) was employed, and thus only the micro-manipulator was
used for compensation. To quantify the performance, the surface accuracies
of the machined workpieces achieved with and without online compensation
are compared and evaluated. This chapter of the thesis is derived, in parts,
from the publications [Olofsson et al., 2011a] and [Sörnmo et al., 2012a].

The structure of this chapter is as follows: Section 4.2 presents the re-
sults from the performed milling tasks. The obtained experimental results
are evaluated in Section 4.3. Further, based on the presented experiments, a
discussion of the results and the proposed control architecture and setup for
machining tasks is provided in Section 4.4. Finally, conclusions are drawn in
Section 4.5.

4.2 Experimental Results

Initially, the micro-manipulator controller was applied in a milling experi-
ment in aluminium in order to evaluate the performance of the controller.
Subsequently, extensive milling experiments in aluminium were performed.
The results of these experiments are presented next.

Experimental Verification of the Controller

In order to verify the operation of the control architecture, an initial
milling experiment with online compensation along the x-axis of the micro-
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4.2 Experimental Results

manipulator was performed. The results of the experiment are displayed in
Figure 4.1. It is clear that the controller is working satisfactory in this ex-
periment, with a control error within ±10 µm.

Experimental Validation in Milling Scenarios

With the prototype experimental setup described in Section 2.5 in Chap-
ter 2, milling in a rectangular block of aluminium was performed. The in-
dustrial robot can be reconfigured such that milling is possible with compen-
sation along all three directions of the micro-manipulator (see Figure 2.7 in
Chapter 2). Results obtained during face milling in the x-actuation direction
and peripheral milling in the y- and z-actuation directions of the micro-
manipulator are presented in this thesis. The experiments were performed
with a material feed-rate of 7.5 mm/s, a spindle speed of 28 000 rpm, and a
depth-of-cut of 1 mm in the face-milling experiments and 1×10 mm in the
peripheral-milling experiments.

Milling Experiments with Compensation

First, a set of milling experiments with online position compensation, utiliz-
ing the micro-manipulator, was performed. Each of the experiments in the
different actuation axes of the micro-manipulator is described next.

X-direction In the first setting, a face milling was performed, where the
surface orthogonal to the x-axis of the micro-manipulator was to be ma-
chined. Consequently, the micro-manipulator is controlled in this direction.
The result of the milling experiment is displayed in Figure 4.2. The con-
trol error is defined as the difference between the reference value to the
micro-manipulator control system and the signal from the capacitive sen-
sor measuring the position of the micro-manipulator end-effector along the
x-direction.

Y -direction The milling accuracy has further been evaluated in a
peripheral-milling experiment, where the compensation was performed along
the y-axis of the micro-manipulator. It should be noted that this milling
task is different from the face milling presented in the previous paragraph,
in the sense that the process forces affect the robot along different direc-
tions. Moreover, the experiment was designed such that the robot path is
not completely perpendicular to the compensation direction. This situation
can be considered as a result of a poorly calibrated workpiece or industrial
robot. By utilizing the micro-manipulator, this effect can be compensated
for online, since the motion of the robot is tracked in real-time using the
laser sensor.

The result of the milling experiment is displayed in Figure 4.3. The control
error displayed is defined analogously to the case with face milling along the
x-direction of the micro-manipulator.
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Figure 4.1 Experimental verification of the proposed control architec-
ture in a milling scenario with compensation along the x-axis of the micro-
manipulator. The control signal is the voltage applied to the piezo-actuator.
The fast compensation achieved at approximately t = 6.8 s is noticeable,
given that the error still is below ±12 µm.
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Figure 4.2 Reference value and measured position of the micro-
manipulator during face-milling experiment with compensation along the
x-direction (upper panel) and corresponding control error (lower panel).

Z-direction The third experiment performed was a peripheral milling with
compensation along the z-axis of the micro-manipulator. The experiment is
similar to the one discussed in the previous paragraph; however, the compen-
sation is performed along a different axis of the micro-manipulator and in
addition the configuration of the robot is different. The control performance
of the micro-manipulator in the milling experiment is displayed in Figure 4.4.

Milling Experiments Without Compensation

The same milling experiments described and presented in the previous sub-
section were repeated, but with the machining spindle rigidly attached to a
base as shown in Figure 2.8 in Chapter 2—i.e., no online position compensa-
tion was active. The results of the experiments are evaluated and contrasted
to the results obtained with online position compensation in the next section.
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Figure 4.3 Reference value and measured position of the micro-
manipulator during milling experiment with compensation along the y-
direction (upper panel) and corresponding control error (lower panel).

4.3 Experimental Evaluation

In this section, the milling results obtained in experiments are evaluated
using statistical methods. Further, the surface roughness of the machined
aluminium workpieces are measured and compared, so as to quantify the
milling performance.

Coherence Spectra

An important aspect to consider in the controller design is, if the nonlin-
ear dynamics in the piezo-actuators influence the frequency characteristics
of the position controlled micro-manipulator, or if the proposed control ar-
chitecture is able to reduce its influence to a sufficient level. To that purpose,
the quadratic coherence spectrum [Johansson, 1993], i.e.,

γuy(ω) =
|Suy(iω)|2

Suu(iω)Syy(iω)
, (4.1)
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Figure 4.4 Reference value and measured position of the micro-
manipulator during milling experiment with compensation along the z-
direction (upper panel) and corresponding control error (lower panel).

where Suy(iω) is the power cross-spectrum between the input u and the
output y, Suu(iω) and Syy(iω) are the autospectra for u and y, respectively,
is investigated. The coherence spectra for the dynamics along the x-, y-,
and z-axes of the micro-manipulator when exciting with a chirp signal are
displayed in Figure 4.5. The diagrams have been obtained with the inner PID
controller loops for the piezo-actuators active.

It is observed that the relation between the input and the output along
the x-, y-, and z-directions appears to be linear in the major parts of the
frequency range of interest. However, in the respective actuation direction,
the effects of the natural eigenfrequencies of the structure, of which some ex-
hibit low damping, are clearly visible. Hence, the parts of the frequency range
where the coherence is well below one can be derived to these frequencies,
cf. the frequency spectra for the prototype setup of the micro-manipulator in
[Olofsson et al., 2011a]. A plausible interpretation of this observation is that
when the micro-manipulator is in resonance, the nonlinear dynamics in the
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Figure 4.5 Estimated coherence spectra—obtained with the inner PID
control loop for the piezo-actuators active—for the dynamics along the x,
y, and z actuation directions of the micro-manipulator. Note that the data
visualized are for the prototype version of the micro-manipulator, which is
employed in this chapter.

structure is more prominent and the linear system description is insufficient.
Nevertheless, since the major part of the frequency range exhibits a linear
relation, it is an indication that the chosen modeling and control approach
can be justified.

Frequency Analysis of the Control Error

From a control theory point of view, the results obtained from the milling
experiments should be evaluated by examining if there is more information
available in the control error—i.e., separating the noise in the measurements
from the possibly available information, which should be acted upon. To
this purpose, auto-regressive moving average (ARMA) models as well as
frequency spectra [Johansson, 1993] of the control errors presented in Fig-
ures 4.2–4.4 were estimated. The latter were estimated using Welch’s method
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Figure 4.6 Estimated power spectral densities for the control error in
Figures 4.2–4.4, measured during milling experiments with compensation
along all actuation directions of the micro-manipulator.

in Matlab. The estimated power spectral densities (PSD) for the control
error in the performed milling experiments are displayed in Figure 4.6. The
spectra are further discussed in Section 4.4.

Measurement of Milling Profiles

Since the main objective of the micro-manipulator is to achieve a high po-
sition accuracy of the machined surface of the workpiece, a Mahr surface
measurement device of model M400 SD26 [Mahr GmbH, 2011] was utilized
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to measure the surface roughness of the obtained profiles on the aluminium
workpieces. The device is equipped with a sensitive probe which was sliding
along the surface to be measured while the profile was recorded. Further, the
measurement device was calibrated such that it had a measurement accuracy
better than 1 µm.

Milling with Compensation The results of the surface-roughness mea-
surements, for the three milling experiments in Figures 4.2–4.4 where online
position compensation with the micro-manipulator was active, are displayed
in Figure 4.7. The figures show the accuracy for randomly selected parts of
the workpieces, each having a width of 25 mm. The measured profiles indi-
cate that the milling accuracy in the x- and y-directions are within ±7 µm
and that the error of the measured milling profile is within approximately
±12 µm in the z-direction of the micro-manipulator. Furthermore, it is noted
that the measured profiles correspond well to the measurements from the ca-
pacitive sensors attached to the micro-manipulator, which are used for the
position-control feedback. This correspondence provides experimental vali-
dation that the measured position of the micro-manipulator agrees with the
actual position of the milling tool. Photos of the machined surfaces obtained
in the experiments with compensation along the x-, y-, and z-directions are
provided in Figures 4.9–4.11, respectively.

Milling Without Compensation The resulting surface roughness of the
profiles from the uncompensated milling experiments is displayed in Fig-
ure 4.8. To evaluate the quality of the measured profiles from the experiments
with online compensation, compared to the profiles obtained in milling with-
out compensation, both the maximum peak-to-peak error em and the stan-
dard deviation σe of all profiles were computed. The standard deviation σe

was computed as

σe =

√√√√ 1
N − 1

N∑

i=1

(ei − ē)
2
, (4.2)

where N is the number of data points and ē is the mean of the error. Table 4.1
shows the maximum error of the profiles, computed as the minimum value
subtracted from the maximum value, and the standard deviations from the
nominal profile.

4.4 Discussion

Given the results in Table 4.1, it is evident that online compensation with
the micro-manipulator has improved the milling accuracy significantly, com-
pared to the uncompensated case. From the experimental evaluation pre-
sented in this chapter, it can be concluded that the control error in the
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Figure 4.7 Position profiles of the machined surfaces after face milling
along the x-direction and peripheral milling experiments with compensation
along the y- and z-directions of the micro-manipulator. In all experiments,
online position corrections with the micro-manipulator was performed along
the corresponding actuation axis. The dashed lines indicate the maximum
and minimum values.

micro-manipulator controller is below ±12 µm for all axes, which is well be-
low the desired accuracy of 100 µm. Moreover, the standard deviation of the
milling profiles has been decreased by using the considered micro-manipulator
and developed control structure. This means that the micro-manipulator not
only increases the accuracy of the milling, but also that the stationary and
low-frequency errors in the robot position can be handled. In the experi-
ments, the required compensation range was lower than the total working
range of the micro-manipulator because of the limited process forces when
machining in aluminium. Thus, the micro-manipulator was sufficient in these
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Figure 4.8 Position profiles of the machined surfaces after uncompen-
sated milling experiments along the x-, y-, and z-directions of the micro-
manipulator, respectively. The dashed lines indicate the maximum and min-
imum values. The profiles should be compared with the corresponding quan-
tities in Figure 4.7, obtained with online compensation.

experiments. Nevertheless, to fully utilize the potential of the macro/micro
control principle, the complete architecture with simultaneous compensation
using the mid-ranging control architecture discussed in Section 3.6 in Chap-
ter 3 needs to be used. Such experiments were performed with milling in steel
using the final robot-cell setup and the results are presented in Chapter 5.

Several conclusions can be drawn from the frequency analysis of the con-
trol error. All frequency spectra of the control errors in Figure 4.6 exhibit
peaks at approximately 10 Hz and at 50 Hz. The higher frequency is a dis-
turbance from the power network system and hence inherent in an industrial
environment with a multitude of potential disturbances. The lower frequency
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Table 4.1 Maximum error em and standard deviation σe of milling pro-
files obtained with and without online position compensation utilizing the
micro-manipulator.

Axis em compensated (µm) em uncompensated (µm) Ratio

x 14.0 18.3 1.3
y 12.8 29.3 2.3
z 24.5 67.0 2.7

Axis σe compensated (µm) σe uncompensated (µm) Ratio

x 2.8 7.6 2.7
y 2.5 5.6 2.2
z 4.7 14.9 3.2

Figure 4.9 Workpiece after face milling on the surface indicated by
the red arrow, with compensation along the x-direction of the micro-
manipulator (i.e., along the normal of the surface marked with the red
arrow).

peak relates to the eigenfrequencies of the industrial robot in the correspond-
ing Cartesian directions. This is experimentally confirmed by modal analysis
of the REIS RV40 robot [Schneider, 2010]. However, while the peaks are visi-
ble in the frequency spectra, they are not prominent. This indicates that the
micro-manipulator controller can attenuate one of the most important dis-
turbances during the milling—i.e., the natural eigenfrequencies of the robot.
Further, the influence of the mechanical design of the micro-manipulator
on the milling performance is visible in the frequency spectra presented in
Figure 4.6. The zero in the transfer function for the dynamics along the
z-direction of the micro-manipulator at 30 Hz is clearly visible in the corre-
sponding frequency spectrum. Similarly, one of the natural eigenfrequencies
of the micro-manipulator dynamics along the x-axis at 32 Hz is visible. The
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Figure 4.10 Workpiece after peripheral milling on the surface indicated
by the red arrow, with compensation along the y-direction of the micro-
manipulator (i.e., along the normal of the surface marked with the red
arrow).

Figure 4.11 Workpiece after peripheral milling on the surface indicated
by the red arrow, with compensation along the z-direction of the micro-
manipulator (i.e., along the normal of the surface marked with the red
arrow).

bandwidth of the closed-loop position control for the micro-manipulator is
consequently limited by the mechanical design. This limitation is relaxed
using the improved version of the micro-manipulator in the final setup, em-
ployed in the machining experiments in Chapter 5.

4.5 Conclusions

This chapter has investigated how the milling accuracy of industrial robots
could be improved by utilizing a high-bandwidth, piezo-actuated, micro-
manipulator for demanding machining tasks. It was shown in an experimental
validation procedure, comprising several different milling experiments with
online position compensation with the micro-manipulator, that the developed
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method offers significantly higher accuracy in terms of surface roughness,
compared to the standard method for milling without online compensation.
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5

Experimental Evaluation of

the Macro/Micro

Architecture

5.1 Introduction

In the previous chapter, the prototype version of the micro-manipulator was
evaluated in milling experiments in aluminium, where only one-dimensional
compensation with the micro-manipulator was employed. In this chapter,
the complete control architecture with integrated macro/micro-actuation is
evaluated in comprehensive milling experiments with full 6D compensation.
The final version of the robot cell described in Section 2.5 in Chapter 2 (see
Figure 2.9) was used for the experiments. The results are evaluated using
statistical methods and the workpiece accuracy is evaluated using surface
roughness and CMM measurements. This chapter is derived, in parts, from
the experimental results presented in [Schneider et al., 2014].

This chapter of the thesis is organized as follows: The experimental pro-
tocol is defined in Section 5.2, and the obtained experimental results are
presented in Section 5.3. Finally, the obtained results and the complete in-
tegrated approach to milling using macro/micro-actuation are discussed in
Section 5.4, where conclusions also are drawn.

5.2 Experimental Protocol

Using the complete robot-cell setup described in Section 2.5 in Chapter 2 with
the second generation of the micro-manipulator, a toroid with a rectangular
cross section and a mid-diameter of 70 mm was machined with a depth of
0.5 mm in full width cut, see Figure 5.1. A Holex solid carbide milling tool
with four teeth and a diameter of 8 mm was used. Further, a feedrate of
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5 mm/s and a spindle speed of 28 000 rpm were used. The magnitude of the
process forces required for this milling was approximately 100 N. Because
of the optical tracking of the machining spindle and the robot end-effector,
no lubrication or cooling, potentially obstructing the line-of-sight, were used.
To the purpose of evaluation of the developed method to machining and
comparison to previous approaches, three different configurations of the setup
were considered and evaluated:

A. Position-controlled macro-manipulator with the CNC control system,
and the spindle attached fixed to a rigid base.

B. Position-controlled macro-manipulator with the CNC control system,
the spindle fixed to a rigid base, and online workspace position and
orientation corrections of the macro-manipulator based on feedback
from measurements obtained with the optical tracking system.

C. The complete setup defined in Section 2.5 in Chapter 2, including the
macro- and micro-manipulators, the optical tracking system, and the
mid-ranging control architecture presented in Section 3.6 in Chapter 3.

Two separate machining spindles were used during the course of the ex-
perimental validation; one was fixed to a rigid base and one was attached
to the micro-manipulator (cf. Figure 2.8 in Chapter 2 illustrating the corre-
sponding arrangement in the prototype setup). In Figure 2.9 in Chapter 2,
the spindle attached to the micro-manipulator is shown. Similar to the milling
experiments presented in Section 4.2 in Chapter 4, the spindle positions in
the robot workspace were arranged such that the robot configuration was
mirrored in the robot center plane in the two setups, in order to achieve
comparable machining results.

5.3 Experimental Results

The toroid milling experiment was performed employing each of the Se-
tups A–C. In the first part of this section, the results from Setup C are
presented. The results from Setups A and B are further evaluated and com-
pared in later subsections. The results obtained from the milling experiment
with Setup C are displayed in Figures 5.2–5.3. Figure 5.2 shows the control
performance of the micro-manipulator tracking during a representative part
of ten seconds of the toroid milling, with compensation along each of the
x-, y-, and z-axes. The definition of the axes is according to Figure 2.10 in
Chapter 2, and the error is defined as the difference between the reference
value rmm

k sent to the micro-manipulator from the mid-ranging control ar-
chitecture, see Figure 3.6 in Chapter 3, and the corresponding position of
the micro-manipulator end-effector. Further, the relative Cartesian errors,
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Figure 5.1 The milling geometry considered for evaluation of the pro-
posed robotic machining cell. The milling path starts in the upper center
point and continues in the counterclockwise direction.

defined as the difference between the origin of the tool coordinate system
and the origin of the workpiece coordinate system and computed from the
measurements from the optical tracking system, are displayed in Figure 5.3
for the first 20 seconds of the milling task.

As a first observation, the initial transient when the tool enters the work-
piece can be seen in Figure 5.3 at approximately t = 1.2 s. Moreover, starting
with the results for the x-axis, it should be noted that this direction corre-
sponds to the face direction of the milling tool, see Figure 5.1, and is there-
fore orthogonal to the machined surface. Hence, the required compensation
is smaller than in the other two Cartesian directions. Because of the align-
ment of the tool axis and this compensation axis, the x-axis is sensitive to
milling-process disturbances and as a result, low-amplitude oscillations were
present.

The major compensation with the micro-manipulator was performed
along the y- and z-axes. The reference signal along the y-axis (see Figure 5.2)
exhibits low-frequency oscillations of a comparably high amplitude, which
were induced by the mechanics of the robot when moving linearly in the
workspace. It is also to be noted that the effects of the robot mechanics
exhibit configuration dependency. Nevertheless, the micro-manipulator was
effective in compensating for the oscillation, which would be impossible to
eliminate using the macro-manipulator solely. Considering the alignment of
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Figure 5.2 Micro-manipulator tracking performance during machining
with compensation using Setup C, along each Cartesian axis x, y, and z.
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Figure 5.3 Relative position error between tool and workpiece during
machining with macro- and micro-manipulator (Setup C), computed from
the measurements by the optical tracking system. The lower plot shows
the Euclidean norm of the Cartesian error. Note that the time frame of
the milling experiment showed in this plot is not the same as the one in
Figure 5.2.

the rotation axes of joint two, three, and five of the robot, see Figure 2.9
in Chapter 2 for the robot configuration in the milling process, the robot
exhibits higher compliance along the z-axis compared to the x- and y-axes.
However, the micro-manipulator shows good tracking behavior, with only
minor longitudinal vibrations of the micro-manipulator.

Error Analysis

The experimental results obtained with Setup C were evaluated using sta-
tistical methods. The amplitudes of the error characteristics as well as the
corresponding frequency spectra were investigated. First, the performance of
the micro-manipulator tracking is considered. Referring to Figure 5.2, it can
be observed that the micro-manipulator exhibits tracking behavior within
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the desired range along all three Cartesian axes. Second, the power spectral
densities of the Cartesian position errors shown in Figure 5.3 were investi-
gated. The frequency spectra are displayed in Figure 5.4. Considering that
the mechanical design of the micro-manipulator comprises solid state flexure
elements, the damping of the oscillatory modes of the system is challenging.
As a result, the micro-manipulator is sensitive to process disturbances with
frequencies near the eigenfrequencies along the respective actuation axis. The
first natural eigenfrequency of the micro manipulator, along each actuation
direction, falls in the range from 50–100 Hz, see Section 3.4 in Chapter 3.
It should be noted in the plots of the power spectral density in Figure 5.4,
though, that the effects of these on the resulting performance is reduced.
This implies that, as desired, a damping of the resonances in the construc-
tion was obtained with the designed model-based state-feedback controller.
The major resonances of the micro-manipulator were clearly damped by the
control design, even though a peak at approximately 95 Hz is visible in the
error spectrum. Hence, it can be concluded that the sensitivity of the micro-
manipulator around the eigenfrequencies resulted in low-amplitude oscilla-
tions of the machining tool with an amplitude of 10–30 µm, as can be ob-
served in the data plot in Figure 5.2. In turn, these tool oscillations result
in surface undulations on the machined surfaces. The control performance is
here limited by the mechanical design of the micro-manipulator. Addition-
ally, a periodicity with a frequency of approximately 30 Hz can be observed
in the error spectrum. As this frequency is below 50 Hz and appears in all
three Cartesian directions, it can be traced back to excitation of an eigen-
mode of the robot, which can be verified by modal analysis of the same. The
observed peaks in the frequency spectra were found within 10–30 Hz, which
is the range of typical eigenfrequencies of industrial robots.

Workpiece Geometry Measurements

In order to validate and quantify the milling results, the machined surfaces
of the workpieces obtained using Setups A–C were measured. The 2D con-
tours of the machined toroids were analyzed using a Werth CMM of model
Videocheck HA400, which provides measurements with an accuracy lower
than 0.5 µm [Werth GmbH, 2013]. By performing raster scanning, point
clouds of the inner and the outer circular contours were captured and subse-
quently compared to the desired reference circles. A least-squares matching,
assuming additive Gaussian noise on the measurements, was used to locate
the measured CMM data, acquired in a local coordinate system, and the
reference circles relative to each other in order to enable comparison.

The results of the surface measurements are found in the plots in Fig-
ure 5.5 for Setups A–C, respectively. The plots display the computed differ-
ence of the CMM-measured outer circle from the nominal reference circle.
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Figure 5.4 Power spectral densities of the Cartesian position errors—
displayed in Figure 5.3—obtained during the machining of the toroid with
Setup C.

The circumference measure starts at the location where the milling starts
and traverses the toroid in the milling direction, see Figure 5.1. In addition,
the measured inner and outer circular contours of the surfaces measured by
the CMM are visualized and compared to the nominal circles in Figure 5.6.
As a first observation, it can be noted in Figure 5.6 that the position de-
viations with Setup A are not constant during the machining of the circle.
This is a result of the local stiffness properties of the robot combined with
the changing direction of the process forces while traversing the toroid. Con-
sidering the performance increase using Setup C compared to the results
from Setups A and B, see the two upper subplots in Figure 5.5, and the
volumetric accuracy of 100 µm for the optical tracking system used, the ma-
chining accuracy of ±100 µm of the outer circle is a satisfying result. Further,
when comparing the error of the toroid machined with Setup C to the cor-
responding results obtained using Setup A or Setup B, the significance of
the different hardware and control components of the setups can be identi-
fied. A feedback loop, based on external sensor data from online position and
orientation tracking of the workpiece, in the robot controller is sufficient for
the compensation of static calibration errors and low-frequency errors, and
thus reducing the error to below approximately ±200 µm (see Figure 5.5). A
micro-manipulator, however, is essential for compensation of high-frequency
process disturbances and reducing the error below an accuracy of ±100 µm.
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Figure 5.5 CMM measurements of the outer circular contour deviation,
with the workpiece machined with Setups A–C. The circumference measure
starts at the location where the milling starts, see Figure 5.1.
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Figure 5.6 CMM measurements of the circular outer and inner contours,
for the workpieces machined with the different Setups A–C.

Measurements of Surface Roughness

The CMM measurements of the circular contours on the machined workpiece
can only evaluate the achieved performance along the y- and z-axes of the
milling geometry. The performance along the x-direction, however, is also di-
rectly reflected on the machined surface. Therefore, the tactile measurement
system, also employed in Section 4.3 in Chapter 4, of model M400/SD26 from
Mahr [Mahr GmbH, 2011] was used in order the quantify the machining er-
rors in the face direction of the tool. Figure 5.7 displays the surface roughness
over a randomly chosen length of 25 mm for each workpiece. It is to be noted
that the deviations on the surface were not as significant when compared to
the circular contours visualized in Figure 5.6, which can be explained by the
cutting-process dynamics in the machining. The major part of the material
was removed in peripheral milling, and therefore radial excitement of the
interaction between the tool and the workpiece was more prominent. This
dynamic relation results in lower process forces, and hence reduced position
deviations in the tool–axis direction. An interesting result is that the sur-
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Figure 5.7 Surface-roughness measurements of the machined workpieces
for the respective configuration, Setups A–C.

face obtained with Setup B is significantly worse than that of Setup A. It is
plausible that this is related to the limited compensation bandwidth of the
robot—i.e., the high-frequency disturbances in position in the face direction
of the tool are not possible to compensate for with this approach because of
phase lag and, to some extent, communication delays. As a consequence, the
resulting machined surface is worse than using a purely position-controlled
robot without online compensation.

Summary of Experimental Results

In order to quantify and compare the performance of the setups considered,
the mean absolute error (MAE) for the toroid machining was computed ac-
cording to

MAE =

N∑

k=1

||wn
k − wm

k ||1
N

, (5.1)

where k is the sample index, wn
k is the nominal position, wm

k is the measured
position provided by the CMM, and N is the number of measurement points.
The MAE provides an indication of the control-accuracy performance for the
respective configuration. Further, the roundness of the outer circle was com-
puted using the CMM measurements presented in Figures 5.5–5.6, according
to the standard DIN ISO 1101 [ISO, 1985]. The surface roughness was quanti-
fied based on the data in Figure 5.7, using the standard deviation σ from the
nominal surface. The resulting numbers obtained using the three Setups A–C
are found in Table 5.1.
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Table 5.1 Comparison of MAE and roundness of the machined toroids,
and the standard deviations of the surface measurements. The numbers
were computed from machining results obtained with the respective Setups
A–C (numbers of MAE and roundness provided for the outer circle).

Setup MAE (Circle) Roundness (Circle) σ (Surface)
[µm] [µm] [µm]

A 255 1131 7.3
B 47 413 16.1
C 32 326 7.4

5.4 Discussion and Conclusions

As an alternative to joint-space position-controlled industrial robots for ma-
chining, workspace sensing combined with online position corrections with a
macro/micro-actuation principle was considered in this thesis and evaluated
experimentally in this chapter. The accuracy in terms of MAE was increased
up to eight times, compared to the standard uncompensated case. High-
accuracy sensing in workspace was realized using an optical tracking system.
A prerequisite for this strategy to work well in practice is a high actuation
bandwidth of the micro-manipulator and low latencies in the communica-
tion interfaces, in order to maintain stability during the machining process.
Considering the open-loop bandwidth of the micro-manipulator, which is ap-
proximately 3–4 times the bandwidth of the closed-loop position control of
the considered industrial robot at the end-effector, it is clear that the possi-
bilities for compensation of high-frequency position errors during machining
are significantly increased. This is not only the case for machining applica-
tions considered in this thesis, but also in other tasks that require contact
between the robot and the tool or workpiece. In addition, as pointed out in
[Sharon et al., 1993; Fasse and Hogan, 1995], workspace sensing as well as
workspace actuation—i.e., collocation of sensing and actuation—is beneficial
in contact operations with mechanical manipulators in order to reach high-
bandwidth control of the interaction between the tool and the workpiece.
Another choice would be high-bandwidth inner-loop control with collocated
sensing and actuation combined with a lower-bandwidth control with non-
collocated sensing and actuation for the purpose of improved accuracy and
closed-loop bandwidth, as proposed in [Vuong et al., 2009].

The approach to machining considered in Chapters 3–5 is hardware in-
tensive, in particular compared to previous approaches to increasing the
position-accuracy based on quasi-static and dynamic modeling of the robot
stiffness. However, purely model-based approaches exhibits a dependency on
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robot configuration, workpiece characteristics, and machining tool. Hence,
the generality in application of the method considered in Chapters 3–5 should
be considered as high, since no assumptions regarding these aspects have to
be made. Instead, position deviations are measured online in the workspace
during the machining process and are subsequently compensated for. In addi-
tion, the need for a calibration procedure for the force–deflection models, i.e.,
stiffness models, is eliminated with the considered approach to machining.

Investigating the costs for the proposed robot cell for high-accuracy ma-
chining, it can be noted that the high-accuracy optical tracking system and
the micro-manipulator are comparably expensive components. However, con-
sidering the rapid development and cost reduction for, in particular, optical
tracking systems, the considered solution is still competitive as compared to
the cost of a machine tool. The cost distribution for the micro-manipulator
is between piezo-actuators (45%), manufacturing of the mechanical parts
(35%), sensor equipment (15%), and other auxiliary equipment (5%).

Workspace control of industrial manipulators based on feedback from
force data has previously been proposed for contact operations, see, e.g.,
[Hogan, 1985; Vuong et al., 2009], in applications such as deburring [Jon-
sson et al., 2013] and drilling [Olsson et al., 2010]. Further, many robot
manufacturers offer since some years such functionality for their industrial
robots. The force-control performance is nevertheless limited by the mechan-
ical bandwidth of the robot manipulator as well as the bandwidth of the
internal joint-position controllers of the robot. Hence, the force control must
be combined with appropriate mechanical actuation if high-frequency po-
sition deviations are to be compensated for. In the approach presented in
this thesis, only position information was used for the workspace feedback.
However, integration of a force sensor in the setup would be beneficial, in par-
ticular for monitoring the process forces during the machining process but
also for incorporation in the feedback control architecture as a complement
to the position information.
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6

Robot Joint Modeling and

Parameter Identification

6.1 Introduction

In this chapter, robot joint modeling with emphasis on machining scenarios
is investigated. Further, a subsequent method for identification of joint back-
lash and stiffness is discussed. The identification method is based on rigidly
clamping the robot end-effector to the environment and actuate the joint
motors using a motion-control system. The approach for joint modeling is
defined and a subsequent experimental evaluation is presented. This chapter
of the thesis extends the preliminary method and results presented in the
publication [Lehmann et al., 2013].

This chapter is outlined as follows: The problem formulation and previous
research on robot joint modeling are discussed in Section 6.2. In Section 6.3,
the method for robot joint parameter identification is outlined. A subse-
quent experimental verification providing results obtained with the method
is presented in Section 6.4. Section 6.5 discusses the method and the obtained
experimental results. The chapter is finally summarized in Section 6.6, where
conclusions also are drawn.

6.2 Problem Formulation and Previous Research

The interest for robot joint modeling in the context of machining processes,
is based on the possibility to predict or online estimate position deviations of
the robot end-effector from the specified machining path because of process
forces, see, e.g., [Reinl et al., 2011; Abele et al., 2011]. For accurate prediction
of the deviations, the robot has to be adequately modeled. Considering ma-
chining processes, the robot can be considered to be in a quasi-static state,
and thus dynamic parameters such as link inertias and viscous friction in the
joints are often of less interest. Rather, the robot joint dynamics including
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static friction, backlash, and stiffness need to be explicitly considered since
these account for a major part of the position errors in such applications.
As a consequence, methods for determining the relevant model parameters
on an arbitrary industrial manipulator are required. Achieving high position
accuracy with robots manipulators in the presence of process forces is still
an open research problem. This chapter considers a method for identification
of relevant robot joint parameters for machining scenarios, which could be
used as a basis for future position compensation in machining.

A previous method for kinematic calibration of robot manipulators that
is based on clamping the robot end-effector to a stiff base and actuating
the joints has been proposed in [Bennett et al., 1992]. In this chapter, that
principle is utilized in order to measure the joint backlash and stiffness. It
is also plausible that the extension of the previous method discussed in this
chapter, will facilitate the practical use of the kinematic calibration procedure
proposed in [Bennett et al., 1992].

Methods for measuring the static and dynamic joint friction in industrial
manipulators have been investigated in the literature, see, e.g., [Bittencourt
et al., 2010]. Friction modeling in general is discussed extensively in [Ols-
son, 1996]. Further, methods and strategies for modeling and quantifying the
backlash in robot joints have been discussed in [Hovland et al., 2002; Ruder-
man et al., 2009]. Stiffness modeling for robots is discussed in [Abele et al.,
2007; Abele et al., 2008; Ruderman et al., 2009; Dumas et al., 2011]. One of
the methods in [Abele et al., 2007] is using clamping of the joints preceding
the joint to be measured in the kinematic chain to the purpose of decou-
pling when applying external load on the current joint. In the method in this
chapter, however, the robot end-effector is clamped thus locking all degrees-
of-freedom (DoF), including the joint to be measured, simultaneously and the
joint motor itself is instead actuated using a control system. An extension of
the methods in [Abele et al., 2007] considered in [Abele et al., 2008] concerns
compliance orthogonal to the actuation direction of the joint. Position-error
compensation for robots subject to external process forces is discussed in
[Wang et al., 2009; Pan and Zhang, 2009]. A stiffness-modeling approach
combining external load on the end-effector with local measurements on the
links with an optical measurement system was proposed in [Tyapin et al.,
2014].

Many of the methods for determining the joint stiffness in robots sug-
gested in the references above, rely on applying a load on the robot TCP or
load at certain links, while measuring the corresponding applied force using a
force/torque sensor and the corresponding deflection of the robot using high-
resolution measurement equipment, such as optical measurement systems.
For measurement of the joint backlash, high-resolution encoders on the arm-
side of the joints have been proposed. On the contrary to these methods, a
method where the end-effector of the robot manipulator is rigidly clamped
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Figure 6.1 Robot joint model with nonlinear dynamics, depicted as a
prismatic joint for simplicity. Also, the gear ratio is not visualized in the
schematic figure.

to a stiff base, and each robot joint motor subsequently is actuated using the
motion-control system, is considered in this thesis for identification of joint
backlash and joint stiffness. With this method, only the motor position and
the motor currents are required as measurements. Thus, this decreases the
required costs for the experimental setup and the potential error sources can
be reduced.

6.3 Method

The method to parameter identification for robot joints is based on simulta-
neously locking all DoF of the manipulator. In the presentation in this chap-
ter, it is implicitly assumed that the manipulator has six DoF. The method
is, however, not limited to this case, see Section 6.5. It is further assumed
that the major compliances of the robot manipulator are the results from dy-
namics in the joints—i.e., compliance orthogonal to the ordinary rotational
direction of the joints [Abele et al., 2008], caused, e.g., by the bearings and
the links, is neglected in the adopted model here. Nevertheless, the effects of
such dynamics on the measurement method are evaluated experimentally in
Section 6.4, see also the following discussion in Section 6.5. The docking is
achieved by attaching the robot end-effector to a base via a stiff connection.
The considered joint dynamics is depicted graphically in Figure 6.1 and the
notation employed in the figure and subsequently in this chapter is defined in
Table 6.1. The joint parameters to be identified by the method in this chapter
are the stiffness characteristics and the possible backlash angle. Joint fric-
tion is not treated in this thesis; for more details on friction modeling and
identification for robots, see, e.g., [Bittencourt et al., 2010].
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Table 6.1 Variables and parameters in the nonlinear robot joint model
visualized in Figure 6.1.

τm — Torque from controller to motor
τd — External disturbance torque
θm — Joint angle, motor side
θa — Joint angle, arm side
αb — Backlash angle
kn — Nonlinear spring function
τf — Friction torque
Jm — Actuator/motor inertia
Ja — Arm-side inertia
km — Stiffness accomplished by the controller
dm — Damping accomplished by the controller

Clamping Procedure

The identification procedure is initiated by rigidly docking the robot end-
effector. This can be performed using various strategies. In particular,
contact-force feedback control is one approach. However, such an approach
requires force sensing and is thus less attractive from an application point-of-
view. Instead, partial detuning of the proportional gain and turning off the
integral part in the joint controllers are employed as a method to make the
robot slightly compliant in the critical final part of the docking phase. It is
to be noted that the contact between the robot end-effector and the environ-
ment is stiff (since both the end-effector and the clamping device typically are
made of metal), and thus pure position control of the robot with high-gain
controllers is likely to result in high force transients. The partial detuning of
the controllers is a commonly available feature of robot-control systems. An
initial position of the robot is preprogrammed, where the approach phase to
the target docking point can be started. Once the robot is docked, the three
translational and the three rotational DoF are locked for motion.

Considering that the robot links are subject to gravitational forces during
the experiment, a subset of the joint gear-boxes is loaded also when no exter-
nal process forces affect the robot. Hence, a procedure is needed for achieving
the state where each joint motor exerts zero torque on the joint. This state is
reached by employing an iterative scheme, where each motor position is al-
tered incrementally until zero torque is measured. Since the joint controllers
have been detuned, such a strategy is possible to perform also with the robot
end-effector clamped.
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Measurement Sequence

With the robot end-effector rigidly clamped and thereby constrained, each
joint motor is actuated separately in a sequence using the motion-control
system of the robot. The actuation is performed such that the position ref-
erence sent to the joint controller is slowly varying around the zero-torque
position of the actuated joint. Because of the fact that the joint controllers
have been detuned, the effects of the quantization of the position steps in the
joint controller are reduced. Assuming that the contact between the robot
end-effector and the clamping device does not exhibit any compliance, the
links of the robot are fixed during the measurement sequence. Thus, if the
joint-motor positions and the corresponding joint motor currents (that are
assumed to be proportional to the motor torque) are measured when actu-
ating each joint, the torque/position characteristics can be determined. As
a consequence, the identification method requires the joint-motor positions
and currents to be available as logging signals from the robot controller.
Note, however, that high-frequency access to these signals is not required
considering the low-speed motions performed when moving the joint motors
incrementally.

The measured joint deflection corresponds to the difference ∆θ between
the motor position θm and the corresponding arm-side position θa, since the
latter is assumed to be fixed during the actuation. Thus, there is no need for
external sensor equipment measuring the deflection of the links or robot end-
effector as the internal robot sensors provide the necessary information for
characterizing the joint properties. To summarize the method for determining
the joint dynamics, the following steps define the procedure:

1. Move the robot close to the target docking position;

2. Activate detuning of the robot joint controllers and start the approach
to the target position;

3. When the docking position has been reached, lock the connection be-
tween the robot and the environment;

4. Perform a search procedure such that all joint motors have zero torque
applied;

5. Actuate each joint separately in a sequence by incrementally altering
the corresponding position references to the motion controller, such
that a hysteresis curve is traversed multiple times;

6. Record the joint motor positions and currents, corresponding to torque
references, during the measurement sequence;
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7. When the measurements are finished, the mechanical connection is
opened and the robot is unclamped and can be moved away from the
docking position.

Parameter Extraction

With the experimental data acquired during the measurement sequence de-
fined in the previous subsection, a torque–position map can be constructed,
from which the desired joint parameters can be extracted. Consider the
schematic curve depicted in Figure 6.2. The main characteristics visible in the
relationship between the position and the torque are the backlash when the
gearbox torque changes sign and the compliance properties of the joint. In the
figure, the stiffness is assumed linear (although possibly different when apply-
ing positive and negative torques, respectively). It is clear, though, that any
nonlinear stiffness relationships can be captured with the outlined method to
joint identification. A subsequent regression of the position and torque data
can be used to determine a parametric relationship for the stiffness properties
of the considered joint. Also, it is to be noted that the friction in the joint
motors results in that the upper and lower part of the hysteresis curve are
not coinciding.

Clamping to Non-Stiff Environments

In the ideal case, the robot end-effector is fixed during the complete mea-
surement procedure. However, in practice, the environment might exhibit
compliance and the result of such compliance is motion of the robot links
during the measurement sequence. Since the method for parameter identifi-
cation relies on fixed link positions during the measurements, this will result
in an underestimate of the stiffness of the joint transmission. If the link mo-
tion can be measured using external equipment, this effect can obviously be
compensated for. However, considering that a strategy not relying on external
equipment is desirable, an approach based on an estimation of the stiffness of
the environment—i.e., the effective compliance for the mechanical fixture—
is outlined here. Assuming the compliance matrix of the environment to be
Ke ∈ R

6×6, the deflection ∆xe ∈ R
6 of the robot end-effector is

∆xe = Kefe, (6.1)

where fe ∈ R
6 is the force and torque applied on the end-effector. The end-

effector force can be estimated from the joint torques τa (obtained from the
motor-torque signals using the nominal gear ratios and with the contributions
from friction subtracted) using the fundamental relation

fe = J(θa)−Tτa, (6.2)
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Figure 6.2 Schematic torque–position map for a robot joint with back-
lash and elasticity. The stiffness characteristics are visualized as linear
springs with parameters k+ and k−, even though the method as such is
not limited to linear compliance relationships.

where J(θa) ∈ R
6×6 is the Jacobian of the robot manipulator considered

[Spong et al., 2006]. Note that this relation can be justified to be approxi-
mately true in the measurements, since quasi-static conditions hold during
the experiments. Approximate values of the arm-side angles θa are obtained
from the motor-side angles θm by using the nominal gear ratios. Of course,
this only results in an approximation of the actual arm-side angle. In order
to map the measurements of the deflections in Cartesian space to joint space,
the relation

∆θa = J(θa)−1∆xe, (6.3)

where ∆θa ∈ R
6 is the deflection in joint space, is used. Hence, assuming that

the orthogonal compliance of the robot joints is negligible and that the links
are rigid, the link motion can approximately be quantified using this strategy
during the measurements. Accordingly, the difference between motor angle
and arm-side angle can be computed and used for characterization of the
joint stiffness.
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6.4 Experimental Results

The method for robot-joint identification in Section 6.3 was evaluated on an
industrial manipulator from ABB of model IRB140 [ABB Robotics, 2014].
The experiments performed aimed at characterizing the backlash and stiff-
ness properties of the first three main joints as well as the wrist joints of the
robot manipulator. The two settings of the experimental setup are shown
in Figures 6.3–6.4. The difference between the two were the surfaces used
for the clamping in the experiments; the first comprises a table made of an
aluminium frame containing a high density fiberboard (HDF) plate, see Fig-
ure 6.3, and the second a plate of solid steel where also the robot base was
attached, see Figure 6.4. On the table, the point where the end-effector of the
robot was attached to the environment is possible to move, because of the
use of tool changers that are locked using compressed air. This enables verifi-
cation of the consistency of the method by acquiring measurements in several
configurations of the robot manipulator. In the case of using the steel plate,
the robot end-effector plate is screwed directly on the same, thus eliminating
the effects of possible compliance and backlash in the tool changer.

Experimental Protocol

The experiments were performed according to the procedure defined in Sec-
tion 6.3, by actuating each joint separately in a sequence. The relevant data
signals from the robot were recorded using the extended research interface
ExtCtrl, with which the robot control system was equipped (see Section 2.1
in Chapter 2 for further details on this interface). The signals to be logged
were the motor positions and the motor torques (obtained from the measured
motor currents) of all six joints. The required robot motion and actuation
were realized by a robot program implemented in the ABB RAPID robot-
programming language. Note that logging of the data signals also can be
performed on this interface level. Thus, the identification method does not
rely on extended interfaces to the robot controller. Further, as previously
indicated, the required sample rate when collecting the data is comparably
low, since only low-speed motor motions are performed when in the clamped
state.

For verification of the measurements, an optical tracking system
from Nikon Metrology of model K600 [Nikon Metrology, 2010] for 6D
measurements—i.e., measurements of position and orientation of a rigid
body—was used. Three LEDs were attached to the robot end-effector plate
(defined to be the tool center point (TCP)) for measurement of the posi-
tion and the orientation. In addition, LEDs were attached to the respective
link connected to joints 1–6. This enables both verification of the method
and evaluation of the compensation strategy accounting for clamping to
compliant environments as discussed in Section 6.3. It is expected that the
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Figure 6.3 Experimental setup for joint identification, comprising an
ABB IRB140 6-DoF robot manipulator. The end-effector is rigidly attached
to the table during the measurement procedure, thus locking all the DoF
of the robot.

table used for attaching the clamping device and the robot-base attachment
exhibit a certain degree of compliance in the first setup, see Figure 6.3. The
steel plate, though, offers a significantly more stiff environment for clamping
(see Figure 6.4).

Results

The experimental data collected from a set of experiments on the steel plate
are visualized in Figure 6.5, where the motor torques are plotted as function
of the motor positions. The motor positions have been detrended, such that
they are centered around zero in order to enable comparison of different
measurement configurations—i.e., different positions of the clamping point
in the robot workspace. In Figure 6.5, two curves are shown for each joint. The
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Figure 6.4 Modified version of the experimental setup in Figure 6.3,
where the robot end-effector plate as well as the robot base were screwed
directly on a plate made of solid steel. Compared to the first setup with the
table in Figure 6.3, the steel plate exhibits significantly lower deflections
when loaded during the experiments.

black curves correspond to the low-pass filtered measurement data, whereas
the red curves exhibit the actual transmission characteristics. The latter were
computed from the data acquired by the optical tracking system.

The 3D point measurements on the respective robot link from the optical
tracking system were projected on the plane in which the joint actuates, and
the actual link angle with respect to the preceding link was subsequently
computed. The actuation plane in the coordinate system of the tracking sys-
tem was computed a priori in a calibration step for each joint. In the sensor
calibration, each joint was moved separately and the measurements from the
tracking system were subsequently used in a singular-value decomposition.
Using the eigenvectors corresponding to the two most significant singular val-
ues, the plane in which the joint actuates was determined. In addition, the
radius from the measurement point to the rotation axis of the joint in the
actuation plane was computed. This was needed for certain joints in order to
transform Cartesian measurements from the tracking system to correspond-
ing joint angles. For transforming measured angles on the arm-side to the
motor-side of the joint, the nominal gear ratios were employed.
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Figure 6.5 Measurement results for joint 1–6 of the ABB IRB140 robot
when rigidly attached with the end-effector plate directly on a steel plate.
The black curves are the measured data, whereas the red curves are the
dynamics for the joint transmission obtained by compensating for possible
link motion.
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In the plots in Figure 6.5 visualizing the experimental data acquired,
several observations can be made. Initially, it can be noted that the mea-
surements are highly repetitive in the multiple cycles performed for each
joint. This indicates that the method considered is consistent with respect
to repeatability. Moreover, it can be seen that there are small discrepancies
between the measured joint data and the resulting curves obtained using
compensation for the link motion for certain of the joints. The main reasons
were identified as a minor compliance of the environment, cross coupling be-
tween the wrist joints, and orthogonal joint compliances. The latter effect
appears since a subset of the joint bearings were not stiff, and thus motion of
the links occurred when certain joints were actuated. This was verified using
the optical tracking system to be significant for the bearings of joint 3. That
compliance manifests itself as a motion of the entire robot structure when
actuating joint 1 when rigidly attached with the end-effector. The resulting
effect is that the stiffness of the joint dynamics will be underestimated using
only the measurements from the motor-side of the joint. However, this dis-
crepancy could be resolved using the link measurements. Considering the first
two wrist joints, i.e., joints 4–5, slight discrepancies between the measured
stiffness and actual joint dynamics are observed. These effects are explained
by a combination of a mechanical cross coupling between the wrist joints
and orthogonal joint compliance. It is clear that the measurements for joint
6 are close to the actual joint dynamics, which is expected since the robot
end-effector is screwed directly on the steel plate.

In order to use the measurement data acquired for improving the accu-
racy of a machining task, the joint dynamics visualized in Figure 6.5 can
be parametrized using three different segments; a linear approximation for
the part with negative torque, one for the approximately horizontal backlash
part, and a linear approximation for the part with positive torque (see Fig-
ure 6.2). It is to be noted that the backlash part is more or less pronounced
for the different joints on the robot, resulting from the differences in the
mechanical design of the same.

Non-Stiff Environments and Orthogonal Joint Compliances To
further evaluate the influence of the stiffness of the environment and or-
thogonal joint compliance, extended measurements on the robot with the
optical tracking system were performed. Clamping experiments on the table
with the HDF table was thereby executed, thus resulting in more significant
link deflections during the measurement sequence. In the presentation in this
section, the focus is on joints 1–2, but the analysis for the remaining joints
is analogous. Based on the measured data from the robot joint during the
experiment, the 6D TCP deflection measurements were used for comput-
ing the corresponding link deflections according to the procedure outlined in
Section 6.3 (cf. the relation (6.3)). Thus, the difference in angle between the

89



Chapter 6. Robot Joint Modeling and Parameter Identification

motor-side and the arm-side of the joint could be computed; the resulting
stiffness relations are displayed in Figures 6.6–6.7 together with the robot
measurement data and the actual joint dynamics computed from the link
measurements. It is clear that compensation for the motion of the TCP only
accounts for a part of the link motion. For joint 1, the compliance of the
bearings of joint 3 had a significant influence. This was confirmed by explicit
measurements of the relative motion between link 2 and 3 when exciting
joint 1. Considering joint 2, the major link motion results from compliance
in the attachment of the robot to the aluminium base frame. The conclusion
to be drawn is that TCP measurements alone are not sufficient for quantify-
ing the complete link motion in the case of both non-rigid environments and
orthogonal joint compliance, even though a significant improvement can be
achieved.

Consistency of Measurements In order to verify the invariance of the
joint stiffness with respect to the configuration of the robot when perform-
ing the excitation, experiments with different clamping positions on the steel
plate as well as on the table made of HDF were executed. This is of impor-
tance, since the joint-transmission dynamics is assumed to be an inherent
property of the robot and the measurements should thus be independent of
the configuration. Measurements were acquired at several different clamping
configurations for all joints. A comparison of the measurements on joint 1
from four configurations is visualized in Figure 6.8. The observations that can
be made are that the joint measurement curves (black and blue lines) exhibit
a difference in properties. This is expected, since the influence of the non-stiff
environment and the orthogonal joint compliance is dependent on the clamp-
ing configuration. However, more importantly is that the curves computed
by compensating for the link motion virtually coincide, thus indicating the
consistency of the measurements from the different robot configurations.

6.5 Discussion

The problem of identifying joint dynamics, in particular joint stiffness and
backlash, for robot manipulators was considered in this chapter. In contrast
to many previous methods for stiffness identification of robot manipulators,
where external load are applied to the robot end-effector or links, the con-
sidered method relies on rigidly locking all DoF of the robot simultaneously
by clamping the end-effector to a rigid fixture and actuate the joint motors
by incrementally altering the position references to the motion controller.
The advantage of such an approach is that the internal sensor data of the
robot (motor position and current) can be used for characterizing the joint
dynamics, thus eliminating the need for external high-accuracy measurement
equipment. The method does not only provide information about the linear
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Figure 6.6 Measurement results for joint 1 of the ABB IRB140 robot
with clamping on the HDF table, illustrating the effects of non-stiff envi-
ronments and orthogonal joint compliance. The black curve is the measure-
ment data, the blue curve is the corresponding data with compensation for
motion of the TCP, whereas the red curve is the relationship for the actual
joint-transmission dynamics.

joint stiffness, but also about possible backlash in the gearbox as well as
nonlinear stiffness.

In the experimental verification, two different aspects potentially limiting
the accuracy of the method were particularly investigated. First, the effects
of non-stiff environments were experimentally evaluated using two different
clamping setups and a strategy was outlined for compensating for deflections
of the docking point. Clamping on the steel plate provided measurements
close to the actual joint dynamics for several of the robot joints. Second, the
effects of orthogonal joint compliance were identified. It was noticed that this
has a significant effect when actuating certain joints in some robot configu-
rations. With explicit link measurements these effects could be compensated
for, but without such measurements the joint stiffness is underestimated.
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Figure 6.7 Measurement results for joint 2 of the ABB IRB140 robot
with clamping on the HDF table, illustrating the effects of non-stiff envi-
ronments. The black curve is the measurement data, the blue curve is the
corresponding curve with compensation for motion of the TCP, whereas the
red curve is the relationship for the actual joint-transmission dynamics.

Both during the clamping procedure itself and during the measurement
sequence, the robot-joint position controllers were detuned. The reasons were
twofold: First, it makes the robot slightly compliant in the initial docking
phase and consequently avoids triggering of the supervision system for joint
errors in the robot controller, thus enabling position control for the dock-
ing procedure. Second, in the measurement phase, the detuning decreases
the effects of the quantization of the increments in the position references
in the robot controller. Also, since the primary interest in this chapter is
the inherent joint characteristics, the detuning decreases the influence of
the joint-position controller gain on the experimental measurements of the
torque–position relationship.

The method considered in this chapter relies on actuating each joint sepa-
rately in a sequence using the same clamping position for the end-effector. An
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Figure 6.8 Measurement results for joint 1 on the ABB IRB140 robot,
illustrating the invariance of the joint stiffness with respect to different mea-
surement configurations. The black and blue curves are the measurement
data from the joints, whereas the red and green curves are the relationships
corresponding to the actual joint-transmission dynamics.

extension of the method would be to perform experiments in multiple con-
figurations and thus acquire data in several clamping positions. This would
enable the identification of the complete stiffness matrix for the robot ma-
nipulator (including the non-actuated DoF resulting from the compliance of
the bearings and the links). Computing a least-squares solution using nonlin-
ear optimization, where the stiffness parameters and the deflections of both
actuated and non-actuated DoF are considered as optimization variables and
the measured joint positions and torques are considered as inputs, enables
identification of a linear approximation of the stiffness of the manipulator.
This will then decrease the need for external measurement equipment for
measuring the deflections resulting from orthogonal joint compliance.
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6.6 Conclusions

This chapter considered robot-joint modeling, with focus on machining sce-
narios, and an approach to parameter identification was discussed and ex-
perimentally evaluated. The method was based on clamping the robot end-
effector to a rigid base (and thus locking all DoF of the manipulator) and
subsequently actuate each joint motor separately using the motion controller.
The data acquired during the experiments were motor position and corre-
sponding motor current. Experimental results were presented for a setup with
an ABB IRB140 robot and different clamping environments. The results ob-
tained make it plausible that the method is able to determine relevant joint
data without non-standard and external measurement equipment.
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7

Gray-Box Identification of

Flexible Systems

7.1 Introduction

In this chapter, the problem of gray-box identification of dynamic models for
flexible mechanical systems is considered. More specifically, the problem is ap-
proached by means of continuous-time system identification using subspace-
based methods based on discrete-time input–output data. A method is de-
veloped, with the property that the structure of the model resulting from
fundamental physical first principles is obtained and the parameter matrices
have a clear physical interpretation. The method is used for investigating
the cross coupling between the axes of the micro-manipulator discussed in
Section 3.4 in Chapter 3, and to identify a multi-input multi-output model of
the setup. This chapter of the thesis is derived, in parts, from the publication
[Olofsson et al., 2014].

This chapter is outlined as follows: A background to the subject as well
as an account of previous research are provided in Section 7.2, where also
the problem formulation is defined. The considered method is discussed in
Section 7.3. In Section 7.4, simulation results obtained with the method are
presented. This is followed by experimental results in Section 7.5. A discus-
sion of the obtained results and the method itself is provided in Section 7.6.
Finally, conclusions are drawn in Section 7.7.

7.2 Background

System identification is a fundamental part of model-based control design as
well as simulation and prediction of dynamic systems. The system identifi-
cation problem is to define a model structure and subsequently determine
the model from input–output data acquired from experiments on the pro-
cess to be investigated [Johansson, 1993]. Typical factors to be considered
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concern sufficiently exciting input signals (for a measure of this property,
see the notion of persistency of excitation [Åström and Bohlin, 1966]), type
of model, and model order. Traditionally, three different model structures
have been considered for identification; time-series models [Madsen, 2008],
transfer-function models, and state-space models. Methods for identification
of transfer function and time-series models include, among others, the least-
squares method and the maximum-likelihood method [Åström and Bohlin,
1966]. State-space models can be identified based on realization-based meth-
ods [Ho and Kalman, 1966; Juang and Pappa, 1985] and extensions of these
called subspace-based identification methods [Verhaegen and Dewilde, 1992;
Van Overschee and De Moor, 1994]. Also, Bayesian Monte Carlo methods
have found applications in this area recently, see [Schön et al., 2011] for algo-
rithms for identification of nonlinear state-space models. Given the discrete-
time nature of input–output data acquisition, system identification is often
approached by means of discrete-time methods. However, in certain situa-
tions, in particular when considering model structures resulting from physical
first principles, the dynamic relations are more natural to describe in continu-
ous time. Considering that the transformation between a discrete-time model
and a continuous-time model is not a bijective mapping, identification of a
discrete-time model and subsequent transformation is not straightforward.
Hence, algorithms for identification of continuous-time state-space models
based on discrete-time experimental input–output data have been proposed,
see, e.g., [Johansson et al., 1999; Haverkamp et al., 1997] for time-domain
methods and [McKelvey et al., 1996] for frequency-domain methods.

In the modeling procedure, the models to be determined traditionally
range from black-box models—i.e., system models without predefined inter-
nal structure, where the input-output relation is the important property—to
white-box models where the structure and parameters are completely deter-
mined based on first principles. Many of the proposed system identification
algorithms consider estimation of black-box models from experimental data.
An intermediate model category consists of gray-box models, see, e.g., the
case study in [Bohlin, 1994]. In such models, the structure is partially prede-
fined, often as a result of the physical nature of the system to be modeled, but
the parameters are unknown. In this chapter, identification of gray-box mod-
els for the compliance dynamics of mechanical systems—i.e., the relation be-
tween the applied force and the corresponding deflection—is considered. The
motivation for the interest in these kinds of models is mainly model-based
control design—such as in impedance control in contact operations [Hogan,
1985; Olsson et al., 2004] and LQ/LQG optimal state-feedback control where
a physical interpretation of the states in the model is essential—but also when
investigating the structural properties of mechanical systems. More specifi-
cally, regarding methodology, a subspace-based identification algorithm for
determining a continuous-time model from experimental data is developed

96



7.2 Background

in this chapter. Previous research in this area includes [Cescon et al., 2009],
where a black-box model approach in discrete time to the same problem was
proposed. Gray-box identification for rotating systems and physical param-
eter estimation using optimization were investigated using frequency-based
methods in [Tanaka et al., 2011; Tan et al., 2012], and identification of state-
space models for compliance dynamics was treated in [Cavallo et al., 2007]
using subspace methods in the frequency domain. Methods for estimation
of gray-box models for industrial robots have been proposed in [Wernholt
and Moberg, 2011; Moberg et al., 2014], and in [Gautier and Khalil, 1992;
Gautier, 1997] with methods based on a least-squares approach. Identifi-
cation of robot dynamics was also investigated in [Berglund and Hovland,
2000; Hovland et al., 2001] by application of the theory for inverse eigen-
values. Moreover, structural reformulations in subspace identification to the
purpose of gray-box modeling, similar to the one used in this thesis, for gen-
eral dynamic systems have been investigated in [Lyzell et al., 2009; Lyzell,
2012]. The main contribution of this chapter is the development and appli-
cation of a time-domain subspace-based gray-box identification method for
continuous-time models of flexible mechanical systems.

Problem Formulation

Introduce the notation M ∈ R
n×n, D ∈ R

n×n, and K ∈ R
n×n for the

mass, damping, and stiffness matrices, respectively, of the system to be mod-
eled. From physical considerations, it is required that M ≻ 0, D � 0, and
K � 0, i.e., the matrices are positive definite or semidefinite. The differential
equations for the compliance dynamics, resulting from fundamental physical
relationships, see [Egeland and Gravdahl, 2002], can be written as

Mÿ(t) +Dẏ(t) +Ky(t) = u(t), (7.1)

where u(t) ∈ R
n is the input and y(t) ∈ R

n is the output of the system, see
Figure 7.1. Introducing the states

z(t) =

(
y(t)
ẏ(t)

)
∈ R

2n, (7.2)

the following state-space system can be established

ż(t) =

(
0 I

−M−1K −M−1D

)
z(t) +

(
0

M−1

)
u(t),

y(t) =
(
I 0

)
z(t).

(7.3)
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Figure 7.1 Schematic depiction of a spring-mass-damper system in two
dimensions, with the applied forces uX , uY as inputs and the corresponding
deflections yX , yY as outputs.

Consequently, the matrices in the state-space model should have the structure
indicated in (7.3)—i.e., the following format:

ż(t) =

(
0 I
A21 A22

)

︸ ︷︷ ︸
A

z(t) +

(
0
B2

)

︸ ︷︷ ︸
B

u(t),

y(t) =
(
I 0

)
︸ ︷︷ ︸

C

z(t).

(7.4)

The problem can then be stated as that of computing the matrices

S : {A ∈ R
2n×2n, B ∈ R

2n×n, C ∈ R
n×2n} (7.5)

in the model based on experimentally collected sampled input–output data
{uk}N

k=1 and {yk}N
k=1, where k denotes the sampling instance and uniform

sampling with period h is assumed. In addition, the physical parameter ma-
trices M , D, and K should be estimated from the identification data.

7.3 Method

In this section, the method for identification of a gray-box compliance model
is described and theoretically justified.
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Model Transformation

The system (7.4) is rewritten1 using a complex variable transformation ad
modum [Johansson et al., 1999]. The motivation for the transformation is to
avoid formulating the identification algorithm with the differential operator,
which is known to be numerically challenging in the presence of noise. Apply-
ing the Laplace transform on (7.4) and assuming that the initial conditions
are such that z(0) = 0, the transformed system can be written as

sZ(s) = AZ(s) +BU(s),

Y (s) = CZ(s).
(7.6)

Introducing a variable transformation according to [Johansson et al., 1999]
with the stable and causal relation

λ(s) =
1

sτ + 1
, τ > 0, (7.7)

where τ is the time constant, enables reformulation of the model to the
following format

Z(s) = (I + τA)λ(s)Z(s) + τBλ(s)U(s),

Y (s) = CZ(s).
(7.8)

Reformulation as an equation system in the time domain gives

z(t) = Aλ[λz](t) +Bλ[λu](t),

y(t) = Cz(t),
(7.9)

where [λz](t) and [λu](t) denote the filtered signals z(t) and u(t), respectively,
and

Aλ = I + τA, Bλ = τB, (7.10)

which for the current model (7.4) is

Aλ =

(
I τI

τA21 I + τA22

)
, Bλ =

(
0
τB2

)
. (7.11)

It is straightforward to derive the following relations between the output, the
transformed states, and the input using recursion

[λi−1y](t) = C[λi−1z](t), (7.12)

[λky](t) = CAi−1−k
λ [λi−1z](t)

+

i−1∑

j=k+1

CAj−k−1
λ Bλ[λju](t), 0 ≤ k ≤ i− 2, (7.13)

1 Even though the model (7.1) is linear in the parameters, the derivatives of the output,
ẏ(t) and ÿ(t), are typically not available for measurement and thus a least-squares
solution is not directly applicable.
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where [λqy](t) means that y(t) has been filtered with q serial-connected λ-
filters and similarly for the input u and the state z. These relations enable the
formulation of an extended linear model [Johansson et al., 1999] according
to

Y = ΓzZ + ΓuU , Z =
(
[λi−1z](t)

)
, (7.14)

with

Y =




[λi−1y](t)

[λi−2y](t)
...

y(t)


 , U =




[λi−1u](t)

[λi−2u](t)
...

u(t)


 . (7.15)

Moreover, the extended observability matrix Γz is defined as

Γz =




C
CAλ

...
CAi−1

λ


 , (7.16)

and the matrix Γu is defined according to

Γu =




0 0 . . . 0

CBλ 0 . . .
...

...
...

. . . 0

CAi−2
λ Bλ CAi−3

λ Bλ . . . 0



. (7.17)

Remark 1 The noise component of the dynamic model has been omitted in
the transformation presented here; for details regarding the transformation
of the noise component and representation of the model on innovations form,
see [Johansson et al., 1999].

Subspace Identification

The identification of the matrices {Aλ, Bλ, C} is based on the N4SID sub-
space algorithm [Van Overschee and De Moor, 1994; Van Overschee and
De Moor, 1996]. However, to accommodate the predefined structure of the
system to be identified, certain modifications are made. The strategy for ob-
taining the desired structure of the system matrices is related to the general
approach for linear systems suggested in [Lyzell et al., 2009; Lyzell, 2012].
The filtered discrete-time input–output data are collected in the matrices
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(similar to the Hankel matrices in the discrete-time case)

UN =




[λi−1u]1 [λi−1u]2 . . . [λi−1u]N

[λi−2u]1 [λi−2u]2 . . . [λi−2u]N
...

...
. . .

...
[λu]1 [λu]2 . . . [λu]N
u1 u2 . . . uN



, (7.18)

where the sampled and filtered input at time tk is denoted [λqu]k and an
analogous construction YN is made for the filtered outputs [λqy]k. Estimates
of the system matrices, Âλ and Ĉ, are then computed using Steps 1–5 of
Algorithm 4.8 in [Van Overschee and De Moor, 1996], which provides the
matrices up to a similarity transform. In order to fix the state space such
that the desired form of the model in (7.4) is obtained, a state transformation
z → Tz, T ∈ R

2n×2n, is made. Partition the state matrix estimates according
to

Âλ =

(
Â11

λ Â12
λ

Â21
λ Â22

λ

)
, Ĉ =

(
Ĉ1 Ĉ2

)
, (7.19)

and then form the matrix T as follows

T =

(
T11 T12

T21 T22

)
, (7.20)

where

T11 = Ĉ1, T12 = Ĉ2, (7.21)

T21 =
1

τ
(Ĉ1Â

11
λ + Ĉ2Â

21
λ − Ĉ1), (7.22)

T22 =
1

τ
(Ĉ1Â

12
λ + Ĉ2Â

22
λ − Ĉ2). (7.23)

Based on the determined transformation matrix T , the estimated matrices
Âλ and Ĉ are recomputed according to Âλ → TÂλT

−1 and Ĉ → ĈT−1. The
transformed matrix Âλ then has the desired structure according to (7.11)
and Ĉ =

(
I 0

)
. The extended observability matrix Γz and the estimates of

the state sequence are subsequently recomputed based on the transformed
estimates of the system matrices Aλ and C, as proposed in [Lyzell et al.,
2009; Lyzell, 2012]. Using the recomputed matrix Γz and recomputed state
estimates, the matrix Bλ is determined by solving the least-squares problem
in Step 6 of Algorithm 4.8 in [Van Overschee and De Moor, 1996], with the
additional constraint that the matrix should have the structure specified in
(7.11). The upper block B1

λ of the matrix should be zero. Moreover, given
that the matrix M is positive definite—and consequently the inverse M−1 as
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well—it is clear that the lower sub-block B2
λ should be positive definite, i.e.,

B2
λ ≻ 0. These constraints are straightforward to enforce, since the determi-

nation of the estimate of the matrixBλ is performed by solving a least-squares
problem. The convexity is preserved when adding the linear constraint that
the upper block of the matrix should be zero and the constraint that the
lower block should be positive definite. As the final step, estimates of the
original continuous-time system matrices Â and B̂ are determined from Âλ

and B̂λ using the bijective relations in (7.10). The final matrices then have
the structure according to (7.4).

Remark 2 The considered method is not limited to the N4SID subspace al-
gorithm. Other suggested algorithms, such as the MOESP algorithm [Verhae-
gen and Dewilde, 1992] or CVA algorithm [Larimore, 1990], can be modified
for this gray-box identification purpose as well. As also discussed in [Lyzell
et al., 2009; Lyzell, 2012], the fundamental property is that the algorithm
is organized such that the system matrices are estimated in two main steps.
In the first step, the matrices Aλ and C are computed to allow for fixing
the state space on the desired form, and then the matrix Bλ is determined
based on the recomputed extended observability matrix and estimated state
sequence.

Remark 3 Analogously to the model transformation procedure presented
earlier in this section, the noise model identification part has been omitted
here. However, identification of this part is possible based on a description of
the continuous-time model on innovations form, see [Johansson et al., 1999]
for details.

Physical Parameter Estimation

In order to retrieve the physical parameter matrices, the mass matrix M
is first estimated from the matrix B in the identified state-space model. It
follows directly that the estimate is given by M̂ = B̂−1

2 , which is positive defi-
nite because of the constraint enforced in the system identification procedure.
With the mass matrix M estimated, the stiffness matrix K and damping ma-
trix D are computed from the corresponding estimated blocks Â21 and Â22

in the system matrix according to

minimize
K

||K + M̂Â21||F
subject to K � 0

(7.24)

and
minimize

D
||D + M̂Â22||F

subject to D � 0
(7.25)
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where || · ||F denotes the Frobenius norm. Requirements on positive semidef-
initeness are imposed on K and D when solving the corresponding optimiza-
tion problems. It is straightforward to verify that the problems (7.24)–(7.25)
are convex [Boyd and Vandenberghe, 2004], and that a global minimum thus
exists for each problem.

7.4 Simulation Results

In order to verify the considered approach to gray-box identification, simu-
lated input–output data were determined from the multi-input multi-output
(MIMO)-system (7.3) with n = 2 and the physical parameters chosen as
follows

M =

(
5 −1

−1 1

)
, D =

(
5 −0.01

−0.01 1

)
,

K =

(
100 −5
−5 100

)
.

(7.26)

Two data sequences were simulated; one for identification and one for cross-
validation. Each sequence contained a total of N = 20000 samples of input–
output data with step inputs and a sampling period of h = 0.005 s, see
Figure 7.2 for a visualization of the identification data. In addition, noise ek

was added to the measurements y from the distribution ek ∈ N (0, σ2I) with
σ = 3·10−4. The system can be considered as a two-dimensional spring-mass-
damper system, with actuation along two directions X and Y , see Figure 7.1.

System Identification

The system matrices A, B, and C in a state-space model of order four were
estimated based on the method outlined in Section 7.3. The time constant
in the variable transformation (7.7) was chosen as τ = 0.15, based on an
iterative procedure. The convex optimization problems inherent in the iden-
tification procedure were solved using CVX [Grant and Boyd, 2008; CVX
Research Inc. 2015] in Matlab. Moreover, the maximum order of the filter-
ing was selected as i = 10. The estimated system matrices are

Â =




0 0 1 0
0 0 0 1

−24.4683 −24.6485 −1.3939 −0.3884
−19.1801 −128.1179 −1.3851 −1.9230


 ,

B̂ =




0 0
0 0

0.2582 0.2590
0.2590 1.2926


 , Ĉ =

(
1 0 0 0
0 1 0 0

)
.
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Figure 7.2 Simulated input–output identification data for the system
with parameters in (7.26).

The validation data inputs were used as input to the estimated system
with matrices Â, B̂, and Ĉ. A comparison of the validation data from the real
system and the corresponding output ŷ from the estimated system is shown
in Figure 7.3. As a measure of the fit of the estimated model to the validation
data, the normalized root-mean square error (NRMSE) values were used, see
(3.2) in Chapter 3. This quantity was computed for the validation data for
the respective axis X and Y . The values were 97.6% and 96.9%, respectively,
which is considered as very good fit of the model to the validation data. To
further compare the frequency characteristics of the actual and the estimated
models, the magnitude plots of the Bode diagram are shown in Figure 7.4.
Also here it is clear that the estimated system captures the essential dynamics
of the original system, where in particular the natural eigenfrequencies and
the transmission zeros of the system are identified with high accuracy.

Physical Parameters

To the purpose of estimating the physical parameters of the system, the mass
matrix M was determined using the procedure defined in Section 7.3. Based
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Figure 7.3 Comparison of validation output data for the system with
parameters in (7.26) and the output from the estimated system model.

on M̂ , the estimates K̂ and D̂ of the stiffness matrix and the damping matrix,
respectively, were computed by solving the optimization problems (7.24) and
(7.25). For evaluation of the estimation accuracy, the obtained matrices were
compared to the corresponding parameters for the real system in (7.26). The
relative differences, measured with the Frobenius norm, are given by

||M − M̂ ||F
||M ||F

= 0.0303,
||D − D̂||F

||D||F
= 0.125, (7.27)

||K − K̂||F
||K||F

= 0.00108. (7.28)

This indicates that also the mass matrix M and stiffness matrix K have
been estimated with high accuracy and the damping matrix D with good
accuracy.
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Figure 7.4 Comparison of the magnitude plots for the Bode diagrams
of the actual system with parameters in (7.26) and the estimated MIMO-
model.

7.5 Experimental Results

The considered identification method was further evaluated on data from
an experimental setup. The system is the piezo-actuated micro-manipulator
for robotic machining scenarios depicted in Figure 2.10 in Chapter 2, with
actuation along the axes of a Cartesian coordinate system. As noted in the
dynamic characterization in Section 3.3 in Chapter 3, the system exhibits
significant resonances at particular eigenfrequencies and two of the axes, X
and Z exhibit a noticeable coupling because of the mechanical design of the
mechanism. This coupling was investigated using the method in Section 7.3.
Consequently, a MIMO-system with the actuation forces u as inputs and
the corresponding displacements yX and yZ along the X and Z axes, respec-
tively, was identified. Since the actuating forces were not available for explicit
measurement, it was assumed that the extensions of the piezo-actuators are
proportional to the forces. Two sequences of experimental data were col-
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Figure 7.5 Experimental input–output data for the micro-manipulator.
The dynamic coupling between the X- and Z-axes is clearly visible.

lected with a sampling period of h = 0.0001 s; one of the sets was used as
identification data and the other set was used for cross-validation purposes.
The sample rate was motivated by the observed natural eigenfrequencies,
obtained by spectral analysis (see Section 3.3 in Chapter 3), in the order of
100 Hz and the fact that the data were to be processed with low-pass filters
in the identification procedure. The inputs to the mechanical system were
a sequence of steps with randomly chosen distances in time. The Cartesian
extension of the end-effector was measured using the capacitive sensors and
the collected experimental input–output data were detrended prior to system
identification. The resulting identification data are displayed in Figure 7.5.

System Identification

A MIMO-model of the micro-manipulator of fourth order was estimated with
the method in Section 7.3, using the identification data shown in Figure 7.5.
The time constant τ = 0.00314 was used in the operator transformation (7.7)
for accommodating the frequency properties of the system at hand. The time
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Figure 7.6 Comparison of experimental validation output data for the
micro-manipulator and the output from the estimated system model.

constant was found by employing a linear search over a predefined interval
and evaluating the corresponding model fit for the identification data series
for each of the filter time constants. Moreover, the maximum filter order was
selected as i = 8. For cross-validation of the estimated micro-manipulator
model, the validation data series (containing a sequence of step inputs differ-
ent from the identification data series) was used. The experimental validation
output data and the corresponding output ŷ from the estimated model for the
same input signals are displayed in Figure 7.6 for a representative segment
of the data series used. The NRMSE values for the computed model were
88.8% and 73.6% for the X and Z-axis, respectively, which indicates that the
essential dynamics of the system is captured. The dynamics not captured by
the model can be explained by higher-order harmonics, arising because of
the nonlinear dynamics of the piezo-actuators used in the micro-manipulator
design, and linear dynamics of higher order than the model assumes.

The frequency characteristics of the estimated model are represented by
the magnitude plots for the Bode diagram in Figure 7.7. The natural eigenfre-
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Figure 7.7 Magnitude plots for the Bode diagram of the estimated
MIMO-model for the micro-manipulator.

quencies observed at 96.6 Hz and 83.0 Hz for the X- and Z-axis, respectively,
correspond well to the eigenfrequencies extracted using spectral analysis of
the experimental data. It is interesting to observe that it is the resonance
along the Z-axis that results in the cross coupling between the axes—i.e.,
actuation along the Z-axis results in oscillations along the X-axis as well
with the eigenfrequency of the former.

Physical Parameters

The mass matrix M was estimated from the matrix B̂ in the state-space
model for the micro-manipulator. Moreover, using the estimated system ma-
trix Â in the model and the mass-matrix estimate M̂ , the stiffness matrix K
and the damping matrix D were estimated as described in Section 7.3. The
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estimates of the physical parameters are given by

M̂ = 1.0 · 10−5

(
0.0487 0.0001
0.0001 0.3669

)
, (7.29)

D̂ = 1.0 · 10−3

(
0.0407 0.0302
0.0302 0.1484

)
, (7.30)

K̂ =

(
0.1793 0.0147
0.0147 1.0049

)
. (7.31)

When analyzing the estimates of the physical parameters, the generalized
eigenvalues s resulting in non-trivial solutions v (i.e., generalized eigenvec-
tors) to the quadratic eigenvalue equation (Ms2 + Ds + K)v = 0 are of
interest since they correspond to the eigenmodes of the system [Tisseur and
Meerbergen, 2001]. In particular, the damped natural eigenfrequencies are
given by the imaginary parts of the eigenvalues.

Undamped System First, the undamped system, i.e., with D = 0, is con-
sidered, leading to the matrix equation (Ms2 + K)v = 0. Solution of this
equation provided the eigenvalues s1 = ±607.8i and s2 = ±522.2i, corre-
sponding to the undamped eigenfrequencies ω1 = 96.7 Hz and ω2 = 83.1 Hz.
The eigenvectors v obtained are given by

v1 =

(
0.999
0.0409

)
, v2 =

(
−0.296
0.955

)
. (7.32)

Damped System Second, the complete damped system was considered.
Solution of the generalized eigenvalue problem for the estimated mass, damp-
ing, and stiffness matrices gave the eigenvalues s1 = −44.2 ± 605.2i and
s2 = −17.8 ± 522.6i. These eigenvalues correspond to the damped natural
eigenfrequencies ω1 = 96.3 Hz and ω2 = 83.2 Hz, which is well in agree-
ment with the eigenfrequencies observed in the magnitude plots for the Bode
diagram in Figure 7.7. Further, the eigenvectors v are given by

v1 =

(
−0.0745 ± 0.995i
0.0341 ± 0.0529i

)
, v2 =

(
0.204 ∓ 0.351i
0.0546 ± 0.912i

)
. (7.33)

Comparing the obtained eigenvectors for the undamped and the damped
case, respectively, it is clear that information about the eigenmodes of the
micro-manipulator is obtained in both settings. Note that, as expected, the
eigenvectors for the damped case are complex in contrast to the undamped
case. This is a result of that the damping leads to more complicated dynamics
for the oscillations relating to the eigenmodes, compared to the undamped
case where the eigenvectors are real.
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7.6 Discussion

Gray-box identification of linear models for mechanical systems with flexi-
ble modes has been considered. The characterization of the dynamic force–
deflection relationships does not only provide information about the me-
chanical system as such, but is also essential for model-based control design.
Important examples here are contact operations for robot manipulators in
manufacturing scenarios such as machining.

Using subspace-based methods for identification in this context is natu-
ral, since the systems to be modeled are of MIMO character and subspace
methods have been found to be advantageous when modeling systems with
closely spaced natural eigenfrequencies (and thus resulting resonances) [Jo-
hansson et al., 2000]. Since this is often the case with flexible systems—cf.

the micro-manipulator system investigated in Section 7.5—this is an essential
property of the method.

In order to allow for continuous-time identification in the time-domain,
a variable transformation was made in (7.7). This transformation includes
the choice of the filter time constant τ . The choice of this constant has been
found essential in order to obtain models with satisfactory fit to the data and
even stability of the algorithm. Intuitively, it is natural that the frequency
content of the experimental identification data and the sampling rate of the
same have implications on the choice. In the experimental results presented in
Section 7.5, a linear search was used for finding the time constant maximizing
the fit to the identification data in a predefined interval. Another option is
to use multiple time constants in a logarithmically spaced interval for initial
examination of the identification data. A drawback with this option is that
the computational complexity increases.

Another aspect is if it is sufficient to use linear models, since it is known
that, e.g., robot manipulators in some cases exhibit nonlinear stiffness when
applying strong external process forces at the end-effector (see Chapter 6). In
addition, configuration-dependent compliance properties are expected. First,
it is plausible that linear models are appropriate as initial approximations
when designing position controllers in many applications. Second, within
a certain limited range of input signals in a limited Cartesian workspace,
the linear approximation is indeed valid. For modeling of configuration-
dependent robot compliance dynamics, linear parameter-varying models can
also be considered. Moreover, the method for identification of the nonlinear
quasi-static stiffness-relationship discussed in Chapter 6 can be combined
with the dynamic identification considered in this chapter.

Regarding the experimental results obtained by application of the method
on the micro-manipulator, these can be used for further investigations of the
mechanical design. For example, the computed eigenvalues and eigenvectors
provided information about the eigenmodes of the coupled dynamics between
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the X- and Z-axes. In particular, further analysis of the eigenvectors can be
used as a basis for future mechanical design of micro-manipulators for robot
machining.

In the problem formulation, it was assumed that the linear dynamics is
of second order (cf. the relation (7.1)) and that all position states were avail-
able for measurement. This is a limitation when considering identification
of systems with higher-order dynamics and non-actuated modes whose cor-
responding outputs are not easily measurable. It is an interesting aspect of
future research to investigate how the method can be adopted to these ex-
tensions when determining the dynamic model from the input–output data.

7.7 Conclusions

This chapter has considered a method for identification of continuous-time
gray-box models in the time-domain by using experimental input–output
data. The method relies on subspace-based identification for computing the
matrices of a state-space model and estimating the physical parameters.
Moreover, the method was successfully evaluated both in simulation and in
experiments, where the obtained models exhibited good fit to the data and
the model-parameter matrices were feasible from a physical point-of-view.
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8

Sensor Fusion for Robotic

Workspace State Estimation

8.1 Introduction

As already discussed in Chapter 2 and Chapter 6, joint dynamics influence
the achievable workspace position accuracy when performing tasks with robot
manipulators. Such dynamic effects lead to differences between the motor-
side angle of the joint and the corresponding arm-side angle. Therefore, the
problem of robot pose state estimation in workspace by sensor fusion of the in-
ternal robot-joint measurements with inertial measurement unit (IMU) data
is considered in this chapter. A prerequisite for this to be successful is accu-
rate calibration of the sensors used. Therefore, a method for calibration of the
IMU with respect to the robot end-effector is established, which is straight-
forward to apply on an arbitrary industrial robot manipulator. Two different
workspace state-estimation algorithms are considered and evaluated experi-
mentally. This chapter of the thesis is derived, in part, from the manuscript
[Olofsson et al., 2015].

The structure of this chapter is as follows: Section 8.2 provides a back-
ground to the subject and discusses related previous research. In Section 8.3,
the calibration procedure, the modeling, and the state-estimation algorithms
are presented. The setup used for evaluation of the methods as well as the
main experimental validation and results are presented in Section 8.4. In
addition, an evaluation of the robustness to the choices of the filter parame-
ters and the noise modeling is presented in this section. A discussion of the
achieved results and the methods for sensor calibration and state estimation
is provided in Section 8.5, followed by a summary and conclusions from the
results in Section 8.6.
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8.2 Background

A prerequisite for modern robot-manipulator control is external sensors pro-
viding information about both internal robot states and workspace states.
The obtained state information is subsequently used in the control of the
robot manipulator in advanced applications. In light of the discussion of
nonlinear joint dynamics in Chapter 6 and eigenmodes in the links consti-
tuting the robot manipulator, workspace or arm-side sensors are important
tools for accurate control of the robot tool pose.

Force/torque sensors have been the typical choice for acquiring data from
the robot workspace during several decades [Siciliano and Villani, 1999] when
considering machining applications [Sörnmo et al., 2012b; Sörnmo et al.,
2015] and assembly tasks [Stolt et al., 2011], where contact between the ma-
nipulator and the workpiece is required. One option for acquiring workspace
pose estimates is to use high-accuracy optical tracking systems for 3D or
6D measurements such as in Chapters 3–5. However, such measurement sys-
tems are expensive. Instead, statistical fusion [Gustafsson, 2010] of multiple
external as well as robot-internal sensors (capable of delivering online mea-
surements with the required sample rate) has been proposed as an alternative
for estimating the workspace pose of the robot tool, see, e.g., [Axelsson et
al., 2012; Henriksson et al., 2009; Chen and Tomizuka, 2014; Norén, 2014].
More specifically, accelerometers and IMUs have been suggested in several
publications, see references later in this section, to be used for estimation of
the workspace position and in some cases orientation of the tool. This also
requires modeling of the robot motion. Typically, a detailed dynamic model
of the nonlinear dynamics of the robot is not accessible, or only known by
the robot manufacturer. Robot modeling and subsequent identification for
industrial robots are extensively discussed in [Moberg et al., 2014].

The focus of this chapter is twofold. First, pose calibration of IMUs at-
tached to the tool of a robot manipulator with respect to the robot end-
effector plate is discussed. Second, tool pose state estimation for serial-
kinematic robot manipulators using sensor fusion of IMU data and pose
estimates obtained from the forward kinematics of the robot is investigated.
The state estimation is approached by means of two different algorithms; the
first is based on the Extended Kalman Filter (EKF) [Särkkä, 2013; Johans-
son, 1993] and the second is based on the Rao-Blackwellized Particle Filter
(RBPF) [Schön et al., 2005].

Previous Research and Contributions

Several approaches to statistical sensor fusion for state estimation of the
pose of a rigid body have been proposed in the literature and thus the pose-
estimation problem has been studied in great detail. One example using an
array of accelerometers was presented in [Parsa et al., 2004]. In [Hol, 2011],
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numerous examples of pose estimation using the EKF can be found. Fur-
ther, [Li et al., 2013] and [Vernaza and Lee, 2006] utilize an RBPF for pose
estimation. The problem of estimating only orientation has also been exten-
sively studied, for applications in spacecraft tracking see, e.g., the review in
[Crassidis et al., 2007]. In this chapter, the focus will be on applications for
robot manipulators. The differences between the methods proposed in this
area are mainly in the sensors employed, in the complexity of the employed
dynamic models, and in the state-estimation algorithms used. The Kalman
Filter (KF) [Kalman, 1960], and nonlinear extensions of it such as the EKF,
have been the traditional choice, even though the Particle Filter (PF) [Gor-
don et al., 1993] has been applied recently in this area, see [Axelsson et al.,
2012; Rigatos, 2009]. The models employed are either based on kinematic
relations in Cartesian space [Norén, 2014; Jeon et al., 2009] or include more
complex dynamic modeling in joint space [Axelsson et al., 2012; Chen and
Tomizuka, 2014; De Luca et al., 2007; Karlsson and Norrlöf, 2004; Lertpiriya-
suwat et al., 2000]. However, even with the more complex models including
elasticity, non-differentiable dynamics present in robot joints, such as back-
lash and friction, are difficult to account for, which makes also such models
approximations of the actual system dynamics. Moreover, in the literature
also the capabilities of direct measurement of the position in workspace, accel-
eration with an accelerometer, and angular rate-of-change with a gyroscope
differ for the proposed methods. Another fundamental difference is the com-
putational time for the suggested algorithms; if the state estimates are to be
used for online control, real-time requirements must be put on the execution
of the state-estimation algorithms. Some of the proposed sensor-fusion algo-
rithms for robot state estimation, in particular those based on particle filters,
do not permit real-time executions at sampling frequencies used in modern
robot controllers. An alternative application area for these methods is ILC in
an offline scenario [Arimoto et al., 1984; Axehill et al., 2014; Axelsson et al.,
2013], where online measurements are not required given the batch-oriented
nature of the algorithm.

An inherent problem in sensor fusion for robots using IMUs is calibration.
More specifically, the translation and orientation of the IMU coordinate sys-
tem must be determined with respect to a known coordinate system fixed on
the robot. This problem was considered for accelerometers in the context of
serial-kinematic robot manipulators in [Axelsson and Norrlöf, 2012]. Trans-
lation and orientation estimation as well as calibration of the internal IMU
parameters were considered in [Magnussen et al., 2015] using a Stewart plat-
form. Pose calibration of a pair of IMUs attached to an imperfect kinematic
chain using nonlinear optimization was considered in [Birbach and Bauml,
2014], where modeling similar to the one in this chapter was employed. In
[Hol, 2011], a general method for relative pose calibration of several IMUs
was presented.
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The contributions of this chapter are twofold: First, a procedure for pose
calibration of one or several IMUs attached to an end-effector of a robot
manipulator is developed, which relates to the general method for IMU pose
calibration proposed in [Hol, 2011]. In addition, an experimental verification
of the method is performed. The method is straightforward to apply on an
arbitrary configuration of IMU sensors on the robot, and computes the pa-
rameters by first solving Procrustes problem [Golub and Van Loan, 1996]
and then a linear least-squares problem. Second, two different methods for
estimation of the workspace states of a robot manipulator are considered,
requiring a minimum of a priori information about the robot dynamics. One
of the algorithms is based on an EKF, while the other is a variant of an
RBPF, where the noise of the IMU measurements are modeled using the
multivariate Student’s t-distribution instead of a Gaussian distribution. The
full three-dimensional measurements of the angular rate-of-change from the
gyroscope and the three-dimensional linear acceleration from the accelerome-
ter are included, as well as all information from the forward kinematics of the
robot. This enables workspace state estimation for an industrial manipulator
with six degrees-of-freedom (position and orientation). Robot pose estima-
tion in workspace based on kinematic models has been considered in [Jeon
et al., 2009; Norén, 2014], but only using the EKF algorithm. The EKF algo-
rithm is nevertheless included and used in this chapter as a reference method
in the experimental evaluation. Even though RBPF-based pose estimation
has been considered previously using IMU, GPS, and radio sensors, see, e.g.,
[Li et al., 2013; Vernaza and Lee, 2006], the RBPF algorithm is here ap-
plied to the case of robot manipulators. Both the calibration procedure and
the state-estimation algorithms are evaluated in extensive experiments on an
industrial manipulator. The two state-estimation algorithms discussed are
shown to be possible to execute on a standard PC as an external computa-
tional service within the real-time constraints of a robot controller running
at a sampling period of 4 ms, thus permitting online access of the estimates
in the robot controller.

8.3 Method

This section defines the IMU pose calibration procedure, presents the system
modeling for state estimation and defines the filtering algorithms. Without
loss of generality, three coordinate systems are defined on the robot; the
world coordinate system ΨW at the robot base, the flange coordinate system
ΨF at the robot flange (end-effector plate), and the body coordinate system
ΨB on the IMU, which is assumed to coincide with the robot-tool coordinate
system. The coordinate systems are depicted in Figure 8.1. The sensor signals
assumed available for the calibration procedure and the state estimation
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ΨW

ΨF

ΨB

x y

z

x
z

x

z

Figure 8.1 Figure defining the coordinate systems used in the calibration
procedure and the state estimation. The robot visualized is the one used for
the experimental evaluations. The world coordinate system ΨW is fixed in
space, whereas the flange ΨF and body ΨB coordinate systems are moving
with the robot flange and the IMU, respectively.

are joint motor-position measurements θ ∈ R
6 (obtained from the motor

resolvers in the joints and using nominal values for the gear ratios of the joint
transmissions), 3D accelerometer measurements aB

B ∈ R
3 on the robot tool,

and 3D gyroscope measurements ωB
B ∈ R

3 on the robot tool1. In addition,
the forward kinematic relations ξ(θ) of the robot are assumed available, such
that an estimate of the flange position rW

W F ∈ R
3 and orientation qW F ∈ R

4

(represented using a unit quaternion) can be computed based on the joint-
motor positions θ.2

1 Throughout this chapter, (·)B
A

refers to that a measurement is acquired at the origin of
frame ΨA and that it is expressed in the coordinate system ΨB .

2 For position vectors rC
AB

in this chapter, the superscript refers to the coordinate system
ΨC and the subscript refers to that the vector is from the origin of frame ΨA to the
origin of frame ΨB . For quaternions qAB , and later for corresponding rotation matrices,
the superscript refers to a rotation from frame ΨB to frame ΨA.
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Calibration Procedure

The calibration procedure consists of determining the translation vector
rF

F B ∈ R
3 from the origin of ΨF to the origin of ΨB and the rotation matrix

RBF ∈ R
3×3 from the frame ΨF to the frame ΨB. Throughout this chapter,

it is assumed that the geometry of the robot is known and that all joint
angles on the motor side are measured. The unknown calibration parameters
of the sensor are inferred from experimental data. The calibration procedure
is similar in modeling and structure to the two-step procedure proposed in
[Hol, 2011], but is here derived in the setting of robot manipulators and with
a different parametrization of the orientation and a total least-squares solu-
tion for the translation-vector estimation. The flange linear velocity vF

F ∈ R
3

and rotational velocity ωF
F ∈ R

3 (i.e., the twist) are determined based on the
differential kinematics of the robot

(
vF

F

ωF
F

)
= J(θ)θ̇, (8.1)

where J(θ) ∈ R
6×6 is the Jacobian of the manipulator and θ̇ are the joint

velocities (obtained by numerical differentiation and subsequent filtering of
the joint-position measurements). Define the following functions of the cali-
bration parameters

JB = aB
B +RBF gF

−
(
RBFaF

F + ωB
B × (ωB

B ×RBF rF
F B) + αB

B ×RBF rF
F B

)
, (8.2)

JF = aF
F − gF −

(
(RBF )TaB

B − ωF
F × (ωF

F × rF
F B) − αF

F × rF
F B

)
, (8.3)

where × denotes the vector cross product, αF
F ∈ R

3 is the angular accelera-
tion of the robot flange, αB

B ∈ R
3 is the angular acceleration of the IMU (both

quantities obtained by numerical differentiation of the corresponding veloci-
ties ωF

F and ωB
B and subsequent zero-phase non-causal3 low-pass filtering with

a Butterworth filter), and gF ∈ R
3 is the gravitational acceleration in the

frame ΨF . Employing basic mechanics, it can be verified that JB = JF = 0
in the case of ideal measurements and calibration4. The estimates of the
rotation matrix and the translation vector can thus be computed by min-
imizing the squares of the functions JB and JF in (8.2)–(8.3). Since RBF

is a rotation matrix, it must further satisfy the relation (RBF )TRBF = 1.

3 Note that the non-causality of the filter is in general not a restriction, since the sensor
calibration is typically performed offline.

4 Here, it is assumed that there are no biases on the accelerometer and gyroscope mea-
surements. It is possible, though, to include a constant bias component for each axis in
the calibration procedure. The time duration of the experiment for the calibration is
assumed short, such that effects of time-varying biases can be neglected. See [Birbach
and Bauml, 2014] for the case of time-varying biases.
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To ensure this and to reduce the dimension of the parameter space, RBF

can be parametrized in the corresponding Euler angles5. Minimization of
the squared functions in (8.2)–(8.3) results in a nonlinear optimization prob-
lem, which can be solved using, e.g., the Levenberg-Marquardt algorithm
[Levenberg, 1944; Marquardt, 1963]. The advantage of this method is that
both the translation and the orientation are computed simultaneously. Nev-
ertheless, the obvious limitation is that the numerical optimization might
converge to local minima and thus provide a suboptimal solution. Therefore,
another method is considered, where the parameters are computed in two
steps. With the latter approach, the parameters of the rotation matrix RBF

are determined in an initial step.

Computation of the Rotation Matrix Considering the fact that the
rotational velocity of a rigid body is the same at all points, the following
relation holds

ωB
B = RBFωF

F . (8.4)

Solving for RBF in this equation while retaining the orthogonality of the
matrix is the Procrustes problem [Golub and Van Loan, 1996]. Assuming
that N samples of rotational velocity data have been collected in the matrix
ΓB

B ∈ R
N×3 for the IMU data and correspondingly in the matrix ΓF

F ∈ R
N×3

for the robot data, the solution is given by, [Golub and Van Loan, 1996],

R̂BF = UV T, (8.5)

where the matrices U and V are the result of a singular-value decomposition
of the matrix A = (ΓB

B)TΓF
F , i.e., A = UΣV T. An alternative approach to

estimating the relative orientation between ΨF and ΨB is to use a quaternion
parametrization instead of the rotation matrix, as proposed in [Hol, 2011].

Computation of the Translation Vector To compute the translation
vector rF

F B , it is noted that with the rotation matrix known, the relations
(8.2)–(8.3) are linear in the desired parameters [Hol, 2011]. Hence, given N
samples of the sensor and robot data, it is straightforward to formulate a
linear model in the sought calibration parameter rF

F B . Let Λ and λ be the
matrices containing the measurement data, which are constructed from the
relations JB = 0 and JF = 0 such that

ΛrF
F B = λ. (8.6)

When collecting the data for the identification, it is necessary to excite the
robot along all the translational and rotational dimensions in order for the
estimates of the rotation matrix and the translation vector to be consistent.

5 Throughout this chapter, the XY Z convention is used for the Euler rotation angles.
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Moreover, it is important not to excite the eigenmodes of the robot by us-
ing excessively high velocities, such that the relations (8.2)–(8.3) describing
rigid-body motion hold. The effects on the calibration accuracy from friction
in the joints are suppressed by the joint-position feedback controllers, and
the influence of possible backlash in the gear-box for each joint is assumed
negligible compared to the uncertainties in the IMU measurements.

It is straightforward to solve (8.6)—i.e., computing an estimate of the
translation vector rF

F B—by employing the ordinary least-squares algorithm
[Johansson, 1993]. However, considering that both the matrix Λ ∈ R

6N×3

and the vector λ ∈ R
6N contain measurement data from the IMU and the

robot forward kinematics with inherent uncertainty, a total least-squares so-
lution [Golub and Van Loan, 1996] may be preferred compared to an ordinary
least-squares solution. Forming the matrix B =

(
Λ λ

)
and computing the

singular-value decomposition B = UΣV T, the estimate of the translation
vector is given by, [Golub and Van Loan, 1996],

r̂F
F B = −V12V

−1
22 , where V =

(
V11 V12

V21 V22

)
. (8.7)

Modeling for State Estimation

Two different models of the dynamics for the motion of the robot end-effector
are established. The dynamics of the translational states and the measure-
ments provided by the forward kinematics of the robot are modeled as being
linear and are treated the same way for the two estimation algorithms consid-
ered. The measurement relation for the IMU and the dynamics of the orien-
tation are inherently nonlinear, however, and the modeling of these therefore
differs because of the nature of the two state-estimation algorithms.

Nonlinear models must be linearized in the EKF, and the EKF algorithm
only allows Gaussian measurement noise [Kailath et al., 2000]. On the other
hand, the RBPF does not require a linearized model and offers flexibility in
the choice of noise modeling for the nonlinear states [Schön et al., 2005]. These
properties of the RBPF allow a model of the orientation dynamics with fewer
simplifications and assumptions than for the EKF, as well as the modeling
of a subset of the noise processes as multivariate Student’s t-distributions.
This distribution is known to better accommodate for outliers in the data
than the Gaussian distribution [Bishop, 2006].

First, the dynamic models for the RBPF and the EKF are defined. Then,
the measurement models for the IMU and the forward kinematics are estab-
lished for the two state-estimation algorithms. Finally, the complete models
are listed for convenient reference.

Dynamic Model Introduce the states

xl
k =

(
pk vk ak ba

k

)
, (8.8)
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where pk = (pW
B )k ∈ R

3 is the position, vk = (vW
B )k ∈ R

3 the velocity, and
ak = (aW

B )k ∈ R
3 the acceleration of the tool, all given in the world frame

ΨW , and ba
k = (ba,B

B )k ∈ R
3 is the bias of the accelerometer given in the body

frame ΨB . The translational states are modeled using a constant acceleration
model, and the accelerometer bias is modeled using a random walk, see, e.g.,
[Gustafsson, 2010]. Consequently, define the matrices

F l =




I3 TsI3
T 2

s

2
I3 0

0 I3 TsI3 0

0 0 I3 0

0 0 0 I3



, (8.9)

and

Bl =




T 3
s

6
I3 0

T 2
s

2
I3 0

TsI3 0

0 TsI3



, (8.10)

where Ts is the sampling period. The discretized dynamic model of the linear
translational states and the accelerometer bias is then given by

xl
k+1 = F lxl

k +Blnl
k, (8.11)

where nl
k ∈ N (0, Ql) is white Gaussian noise.

A unit quaternion parametrizing the relative orientation between ΨW and
ΨB is introduced as

qBW (t) =
(
q1(t) q2(t) q3(t) q4(t)

)T ∈ SO(3). (8.12)

To avoid additional states in the model, the angular velocity ω(t) = (ωB
B )(t) of

the tool is treated as an input. Thus, let ω(t) =
(
ω1(t) ω2(t) ω3(t)

)T ∈ R
3

and introduce the matrix

Ω(ω) =




0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0


 , (8.13)

where the dependence on time is implicit for notational convenience. The
continuous-time dynamic model for the quaternion states is then given by,
[Shuster, 1993],

q̇BW (t) =
1

2
Ω(ω(t))qBW (t). (8.14)
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Moreover, define the discrete-time function

f(ωk) =

(
cos (‖ωkTs‖/2) I4 +

sin (‖ωkTs‖/2)

‖ωk‖ Ω(ωk)

)
. (8.15)

Approximate zero-order hold (ZOH) sampling [Åström and Wittenmark,
1997] gives the discretized model as

qBW
k+1 = f(ωk)qBW

k , (8.16)

see, e.g., [Törnqvist, 2008] for a derivation. Let St(µ,Σ, ν) denote the
location-scale multivariate Student’s t-distribution with mean µ, variance Σ,
and ν degrees of freedom [Bishop, 2006]. Assuming Student’s t-distributed
noise on the measured input from the gyroscope, ω̃k, leads to the model

ωk = ω̃k − nω
k , (8.17)

where nω
k ∈ St(0, Qω, νω) are independent for all k and also with nl

k for all k.
Using this relation in (8.16) gives the dynamic model used for the quaternion
in the RBPF. The IMU used in the experimental evaluation, see Section 8.4,
had internal bias correction for the gyroscope and the measurements did
not show any significant bias for the considered experiments, suggesting that
removing the bias is a valid approximation. Thus, to simplify the algorithm,
a bias term is not included for the gyroscope measurements for the RBPF.

For the EKF state-estimation algorithm, all noise processes must be Gaus-
sian and the noise is assumed white. Further, the dynamic model and the
measurement model must be linearized. In contrast to the RBPF, it is compa-
rably straightforward to incorporate a bias term for the gyroscope measure-
ment in the EKF. Therefore, by introducing such a bias term bω

k = (bω,B
B )k

(given in the body frame), the angular velocity in the EKF is modeled as

ωk = ω̃k − bω
k − nω

k , (8.18)

where nω
k ∈ N (0, Qω) are independent for all k and also with nl

k for all k.
Introduce the matrix

Ξ(qBW ) =




q4 −q3 q2

q3 q4 −q1

−q2 q1 q4

−q1 −q2 −q3


 , (8.19)

where again the time-dependence is implicit. Linearizing (8.16) around the
current state estimate and assuming that ‖ωkTs‖/2 is small, the small-angle
approximation gives the relation, [Törnqvist, 2008],

qBW
k+1 =

(
I4 +

Ts

2
Ω(ωk)

)
qBW

k , (8.20)
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which, using (8.18) and the fact that Ω(ωk)qBW
k = Ξ(qBW

k )ωk according to
[Shuster, 1993], is equivalent to

qBW
k+1 =

(
I4 +

Ts

2
Ω(ω̃k)

)
qBW

k − Ts

2
Ξ(qBW

k ) (bω
k + nω

k ) . (8.21)

A random walk is assumed for the gyroscope-bias dynamics,

bω
k+1 = bω

k + Tsn
bω

k , (8.22)

where nbω

k ∈ N (0, Qbω

) is white Gaussian noise, independent of the other
noise processes in the model for all k.

Measurement Model Let R(qBW
k ) be the rotation matrix formed by the

quaternion qBW
k , transforming a vector from the frame ΨW to the frame ΨB .

For details on orientation representations, the reader is referred to [Shuster,
1993]. The measurement model for the accelerometer, in the frame ΨB , is
given by

ya
k = R(qBW

k )
(
ak + gW

)
+ ba

k + ea
k, (8.23)

where ea
k ∈ N (0, Ra) is white noise independent of all other noise processes

in the model, and gW is the constant gravitational acceleration in the world
frame ΨW .

The most natural way to model the measurements provided by the for-
ward kinematics is to assume that the joint-space measurements are indepen-
dent and identically distributed (iid). However, in that case the propagation
of white noise through the nonlinear forward kinematics would have to be
modeled, which is nontrivial and would make the algorithms unnecessar-
ily complicated. Since the signal-to-noise ratios of these measurements are
high, the correct noise modeling is not imperative for the performance of
the model. The forward-kinematics estimates are thus approximated as be-
ing iid measurements of position, velocity, and orientation in the workspace
directly. Even though it is known that the robot joints and links exhibit com-
plex dynamics (see Chapter 6), another simplifying assumption introduced
here is that the difference between the actual arm-side pose and the corre-
sponding pose estimate computed from the motor-side measurements θ can
be modeled as white noise. This simplification is justified in this chapter by
the desire to be able to perform state estimation online. Using the previously
stated assumptions, the relations for the forward-kinematics measurements
(transformed from the flange frame ΨF to the body frame ΨB using the IMU
calibration parameters R̂BF and r̂F

F B) are given in the world frame ΨW by

yp
k = pk + ep

k, yv
k = vk + ev

k, yq
k = qk + eq

k, (8.24)

where ep
k ∈ N (0, Rp), ev

k ∈ N (0, Rv), and eq
k are uncorrelated white noises in-

dependent of the noise processes in the dynamic models and the measurement
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model of the accelerometer. For the EKF, eq
k ∈ N (0, Rq), while for the RBPF

the more robust Student’s t-distribution is used instead as eq
k ∈ St(0, Rq, νq).

Summary of the Models The state-space models for the EKF and the
RBPF are summarized in this section for completeness. For details on the
noise distributions, the reader is referred to the previous subsection. To sim-
plify the notation, let qk = qBW

k . Also, recall (8.8) that defines the vector xl
k

of the linear states.

EKF The EKF estimates the states in the vector
(
pk vk ak ba

k qk bω
k

)
. (8.25)

Define the EKF system matrix

Fk =




F l 0 0

0

(
I4 +

Ts

2
Ω(ω̃k)

)
−Ts

2
Ξ(qk)

0 0 I3


 . (8.26)

Using the translational dynamics (8.11) and the quaternion dynamics (8.20)
together with the measurement equations (8.23) and (8.24) gives the complete
state-space model for the EKF as follows:




xl
k+1

qk+1

bω
k+1


 = Fk




xl
k

qk

bω
k


+




Bl 0 0

0 −Ts

2
Ξ(qk) 0

0 0 I3







nl
k

nω
k

nbω

k


 , (8.27)




yp
k

yv
k

ya
k

yq
k




=




0

0

R(qk)
(
ak + gW

)

0




+




I3 0 0 0

0 I3 0 0

0 0 I3 0

0 0 0 I4







pk

vk

ba
k

qk




+




ep
k

ev
k

ea
k

eq
k



. (8.28)

RBPF The RBPF algorithm estimates the states in the vector
(
pk vk ak ba

k qk

)
. (8.29)
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Introduce the matrix

C(qk) =



I3 0 0 0
0 I3 0 0
0 0 R(qk) I3


 , (8.30)

and the function

h(qk) =




0
0

R(qk)gW


 . (8.31)

The relations (8.11), (8.16), and (8.17) define the dynamic model, and the
relations (8.23) and (8.24) describe the measurement equations for the RBPF.
This gives the state-space model for the RBPF algorithm as follows:

xl
k+1 = F lxl

k +Blnl
k, (8.32)

qk+1 = f(ω̃k − nω
k )qk, (8.33)

yq
k = qk + eq

k, (8.34)

yk =



yp

k

yv
k

ya
k


 = h(qk) + C(qk)xl

k +



ep

k

ev
k

ea
k


 , (8.35)

where 

ep

k

ev
k

ea
k


 ∈ N (0, Rl), Rl =



Rp 0 0
0 Rv 0
0 0 Ra


 . (8.36)

State-Estimation Algorithms

The state-space model (8.27)–(8.28) is used directly in a standard EKF algo-
rithm. The recursive relations defining the time- and measurement updates
in the EKF algorithm are detailed in, e.g., [Gustafsson, 2010; Särkkä, 2013].

The RBPF for (8.32)–(8.35) is derived from the general marginalized par-
ticle filter algorithm for mixed linear/nonlinear systems proposed in [Schön
et al., 2005]. The state vector (8.29) is split into a linear part xl

k, and a
nonlinear part qk. The model of the quaternion dynamics is independent of
the linear states. The RBPF employs this property to estimate the poste-
rior densities of the quaternion p(qk|{ym, y

q
m}k

m=1), k ∈ {1, . . . , T}, using a
particle filter. The densities are approximated by the empirical density of a
set of N weighted particles, {wi

k, q
i
k}N

i=1, k ∈ {1, . . . , T}, where wi are the
particle weights. The quaternion particles are propagated in time using the
transition density p(qk+1|qk), which is implicitly defined by (8.33). A point
estimate of the quaternion at time k is computed as the principal eigenvector
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of the matrix
N∑

i=1

wi
k

(
4qi

k

(
qi

k

)T − I4

)
, k = 1, . . . , T,

as suggested in [Morawiec, 1998] and employed in [Vernaza and Lee, 2006].
The linear states are estimated conditional on the quaternion particles us-
ing a conventional Kalman filter [Schön et al., 2005]. This means that all
particles have their own set of estimates for the linear states. Introduce the
notation St(x;µ,Σ, ν) for the density of a location-scale multivariate Stu-
dent’s t-distributed variable x with mean µ, covariance Σ, and ν degrees of
freedom, and the notation N (x;µ,Σ) for the density of a variable x with
a Gaussian distribution having mean µ and covariance Σ. The full RBPF
algorithm for (8.32)–(8.35), derived from [Schön et al., 2005], is listed in
Algorithm 8.1.

8.4 Experimental Results

In this section, experimental results are provided both for the calibration
algorithm and the state estimation using sensor fusion based on the EKF
and the RBPF algorithms outlined in Section 8.3.

Algorithm 8.1 Rao-Blackwellized Particle Filter for (8.32)–(8.35).

1: Input: Measurement data {yk, y
q
k}T

k=1 and input data {ω̃k}T
k=1 .

2: Initialize: Set {wi
0}N

i=1 = 1/N , sample {qi
1}N

i=1 ∼ p(qi
1) and set

{x̂i,l

1|0, P
i,l

1|0}N
i=1 = {x̄l

1, P
l
1}.

3: for k = 1, . . . , T do
4: for i = 1, . . . , N do
5: Evaluate weights

(
hi

k = h(qi
k), Ci

k = C(qi
k)
)
:

wi
k = wi

k−1St(yq
k; qi

k, R
q, νq)

· N (yk;hi
k + Ci

kx̂
i,l

k|k−1, C
i
kP

i,l

k|k−1(Ci
k)T +Rl). (8.37)

6: end for
7: Normalize the weights to sum to one.
8: If needed, resample with replacement:
9: for i = 1, . . . , N do

10: Choose

qi
k : Pr

(
qi

k = qj
k

)
= wj

k, j ∈ {1, . . . , N}.

11: end for
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12: Kalman Filter measurement update:
13: for i = 1, . . . , N do

Si,l
k = C(qi

k)P i,l

k|k−1C(qi
k)T +Rl, (8.38)

Ki,l
k = P i,l

k|k−1C(qi
k)T(Si,l

k )−1, (8.39)

εk = yk − h(qi
k) − C(qi

k)x̂i,l

k|k−1, (8.40)

x̂i,l
k = x̂i,l

k|k−1 +Ki,l
k εk, (8.41)

P i,l
k =

(
I −Ki,l

k C(qi
k)
)
P i,l

k|k−1. (8.42)

14: end for
15: Particle Filter prediction:
16: for i = 1, . . . , N do

qi
k+1 ∼ p(qk+1|qi

k, ω̃k). (8.43)

17: end for
18: Kalman Filter time update:
19: for i = 1, . . . , N do

x̂i,l

k+1|k = F lx̂i,l
k , (8.44)

P i,l

k+1|k = F lP i,l
k (F l)T +GlQl(Gl)T. (8.45)

20: end for
21: end for

Experimental Setup and Implementation

The sensor calibration and state estimation were experimentally evaluated
on an industrial robot manipulator, which is depicted in Figure 8.1. The
robot is an ABB IRB140 [ABB Robotics, 2014], which was controlled by an
IRC5 control system. The robot was equipped with the research interface
ExtCtrl discussed in Chapter 2, which permits external access to the robot
controller at a sample period of 4 ms. More specifically, the research interface
enables low-level access to the joint position and velocity controllers at this
sample period, while the measured joint positions and velocities and the
corresponding reference joint torques were sent back to the external controller
from the main control cabinet. It is to be noted, though, that with this
interface enabled, the feedforward of the standard ABB motion control is not
active. Thus, the robot motion is slightly less accurate in the experiments
presented here than what would be the case with the complete motion control.

For access of external sensor data in the extended controller, the com-
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munication was handled using the LabComm protocol [Dept. of Computer
Science, Lund University, 2015]. The external control architecture also incor-
porates a server, to which clients sending sensor data using the LabComm
protocol could establish a network connection. No buffering of sensor data in
the communication was made. Instead, motivated by a control and sensor-
fusion perspective, only the latest written data point was available in the
robot controller at each sample.

Two external sensors were employed during the experiments; a tri-axial
Xsens MTi-100 IMU [Xsens Inc. 2014] providing data at a maximum sam-
ple rate of 2 kHz, and a high-accuracy optical tracking system from Nikon
Metrology of model K600 [Nikon Metrology, 2010] measuring the robot posi-
tion with an absolute accuracy below 100 µm at a sample rate of 500 Hz with
the current measurement configuration. The latter was only used for evalu-
ation of the accuracy of the workspace position estimates. Considering that
all external sensors sent data at a higher rate than the sampling frequency
of the robot controller, synchronization of the sensor data and the internal
robot controller data within 4 ms was achieved using the external research
interface. This interface also permitted logging of all data signals (including
sensor signals) with the sampling period of the robot controller.

The state-estimation algorithms were implemented in Matlab for offline
evaluation purposes. The computation times vary with the parameter choices.
For the data and parameter sets considered in this research, each sample
update in the EKF takes on average approximately 1 ms in Matlab with
an implementation where no measures to code optimization have been taken.
A corresponding C-code implementation would thus clearly satisfy real-time
constraints for online processing. The computations required for the RBPF
were more extensive than those for the EKF. Therefore, the Matlab Coder
toolbox was used for transforming the initial implementation to C-code. The
execution time for each sample update obviously depends on the number
of particles in the RBPF. For the experiments performed, 50–300 particles
were sufficient, resulting in average computation times of 0.7–3.9 ms for each
sample update on a standard PC with an Intel i7 quad-core processor. Thus,
executions of the algorithms as an external computational service to the robot
controller clearly satisfy the real-time constraints for online application of
RBPF-based state estimation at the sample rates required for modern robot
controllers. Still, execution of the algorithms within the robot controller itself
is challenging because of the limited available processor power and memory.

Calibration Results

To evaluate and quantify the performance of the calibration method defined
in Section 8.3, data from several experiments were acquired on the robot
setup.
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Experimental Protocol For evaluation purposes, two different paths for
the robot end-effector to be moved along were chosen for excitation. They are
denoted as Path 1 and 2. These paths were located in different parts of the
robot workspace in order to verify the consistency of the calibration method.
The trajectory along each path was planned using three different linear and
rotational velocities (denoted Velocity 1–3, with increasing velocity). The
linear velocities of the robot end-effector were chosen equally spaced in the
interval [0.2, 0.6] m/s. Thus, six different excitation trajectories were evalu-
ated in total. The motion paths were chosen such that excitation (both linear
and rotational) along all Cartesian directions of the robot was achieved. The
data-acquisition experiments were executed repeatedly. Given the repeata-
bility of the robot motion, each trial provided calibration results very close
to each other and thus one data set for each combination of method and
trajectory was used. The four different methods discussed in Section 8.3 for
computing the estimates of the desired calibration parameters were applied
and the results are subsequently compared. These are summarized as:

A. Levenberg-Marquardt algorithm for computation of both RBF and rF
F B

simultaneously from (8.2)–(8.3), and no bias terms (Algorithm A);

B. Two-step procedure with an ordinary linear least-squares solution for
rF

F B and estimation of a constant bias-term for each of the accelero-
meter axes (Algorithm B);

C. Two-step procedure with an ordinary linear least-squares solution for
rF

F B and no bias terms (Algorithm C);

D. Two-step procedure with a total least-squares solution for rF
F B and no

bias terms (Algorithm D).

Results The resulting estimates of the rotation matrix RBF (presented as
corresponding Euler angles) and the translation vector rF

F B for the different
excitation trajectories and algorithms are provided in Table 8.1. Because of
the similarity of the rotation-matrix estimates for different excitation veloc-
ities, the estimates of RBF are only provided for Velocity 2. Comparing the
parameter estimates obtained for the different algorithms and excitation tra-
jectories, it can be observed that the estimates R̂BF of the rotation matrix
are highly consistent, whereas minor variations are visible for r̂F

F B (in partic-
ular with regard to the velocity of the segments of the excitation trajectory).
The mean of the estimates r̂F

F B is
(
−0.0544 0.0295 0.125

)T
m,

and the standard deviation is
(
2.2 0.79 2.5

)T
mm.
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Thus, the results are clearly consistent, and the accuracy is acceptable given
the uncertainty of the acquired sensor data. It should also be noted that for
this particular IMU, the bias estimation performed with Algorithm B does
not influence the resulting estimation accuracy of the calibration parameters
to any large extent.

In order to verify the estimated rotation matrix R̂BF , it is first noted in
the experimental setup in Figure 8.1 that the Z-axes of ΨB and ΨF are ap-
proximately parallel but pointing in opposite directions. Thus, it is expected
that the first two Euler angles are close to −π and 0, respectively. This can
be verified to be the case in Table 8.1. The third Euler angle is evaluated by
rotating the IMU with the robot according to the estimated angle, such that
the gravity vector is aligned with the X- and Y -axis of ΨB , respectively. The
absolute values of the measured accelerations along the other axes were less
than 0.054 m/s2 in both cases, indicating that the orientation calibration is
accurate. To the purpose of establishing a reference value of the translation
vector rF

F B , the corresponding distances were determined manually by mea-
suring from the robot-flange origin to the IMU origin using a Vernier caliper.
For practical measurement reasons, only the distance along the plane defined
by the X- and Y -axes and the distance along the Z-axis of ΨF could be mea-
sured. The result was that the third component of r̂F

F B was 0.124 m, whereas
the Euclidean norm of the first and second components was 0.066 m.

Sensor-Fusion Results

The EKF and RBPF state-estimation algorithms defined in Section 8.3 were
experimentally evaluated using four different data sets, obtained from exper-
iments enumerated as 1–4. The algorithms were evaluated with respect to
accuracy in the state estimation (using the measurements from the optical
tracking system as reference) as well as in a sensitivity analysis using the
acquired data sets. Motivated by that the workspace position is the primary
interest in general, the results and evaluations in this subsection focus on
this part.

Experimental Protocol For each experiment, the robot end-effector was
programmed to move along a path in Cartesian space (measured in the frame
ΨW in Figure 8.1) with specified orientation at certain waypoints along the
path. Different paths were used for Experiments 1–4, and for each experiment
the path was traversed three times in total, with the velocity multiplied by
two in each repetition starting from 0.25 m/s for the linear velocity. During
Experiments 1–2, the specified end-effector orientation was constant along
the path. In contrast, during Experiments 3-4 the specified orientation varied
along the path. The same comment regarding the repeatability of the robot
motion as for the calibration applies to these experiments.

130



8.4 Experimental Results

Table 8.1 Experimental results from the calibration procedure using dif-
ferent algorithm variants and excitation trajectories, as defined in the text.
The configuration (Conf.) of excitation trajectory and method is defined
as (Path No. & Algorithm). The rotation matrix is presented as the corre-
sponding Euler angles (XY Z convention).

Conf. Euler ang. R̂BF [rad], Vel. 2 r̂F
F B , Vel. 1 [m]

1 & A
(
−3.13 −0.0009 −1.21

) (
−0.0499 0.0297 0.123

)T

1 & B
(
−3.13 −0.0002 −1.21

) (
−0.0502 0.0298 0.123

)T

1 & C Same as 1 & B
(
−0.0500 0.0298 0.123

)T

1 & D Same as 1 & B
(
−0.0503 0.0300 0.124

)T

2 & A
(
−3.13 0.002 −1.20

) (
−0.0552 0.0281 0.122

)T

2 & B
(
−3.13 0.002 −1.21

) (
−0.0555 0.0282 0.122

)T

2 & C Same as 2 & B
(
−0.0553 0.0285 0.122

)T

2 & D Same as 2 & B
(
−0.0555 0.0287 0.123

)T

Conf. r̂F
F B , Vel. 2 [m] r̂F

F B , Vel. 3 [m]

1 & A
(
−0.0535 0.0294 0.127

)T (
−0.0570 0.0288 0.128

)T

1 & B
(
−0.0536 0.0300 0.127

)T (
−0.0571 0.0295 0.128

)T

1 & C
(
−0.0535 0.0300 0.127

)T (
−0.0571 0.0295 0.128

)T

1 & D
(
−0.0537 0.0300 0.127

)T (
−0.0573 0.0296 0.129

)T

2 & A
(
−0.0554 0.0306 0.127

)T (
−0.0548 0.0288 0.123

)T

2 & B
(
−0.0554 0.0306 0.126

)T (
−0.0550 0.0289 0.122

)T

2 & C
(
−0.0553 0.0308 0.127

)T (
−0.0549 0.0291 0.123

)T

2 & D
(
−0.0555 0.0309 0.127

)T (
−0.0551 0.0292 0.123

)T

State-Estimation Results Here, the results from the data for Experi-
ment 1 are presented in detail. The results for the other data sets were sim-
ilar in terms of estimation performance, and are therefore not presented in
detail. However, these results will be revisited when discussing the robustness
of the considered algorithms. The robot path for Experiment 1 is presented
in Figure 8.2, together with the actual tool position measured by the optical
tracking system. The tool was in all experiments defined to be coinciding
with the IMU origin, and all position and orientation estimates are provided
with respect to the frame ΨW in Figure 8.1. Moreover, in all experiments a
total number of 300 particles was used in the RBPF algorithm and the num-
ber of degrees-of-freedom in the multivariate Student’s t-distribution was
νω = νq = 50. The same parameters were chosen for the common parts of
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Figure 8.2 Position estimates from the forward kinematics and the actual
traversed path in Experiment 1. The latter was measured by the optical
tracking system.

the noise modeling in the EKF and the RBPF algorithms. Also, employing
more particles in the RBPF was evaluated in simulation, but did not sig-
nificantly improve the estimation, while increasing the average computation
time. Given the stochastic nature of the RBPF, 100 Monte Carlo runs were
performed for each data set in order to verify the consistency of the RBPF
algorithm. The results are reported in this section as the average over these
simulations.

In order to highlight the performance of the algorithms, the obtained
results were analyzed both qualitatively and quantitatively. Three represen-
tative segments of the complete path and the corresponding estimates along
the X-, Y -, and Z-axes are provided in Figure 8.3 for the RBPF. The results
obtained with the EKF were similar from a qualitative perspective, and are
therefore not presented in detail but instead further analyzed later in this
section. The standard deviation for the position estimates over the Monte
Carlo runs for the RBPF is below 70 µm for all Cartesian axes. Observing
the results in Figure 8.3 closer it is seen that for the current experiment, the
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Y - and Z-axes exhibit the most notable deviations of the forward-kinematics
estimates from the reference measurements, and thus it is here that the IMU
can contribute with the most additional relevant information to the forward
kinematics ξ(θ). The position estimates obtained using the forward kinemat-
ics of the robot are also visualized in the figure for comparison. The estimates
obtained with the sensor-fusion algorithm exhibit lower absolute error than
the forward-kinematics estimates, in particular when considering the oscilla-
tions induced in the robot when moving at high velocities.

A comparison of the orientation estimates provided by the two algorithms
for a segment of the data set acquired during Experiment 1, where the ve-
locity of the robot is significant, is shown in Figure 8.4. The orientation is
presented as the Euler angles corresponding to qBW . The standard deviation
for the quaternion estimates over the 100 Monte Carlo runs for the RBPF
is below 4 · 10−4 for all states. Thus, the standard deviations for both the
position and the orientation indicate consistent state-estimation with the
RBPF.

To quantify the performance of the algorithms, the estimation errors were
computed for the estimated trajectories and compared to the error of the for-
ward kinematics. The measurements from the optical tracking system were
used as ground truth; thus the error is defined as the absolute values of the
difference between the ground truth and the estimates. For illustration pur-
poses, Figure 8.5 shows the absolute estimation error for the RBPF algorithm
corresponding to the trajectories visualized in Figure 8.3. To quantify the per-
formance of the estimation for the complete trajectory, i.e., a movement with
a duration of approximately 10 s, the root-mean square error (RMSE) along
each Cartesian axis was computed. The results for the EKF and the RBPF,
measured as the ratio between the RMSE for the state-estimation algorithm
and the RMSE for the forward kinematics, are provided in Table 8.2. The
performance increase, though, is significantly higher than the RMSE at the
locations where the deviations are the largest and thus information from the
IMU can contribute. As a result of the configuration of the robot in the ex-
periment, it follows that the joint- and link flexibilities interact such that
the largest deviations were to be expected along the Y - and Z-axes of the
frame ΨW . Hence, the major improvements in the position estimation were
observed along these axes. On the contrary, much less extra information to
the forward-kinematics estimates can be extracted from the IMU along the
X-axis.

Robustness Evaluation An important aspect when performing state es-
timation online is the sensitivity to the noise modeling and parameter choices
in the algorithms. These decisions include choice of number of particles in
the RBPF as well as the assumed noise covariance matrices for the process
noise and the measurement noise. The latter can to some extent be extracted
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Table 8.2 Results for Experiment 1 using EKF and RBPF, measured
as the ratio between the RMSE for the state-estimation algorithm and the
RMSE for the forward-kinematics estimates.

Algorithm X [%] Y [%] Z [%]

EKF 94.0 83.9 76.7
RBPF 94.1 83.7 77.0

Table 8.3 Robustness evaluation of the EKF and the RBPF algorithms,
using the same assumptions for the noise parameters as in the evaluation of
Experiment 1 in Table 8.2. The numbers are the ratio between the RMSE for
the state-estimation algorithm and the RMSE for the forward-kinematics
estimates.

Algorithm Experiment X [%] Y [%] Z [%]

EKF Exp. 2 93.4 74.6 98.8
RBPF Exp. 2 93.4 74.6 99.1
EKF Exp. 3 98.4 91.7 81.7
RBPF Exp. 3 98.4 91.6 81.8
EKF Exp. 4 88.9 86.9 82.9
RBPF Exp. 4 88.9 87.3 83.3

from measurements collected a priori during a test execution. In order to test
the robustness of the state-estimation algorithms, the data sets from Exper-
iments 2–4 were used with the same noise modeling and filter parameters as
for Experiment 1. The results are collected in Table 8.3.

8.5 Discussion

This chapter of the thesis considered the problem of workspace state estima-
tion for robot manipulators by sensor fusion of IMU data and the internal
robot joint-motor position measurements. An inherent problem in such meth-
ods is the pose calibration of the sensors involved. A method for calibration
of an IMU attached to the tool of a robot manipulator was considered, which
was evaluated experimentally. The formulation of the calibration problem
enabled the estimates to be computed without using nonlinear optimiza-
tion (in contrast to, e.g., [Birbach and Bauml, 2014]). Another advantage
compared to, e.g., the accelerometer calibration method in [Axelsson and
Norrlöf, 2012], is that the method discussed does not require special motion
patterns (only translational and orientational excitation along all Cartesian
axes) and takes advantage of both accelerometer and gyroscope measure-
ments for the calibration. Comparing the obtained calibration values from
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the manual measurements of rF
F B with the results obtained with the cali-

bration algorithm in Table 8.1, it is clear that there is good correspondence
within a few millimeters, which is in the range of the uncertainty involved
in the manual measurements. The estimates of the rotation matrix exhibited
very low variance between the different excitation trajectories, and the corre-
sponding estimated Euler angles were in agreement with the physical setup
and an experimental verification.

Relying on the calibrated IMU, two different state-estimation algorithms
based on the EKF and the RBPF, respectively, were considered. The motion
of the robot tool was modeled using a kinematic approach, thus minimizing
the modeling effort required for application of the methods. In general, the
forward and differential kinematic model information is available and can
be employed. In contrast, identification of dynamic robot models requires
more extensive experiments and subsequent processing. Kinematic models,
similar to those in this chapter, have been considered for state estimation
for robot manipulators previously in, e.g., [Jeon et al., 2009; Norén, 2014],
but only for state estimation with the EKF algorithm. Thus, a novelty in
this chapter is the application of the RBPF to the case of pose estimation in
workspace with kinematic models for robot manipulators. Kinematic mod-
els can serve as an evaluation of the performance that can be achieved with
both the EKF and the PF when compared to approaches with more elabo-
rate linear or nonlinear dynamic models as employed in, e.g., [Axelsson et
al., 2012; Henriksson et al., 2009; Chen and Tomizuka, 2014; De Luca et al.,
2007]. The state-estimation accuracy and robustness are, of course, a trade-
off between modeling complexity and applicability. Many of the previously
suggested sensor-fusion algorithms in this area employ joint-space models,
which increase the dimension of the state space. Since state estimation in
workspace directly is considered in this chapter, the state-space dimension
can be reduced if explicit joint-position estimates are not required. This en-
ables estimation of the states for all six DoF of the robot tool in workspace.

Both algorithms for workspace state estimation in this chapter were shown
to be possible to run in real-time on a standard PC. It was shown that the
solution times were below 4 ms for both the EKF and the RBPF, while
still providing higher estimation accuracy than the forward kinematics for
all axes (see Tables 8.2–8.3). This is not surprising for the EKF, but the
computation times reported previously for PF-based estimation in the robot-
manipulator context (see, e.g., [Axelsson et al., 2012; Rigatos, 2009]) are
longer than the expected sampling period of a robot controller, thus not
permitting online processing. The tools used for achieving real-time state
estimation with the Particle Filter were twofold; first kinematic modeling
was employed and second the Rao-Blackwellized PF was utilized. Using the
RBPF can also be shown to result in lower variance of the estimate than
the conventional Particle Filter, see [Lindsten et al., 2011]. Regarding the
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estimation of the orientation, see Figure 8.4, it is clear that both algorithms
performed similarly; this is expected because of the small orientation changes
occurring during the motion in that experiment.

The performance of the state estimation is also a trade-off between model
complexity and computational times. Still, the results from extensive exper-
iments on a robot system showed a decrease of the estimation error for the
3D position, compared to the estimates provided by the forward kinematics
of the robot. This shows that also kinematic models can be applied in robotic
sensor-fusion applications with convincing results. Since nonlinear dynamic
robot models are not commonly available, it is believed that the approach
considered in this chapter extends the potential application areas for robot
state estimation.

Since the state estimation is based on kinematic models and the forward-
kinematics estimates are assumed to represent the arm-side position with
additive noise (see Section 8.3), the robustness of the algorithms is an im-
portant aspect. It is standard procedure in PF-based methods to choose the
covariance matrices slightly larger than what is justified by the measurement
noise, in order to avoid particle depletion and account for possible model
approximations, see, e.g., [Gustafsson, 2010]. This strategy was used when
parametrizing the noise modeling in this chapter. The performances of the
EKF-based algorithm and the RBPF-based algorithm were investigated, and
it was found that both exhibited similar sensitivity with respect to the noise
modeling and filter parameters for different trajectories, see Table 8.3. More-
over, they both remained stable for different excitation trajectories.

Unlike the EKF, the RBPF is a theoretically more valid approach since
it is consistent and unbiased. The RBPF algorithm also offers a more general
framework for state estimation, because the measurement noise does not have
to be Gaussian. This property was used to model the measurement noise from
the IMU as multivariate Student’s t-distributed, a distribution which is less
sensitive to outliers than the Gaussian distribution. Note that the Gaussian
distribution can be recovered by letting the parameter ν → ∞. Furthermore,
since the distribution of the orientation states would deviate more from a
Gaussian distribution in the cases of high speed and rapidly changing jerk
of the motion, the RBPF should perform better than the EKF for extreme
robot motions.

8.6 Conclusions

The problems of pose calibration of IMUs and workspace pose state estima-
tion for robot manipulators have been approached. An algorithm for calibra-
tion of IMUs with respect to the robot flange was discussed. In addition, two
different state-estimation algorithms (based on the EKF and the RBPF) that
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can be executed in real-time for subsequent use in a robot controller were
considered and evaluated in experiments. The experimental results from the
calibration showed that the position and orientation of the sensor could be
established with high accuracy (within a few millimeters for the estimated
position with respect to the robot flange). The sensor-fusion algorithms pro-
vided results from experiments on a robot, with all six DoF moving, that
increased the accuracy up to 25% compared to the robot forward kinematics
(see Table 8.2). Considering the significant improvements without the need of
accurate dynamic modeling, the method also offers robustness to uncertain
and varying load conditions, which could be very relevant in, for instance,
industrial settings. To summarize, this chapter investigated algorithms and
presented experimental results for IMU calibration and state-estimation of
the robot pose that are believed to contribute to the future applicability of
online sensor fusion for robot manipulators in a broad sense.
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Conclusions and Future

Research

In this part of the thesis, methods for increasing the position accuracy of
operations and task executions performed with industrial robots were pre-
sented and discussed. Both offline and online approaches were developed
and experimentally evaluated. A common theme for the methods is model-
based estimation and control combined with sensing and actuation in the
robot workspace. For online control and actuation, a conventional industrial
robot manipulator was combined with an external piezo-actuated compensa-
tion mechanism. This experimental setup enabled correction of errors in the
relative position between the tool and the workpiece, beyond the bandwidth
of the robot manipulator. A macro/micro-actuator feedback control architec-
ture was developed, where an optical measurement system for online tracking
of the robot and micro-manipulator end-effectors was used. In a subsequent
experimental validation comprising milling in aluminium as well as in steel,
the performance of the proposed approach was contrasted to machining re-
sults obtained using state-of-the-art methods. Moreover, dynamic modeling is
an essential part of controller design. To this purpose, subspace identification
methods were applied for gray-box modeling of the compliance dynamics of
flexible mechanical systems, such as the micro-manipulator. The developed
method was applied to the micro-manipulator, and the results provided new
insights regarding both the fundamental frequency characteristics and the
cross couplings (resulting from the mechanical design) between the actua-
tion axes. As a further means to improve the position accuracy in the robot
workspace, pose state estimation was considered using online sensor-fusion
algorithms with IMU sensors on the robot tool. This proved to be successful
in that the estimates provided by the algorithms exhibited lower error than
the estimates obtained using only the forward kinematics of the robot with
nominal model parameters. Such state-estimation methods are not only of
interest in machining scenarios, but also in more general applications where
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the eigenmodes of the robot are excited. Other important aspects here are
that the methods do not require extensive robot modeling and can be applied
online and thus employed for real-time compensation.

For the future, the online compensation strategies should be combined
with offline compensation approaches. As a foundation for such develop-
ments, robot joint modeling and subsequent parameter identification were
discussed. Models describing the joint characteristics in quasi-static opera-
tions were developed to the purpose of simulation and prediction of the joint
motion in machining scenarios. Implementation of the resulting joint-based
robot models (including the accompanying controllers) can be performed,
e.g., in the modeling language Modelica [Modelica Association, 2015]. A
method for parameter identification, which was based on rigidly attaching
the end-effector of the robot to a fixed base and actuate each joint motor
using the control system, was developed and subsequently experimentally
evaluated. Using the joint models and the measured parameters, prediction
of the position deviations to be expected in the task execution would be
possible already in the offline path-planning phase.

Another aspect of online task execution that has not been treated in
this thesis is learning. Thus, future research include integrating the devel-
oped compliance models in, e.g., the ILC methods for machining discussed
in [Cano Marchal et al., 2014]. Also, adaptive contact-force control combined
with learning [Sörnmo et al., 2012b; Sörnmo et al., 2015] could be combined
with the models and sensor-fusion algorithms presented in Chapters 6–8 in
this thesis for high-accuracy and high-performance machining with robot ma-
nipulators. As a summary, the results and methods presented in this part of
the thesis are considered as steps toward the goal of having robot cells that
are capable of machining with machine-tool accuracy by combining offline
and online compensation strategies.
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10

Introduction to Optimal

Motion Control

This chapter provides an introduction to and motivates the interest in op-
timal motion control for robots and vehicles. Optimal motion control for
robots is investigated in the context of path tracking, whereas optimal con-
trol of road vehicles, e.g., is of interest for finding new safety systems and
testing the limits of state-of-the-art dynamic modeling.

10.1 Optimal Motion Control for Robotic Systems

An integral part of the programming and task execution of robotic systems
is the path and trajectory generation. A common task is to move the robot
from point A to point B, without constraints on the path between the start
and end points except to avoid known obstacles [Van Loock et al., 2013;
LaValle, 2006]. However, in certain applications the path between the points
is of explicit interest, and thus reliable path tracking is desired. Another
scenario is that a global path planner provides the path, and a subsequent
trajectory generation is to be made [Verscheure et al., 2009c]. Therefore, in
intelligent and/or autonomous systems it is customary with a decoupled ap-
proach, i.e., to segment motion control in the levels of path planning and path
tracking [Kant and Zucker, 1986; LaValle, 2006] in a hierarchical structure
to reduce the complexity of the complete motion-planning problem. To uti-
lize the full capacity of the robot in a path-tracking application in industry,
where the actuators are the limiting factors, a robust, near time-optimal path
tracking considering the constraints on the actuators is desirable. Note that
time-optimal does not per se imply high velocities, only that the maximum
capacity of the actuators is used.

The task considered in Chapter 11 is for a controlled mechanical system
to follow a predefined geometric path. A path is a curve in space, whereas for
a trajectory the curve is time-parametrized, or alternatively, a corresponding
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velocity profile is given. The fundamental difference between path tracking
and trajectory tracking is consequently that the velocity along the path can
be modified in the case of path tracking. Path tracking, or equivalently path
following, is a fundamental control problem with many applications, and
it is well-known for robot manipulators in tasks such as machining, weld-
ing, gluing, and cutting. Path tracking is also a major component in new
developments in intelligent robotics, unmanned aerial vehicles (UAVs), and
autonomous vehicles, and the current interest in robust algorithms for path
tracking is considerable, see [Conte et al., 2004; Hoffmann et al., 2008; Hehn
et al., 2012].

Trajectory Tracking versus Path Tracking

One way of approaching path tracking is to consider it as the task of tracking
a sequence of trajectory points for a vector x(t) of position coordinates in
space, given as function of time t. Thus, path tracking is achieved by trajec-
tory tracking. Trajectory tracking in this context means that the time frame,
including the time when reaching the final state, is fully specified, and a
common method is model-based feedforward control combined with online
feedback using predefined trajectories.

In contrast, there are many examples where path tracking is possible but
trajectory tracking is not, and a typical situation is when an actuator reaches
its saturation limit. In all practical systems, there are always limitations on
the available control authority, and then the only possibility may be to adjust
the speed along the path, or phrased equivalently, to scale the time frame
available for completion of the task. As a concrete example, when driving a
car and the road exhibits high slip, the only way to stay on the road—i.e.,
on the desired predefined path—may be to adjust the speed. Further, it is
natural, as in the car-driving example, to think in terms of position along the
path instead of time: The driver turns at a bend (path tracking) not after
a certain time (trajectory tracking). In practice this means that the time
frame is released, or equivalently phrased, that the speed along the path is
adjusted. Nevertheless, there must still be coordination between the degrees
of freedom (DoF) of the system to follow the desired path, and early research
in this spirit is by means of dynamic scaling of the trajectories [Hollerbach,
1984].

10.2 Optimal Motion Control for Road Vehicles

Development of mathematical models and model-based control strategies for
optimal road-vehicle maneuvers in time-critical situations have emerged as
powerful tools during the past decade, see, e.g., the survey in [Sharp and
Peng, 2011]. Another recent survey on vehicular optimal control is presented
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in [Limebeer and Rao, 2015], where the focus is on time and fuel optimization.
An additional motivation for the interest in application of optimal control to
vehicles is the possibilities to devise improved future safety systems for road
vehicles and driver-assistance technologies. Advanced vehicle safety systems
of today, such as the ESC systems, Anti-Lock Braking systems (ABS), and
Active Slip Regulation (ASR) systems, see, e.g., [Isermann, 2006], [Liebe-
mann et al., 2005], and [Bauer et al., 2000], are still lagging behind the
maneuvering performance achievable by professional race car drivers in criti-
cal situations, but the vision for improvement is there [Funke et al., 2012]. In
particular, [Funke et al., 2012] presents control design with this perspective
for autonomous vehicles driving close to the physical limits. Even though
the solution of an optimal control problem depends on the particular choice
of model and cost function, the fundamental behavior and control strategies
found in the optimization can be used as inspiration for, or even integrated
into, future safety systems. Hence, the research aim of the results presented
in this thesis is the following:

• Develop a methodology for computing optimal trajectories for road
vehicles in time-critical situations;

• Evaluate the strategy on different vehicle-maneuvering situations, so as
to increase the understanding of vehicle dynamics in extreme situations;

• Investigate the influence of uncertain road conditions on the optimal
maneuver;

• Analyze the obtained results to the purpose of design of new driver-
assistance technologies with improved performance, compared to state-
of-the-art systems of today.

The interaction between the vehicle and the road in an aggressive vehicle
maneuver is complex, and consequently careful vehicle and tire modeling is
required in order for the optimal control formulation to provide significant
results. These aspects are extensively discussed in [Sharp and Peng, 2011].
In particular, if optimal control with time-optimality as criterion is consid-
ered, the control inputs and state variables are often at their limits and the
vehicle chassis and tire models must provide reliable outputs even outside
their normal range of operation. Another challenge with tire modeling is the
experimental measurements of model parameters. An experimental evalua-
tion presented in [Carlson and Gerdes, 2005] exhibits large variability of the
measurement of the longitudinal tire stiffness—i.e., the slope of the longitu-
dinal force-slip curve. Further, when considering combined longitudinal and
lateral slip, the tire-force modeling is even more demanding, since the tire
model needs to capture the combinations of longitudinal and lateral slip that
result in maxima and minima in the resulting tire force. In addition, it is of
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interest to be able to model the tire forces on different surfaces, such as dry
and wet asphalt, snow, and ice. To that purpose, scaling of nominal tire-model
parameters has been proposed and experimentally measured, see [Pacejka,
2006; Braghin et al., 2006]. This strategy is investigated for computation of
optimal maneuvers on different road surfaces in Chapter 13.
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11

Control Architecture for

Path Tracking with Robots

11.1 Introduction

In this chapter, a control architecture for high-accuracy and high-
performance path tracking for robot manipulators is developed. The control
structure is called path-tracking velocity control (PTVC) and builds on
previous path-velocity control (PVC) algorithms [Dahl, 1992]. To utilize the
freedom of velocity control along the desired path, it is clear that there are
two different problems to be solved. One task is to control the traversal along
the tangential direction of the path, where the objective typically is some
optimal performance, e.g., minimum-time or minimum-energy. The other
task is to follow the path, i.e., to coordinate the different DoF of the system
such that the desired path is tracked. It is therefore natural to introduce a
separation of the control of tangential motion along the path and motion
toward the path (along the normal or binormal directions). This chapter of
the thesis is derived, in parts, from the manuscript [Olofsson and Nielsen,
2015].

This chapter is organized as follows. A motivating example explaining
fundamental concepts of the algorithm is presented in Section 11.2. The nat-
ural coordinates of a curve [Thorpe, 1979; Meriam and Kraige, 2012] is an
appropriate framework for defining the tangential direction and the orthog-
onal directions of the path. This is described in Section 11.3, where also the
definition of radius of curvature that is used in the control law is provided.
The mathematical models of the mechanical systems under consideration are
defined in Section 11.4. In this section, trajectory generation for such systems
is also discussed. Then, based on natural coordinates, the control architecture
PTVC with separate terms for tangential and orthogonal control is presented
in Section 11.5. Subsequently, an analysis of the convergence properties is
presented in Section 11.6. The algorithm is evaluated in Section 11.7 with
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extensive simulations on different manipulators. The results obtained, possi-
ble extensions, and generalizations of the control architecture are discussed
in Section 11.8, and finally conclusions are drawn in Section 11.9.

Previous Research on Path Tracking

Initial research on time-optimal trajectory generation for path tracking with
robot manipulators was presented in [Bobrow et al., 1983; Bobrow et al.,
1985; Pfeiffer and Johanni, 1987; Shin and McKay, 1985; Shiller, 1994b],
and extensions with respect to dynamic uncertainties and singular control
were proposed in [Shin and McKay, 1987; Shiller, 1994a]. Recently, a convex
reformulation of the trajectory-generation problem for time-optimal path-
tracking was suggested in [Verscheure et al., 2008; Verscheure et al., 2009c],
together with efficient algorithms for computation of the optimal trajecto-
ries. Extensions with respect to convex-concave constraints were presented in
[Debrouwere et al., 2013]. Methods for online trajectory generation for time-
optimal path tracking were considered in [Verscheure et al., 2009a; Verscheure
et al., 2009b]. Further application areas for the methods in [Verscheure et al.,
2009c] were investigated in [Lipp and Boyd, 2014].

As stated in the previous subsection, path tracking can be achieved by
trajectory tracking, conditioned that sufficient control authority is available.
Within this class of approaches with a given time horizon, there are estab-
lished algorithms to adjust the control inputs to obtain path tracking in the
cases that there is some degree of repetitiveness of the path. As previously
discussed in the thesis, ILC is one such successful strategy [Arimoto et al.,
1984; Miyazaki et al., 1986; Norrlöf, 2000; Norrlöf, 2002]. The typical ap-
plication scenario of ILC is offline in a batch-oriented structure. Often, ILC
methods are limited to tasks where the trajectory is of fixed length, thus
not permitting time scaling. Methods for relaxing this requirement were in-
vestigated in [Xu, 1998; Li et al., 2014]. ILC for optimal path tracking was
considered in [Janssens et al., 2013]. Path tracking for mobile platforms was
investigated in [Sarkar et al., 1993; Egerstedt et al., 2001]. Feedback lin-
earization for trajectory planning was proposed in [Hauser and Banaszuk,
1997] and trajectory optimization in constrained environments was consid-
ered in [Bayer and Hauser, 2012]. Control laws for path tracking with mobile
robots resulting in exponential convergence were proposed in [Sørdalen and
Canudas de Wit, 1993]. The major difference between manipulators consid-
ered in this chapter and mobile robots is the non-holonomic constraints that
might be necessary to consider for the latter category of systems.

The present research is a new approach to dynamic scaling of trajecto-
ries [Hollerbach, 1984], where the formulation is most related to the previous
research by Dahl and Nielsen [Dahl and Nielsen, 1990b]. The algorithm pro-
posed in [Dahl and Nielsen, 1990b] was formulated as online time scaling
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of precomputed time-optimal trajectories, but could equivalently be phrased
as online velocity control along the path and is here denoted path-velocity
control (PVC) [Dahl, 1992; Dahl, 1994]. Extensions of the PVC algorithm
in [Dahl and Nielsen, 1990b] and alternative approaches to high-accuracy
path tracking have later been proposed in, e.g., [Kieffer et al., 1997; An-
tonelli et al., 2003; Gerelli and Guarino Lo Bianco, 2008; Guarino Lo Bianco
and Wahl, 2011; Guarino Lo Bianco and Gerelli, 2011; Antonelli et al., 2011;
Guarino Lo Bianco and Ghilardelli, 2014], where the extensions mainly are
with respect to the constraints on the system that can be accounted for
and regarding developments for practical implementations of the algorithms
in industrial systems. In particular, important extensions with respect to
constraints in the robot workspace were proposed. Dynamic scaling of tra-
jectories for robots with elastic joints was considered in [De Luca and Farina,
2002], and dynamic time scaling for generating energy-optimal trajectories
for robots was proposed in [Wigström et al., 2013]. Another approach to
path tracking for position servos with actuator limitations was considered in
[Niu and Tomizuka, 2001]. Initial research on an alternative formulation of
the path-tracking control problem with actuator constraints was presented in
[Arai et al., 1994], where control along the orthogonal directions of the path
was introduced and given priority over the control along the tangent of the
path, thus not focusing on the coordination of the DoF. Another approach
to orbital stabilization for nonholonomic underactuated systems based on
transverse linearization, related to the control architecture in this chapter,
was suggested in [Freidovich and Shiriaev, 2012]. Moreover, a predictive path
parametrization for online path tracking was considered in [Bemporad et al.,
1999], with a similar purpose as the PVC algorithm presented in [Dahl and
Nielsen, 1990b].

Contributions

The main contribution of this chapter is a control architecture for robust
path tracking for robot manipulators with actuator constraints. The path-
tracking problem is approached using a separation between tangential and
orthogonal control along the path. In the setting of the tangential direction
x⊥ and the orthogonal directions x‖, the control along x‖ utilizes PVC and
builds on previous algorithms for time scaling [Dahl and Nielsen, 1990b]. In
addition, a control law for achieving fast convergence along the orthogonal
directions of the path, x⊥, is developed. Combining these two algorithms
results in the control architecture named PTVC, that employs coordinated
feedback control both along x⊥ and x‖. This strategy, PTVC, achieves robust
path tracking for a wide class of mechanical systems.
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11.2 A Conceptual Example

The following example introduces some of the main approaches in this chapter
for obtaining convergence of the path tracking along the transversal directions
of the path in the case of model uncertainty and disturbances.

Tracking of a Circular Path

Consider the path-tracking task where the path to follow is a circle with
constant radius R in a two-dimensional space. Let x1 and x2 be the positions
along the respective coordinate axis. Different descriptions of the path will be
valuable in the conceptual treatment of the task. The circle can be described
by an equation

g(x1, x2) = x2
1 + x2

2 −R2 = 0, (11.1)

and it can be described in parametrized form as

x1 = R cos(θ), (11.2)

x2 = R sin(θ), (11.3)

where θ is the angle with respect to the positive x1-axis. The latter relation
is put in vector form by defining f =

(
x1 x2

)T
. Note that f here denotes

the coordinates in Cartesian space, while in Section 11.4 it instead denotes
the path for the generalized coordinates. The path parameter s is introduced
as the length along the path. Then, θ = s/R and

f(s) =

(
R cos(s/R)
R sin(s/R)

)
. (11.4)

The motion along the circle can also be expressed as a state-space dynamic
system according to

ẋ1(t) = ωx2(t), (11.5)

ẋ2(t) = −ωx1(t), (11.6)

where ω is the angular velocity, defined by the relations ω = −θ̇ = −ṡ/R.
Further, the variable r is introduced as the distance from the origin according
to r2 = x2

1 + x2
2. The path-tracking task is to keep r(t) = R. Considering

(11.5)–(11.6), any model error or disturbance leading to r(t) 6= R, will result
in the system continuing to evolve with a new faulty radius different from R.

To achieve path stability—i.e., the property that r(t) will converge to R
after a disturbance—it is natural to introduce corrections orthogonal to the
path. Here, this means in the direction of the gradient to (11.1), which is
denoted ∇g. Justified by the analysis following in Section 11.6, one choice is
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to introduce a path-stability term according to

1

2
(R2 − r2)∇g = (R2 − r2)

(
x1

x2

)
=

(
x1(R2 − r2)
x2(R2 − r2)

)
. (11.7)

Introducing the compensation term (11.7) in (11.5)–(11.6) leads to the re-
sulting dynamics given by

ẋ1(t) = ωx2(t) + x1(t)
(
R2 − r(t)2

)
, (11.8)

ẋ2(t) = −ωx1(t) + x2(t)
(
R2 − r(t)2

)
. (11.9)

Eliminating x1 and x2 from the relations (11.8)–(11.9) is performed by mul-
tiplying the first and second equation with x1 and x2, respectively, and then
adding and subtracting equations pairwise. Using that rṙ = x1ẋ1 + x2ẋ2 for
the first case and substituting x1 = r cos(θ), x2 = r sin(θ) for the second case,
this procedure leads to the following decoupled set of differential equations

ṙ(t) = r(t)(R2 − r(t)2), (11.10)

θ̇(t) = −ω. (11.11)

The differential equations above are solved independently. Starting with
(11.10), the principle of separation of variables is used to obtain the pos-
itive solution, which is given by

r(t) = R

√
1

1 + ke−2R2t
, (11.12)

where k is a constant determined by the initial value r(0). Here, it holds that
R − r = O(e−2R2t), so it is clear that r(t) converges to R exponentially as
t → ∞. The second differential equation, (11.11), gives

θ̇(t) =
ṡ(t)

R
, (11.13)

which is just a rephrasing of the definition. Consequently, (11.8)–(11.9) result
in exponential convergence to the path, while behavior along the path is still
free to be controlled by a separate control law. This tangential behavior is
described by the path parameter s and it can thus be used for tangential
path-velocity control.

Outline of Algorithm Concepts

The key step in this chapter is to use the separation principle, indicated in
the previous example, between tangential control and exponential path con-
vergence along the directions normal to the path. For a given path, there
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needs to be a sequence of local coordinate systems, defining the local vari-
ables corresponding to x1, x2, and the radius R. A natural choice here is to
use the well established mathematical concept of natural coordinates for a
path [Thorpe, 1979; Meriam and Kraige, 2012], as will be described in Sec-
tion 11.3. Conceptually, the center of curvature will serve as the origin for the
variables x and the radius of curvature will serve as R. For a general path, a
well established concept in optimal trajectory planning [Bobrow et al., 1983;
Bobrow et al., 1985; Pfeiffer and Johanni, 1987; Shin and McKay, 1985], and
also in feedback architectures such as [Dahl and Nielsen, 1990b], is to reduce
the multi-dimensional control problem to a one-dimensional problem by us-
ing the correspondence to (11.4)—i.e., to parametrize the path f in a scalar
path coordinate s. Conceptually, this means that the path is a constraint in
x, and that s and its time-derivatives are used to compute the optimal veloc-
ity profile along the path. This parametrization is presented in Section 11.4,
and is used for tangential control, which is equivalent to control along x‖.
The control architecture in Section 11.5 integrates the control along x‖ from
[Dahl and Nielsen, 1990b] with control along x⊥, similarly to (11.7) in the
example described earlier in this section.

11.3 Natural Path Coordinates

When studying motion along a path—i.e., a curve in space—the concept of
natural coordinates is often used. This formulation can be found in standard
textbooks both in mechanics [Meriam and Kraige, 2012] and in mathematics
[Thorpe, 1979]. The main results used later in this chapter are briefly reca-
pitulated in this section, but the proofs are to a large extent omitted and the
reader is referred to the mentioned references for details. The important role
of tangential motion and the role of curvature along the normal direction
should be noted.

Definition of Coordinate System

The natural coordinate system is usually derived by means of a trajectory,
which from the geometrical point of view is a parametrized curve in a three-
dimensional space. Thus, let the trajectory be given by the vector ρ(t) ac-
cording to

ρ(t) : [t0, t1] ⊂ R and ρ ∈ C2[t0, t1], (11.14)

which means that the trajectory is a parametric curve that is two times
continuously differentiable on the parameter interval [t0, t1]. Moreover, the
unit vector π is the tangent to the trajectory at each point and is defined
using the velocity vector v(t) = ρ̇(t). The formal definition is:
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Definition 1—Tangent Vector

Given a trajectory ρ(t), the unit tangent vector to the trajectory is defined
as

π =
v

||v||2
. (11.15)

✷

This vector π is the first basis vector of the natural coordinate system. Since
v is a function of the parameter t, which describes the trajectory in the
geometric space, π itself is a function of the same parameter, so in general π
is not constant along the trajectory. Let s be the length of the curve traversed
in the interval [t0, t], i.e.,

s(t) =

∫ t

t0

√
v(ζ)Tv(ζ) dζ, t ≤ t1. (11.16)

If v ≥ 0, with equality only in isolated time instants, observe that the length is
a non-negative, monotonically increasing, and real function of the parameter
t and that

ṡ =
ds
dt

=
√
vTv = ||v||2. (11.17)

From this relation it follows that

dρ
ds

=
dρ
dt

dt
ds

=
v

||v||2
= π. (11.18)

This means that if the trajectory is parametrized in its length, then the
velocity vector is the unit vector π, which is the tangent to the curve. The
length of the curve in space is usually referred to as the natural parameter
[Meriam and Kraige, 2012].

The second unit vector of the natural coordinate system is a consequence
of an important property of π, which is given by the following theorem.

Theorem 1—Orthogonality

For the tangent vector π and its derivative with respect to t, it holds that

π ⊥ π̇. (11.19)
✷

For the proof of this relation, see [Meriam and Kraige, 2012; Thorpe, 1979].
From this theorem, the following definition is natural:

Definition 2—Normal Vector

Given a trajectory ρ, the unit vector normal to the trajectory is defined as

n =
π̇

||π̇||2
. (11.20)

✷
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The plane spanned by (π, n) is called the osculating plane [Meriam and
Kraige, 2012], which will be used later when deriving the controller in Sec-
tion 11.5. Introduce the curvature κ by κ = ||π̇||2. Then, it holds that κ ≥ 0,
and it follows from (11.20) that

π̇ =κn. (11.21)

When a trajectory ρ is given and the curve is parametrized in the length s,
then it follows from (11.17) that ||v||2 = 1 and that v̇ = κn, as a consequence
of (11.21). The physical dimension of κ is the inverse of a length and it is
the curvature of the trajectory along the curve. This leads to the following
central definition:

Definition 3—Radius of Curvature

The radius of curvature R is defined as

R =
1

κ
, if κ > 0. (11.22)

✷

Since κ ≥ 0, the radius of curvature is non-negative. To complete the natu-
ral coordinate system with its third basis vector, the following definition is
adopted:

Definition 4—Binormal Vector

For a given trajectory ρ, where π and n have been defined, the binormal unit
vector is defined as the vector product

b = π × n. (11.23)
✷

The unitary of the vector b is a direct consequence of the fact that π and
n are perpendicular unit vectors. The complete formulation of the natural
coordinate system is depicted in Figure 11.1.

Definition of x‖ and x⊥

The framework of natural coordinates, with the moving coordinate system
(π, n, b), is not dependent on the original parametrization. Consequently, the
parametrization is an intrinsic property of a curve in space, or equivalently an
intrinsic property of a path. Relating to Section 11.2, the direction x‖ is along
the basis vector π and the directions x⊥ are the orthogonal subspace, here
spanned by the normal and binormal basis vectors (n, b). In a typical path-
tracking task for a mechanical system, the centripetal forces will be along the
direction of the normal vector n. As a consequence, control along the normal
direction n is in general more crucial than the corresponding control along
the binormal direction b. The radius of curvature R(s), obtained as part of

156



11.4 Modeling Assumptions and Trajectory Optimization

n

b

π

ρ(t)

R

Figure 11.1 Axes of the natural coordinate system for an example curve
ρ with constant radius R.

the procedure of describing the path in natural coordinates and in general
varying along the path, is used as the local path descriptor as indicated in
the example in Section 11.2.

11.4 Modeling Assumptions and Trajectory Optimization

This section defines the class of mechanical systems considered in this chap-
ter. Moreover, the parametrization of the geometric path and nominal tra-
jectory optimization, or more generally trajectory planning, are discussed.

Dynamics

The dynamics of the considered class of mechanical systems (having nd DoF)
is assumed to be possible to write on the following format

τ = M(q)q̈ + C(q̇, q)q̇ +D(q)q̇ +G(q), (11.24)

where τ ∈ R
nd are the input torques, q ∈ R

nd are the generalized coordinates,
M(q) is the inertia matrix, C(q̇, q) is the Coriolis/Centripetal matrix, D(q)
is the viscous friction matrix, and G(q) is the gravity vector [Siciliano et al.,
2009; Spong et al., 2006]. The format of the dynamic equations in (11.24) is
applicable for a large number of systems; important examples include rigid-
body robot manipulators (with a fixed rigid base) and acceleration or torque-
controlled position servos. It is assumed that the control objective is the
position x ∈ R

3 of the mechanical system in a Cartesian space.

Remark 1

The theory presented in this section can be extended to include flexible-
joint models with nonactuated DoF, see [Dahl, 1992]. In practice, this means
that the model will require an increased number of states, and that the
system dynamics needs to be represented using time-derivatives of the path
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parameter of higher order than two. The focus of the presentation in this
chapter is on the rigid-body case. ✷

Path Parametrization

A path f ∈ R
nd is assumed to be available, defining the desired motion of the

nd generalized coordinates q of the system. Note that this is the path for the
generalized coordinates of the system, in contrast to the path in Cartesian
space discussed in Section 11.2. As in the definition of a curve in Section 11.3,
the path is assumed to be twice continuously differentiable. In general, the
path is determined by a high-level path planner in Cartesian space and subse-
quently described in natural coordinates as outlined in Section 11.3. Hence,
the inverse-kinematics relations are necessary for transformation to corre-
sponding generalized coordinates. The end-time tf of the time frame is in
many cases unknown a priori and should thus be computed as part of the
trajectory-planning procedure. In order to establish a time-invariant descrip-
tion of the path, the path coordinate s ∈ [s0, sf ] from Section 11.3 is adopted,
see, e.g., [Dahl, 1992]. This is formalized as

f(s), s ∈ [s0, sf ]. (11.25)

The interval for the path coordinate can be scaled to a nominal interval
between zero and one, but the default choice here is the Euclidean length of
the path. The corresponding time-derivatives of the path coordinate, ṡ and s̈,
are referred to as the path velocity and the path acceleration, respectively.1

Nominal Trajectory Optimization

In the control architecture developed in Section 11.5, it is assumed that a
nominal trajectory is available. For task effectiveness, this nominal trajec-
tory is natural to compute using a time-optimal criterion, with the maxi-
mum available inputs to the actuators as constraints. However, also other
approaches to determine the nominal trajectory are possible to use to-
gether with the considered control architecture, see further discussion in
Section 11.8.

It is well-known in the literature [Bobrow et al., 1983; Bobrow et al., 1985;
Pfeiffer and Johanni, 1987; Shin and McKay, 1985] that the time-optimal
path-tracking problem for systems of the format (11.24) can be efficiently
solved by transforming the original problem in the time-domain with an open
interval [0, tf ] to a corresponding problem over the fixed horizon [s0, sf ] with
a significantly reduced number of states. If the optimization criterion is cho-
sen as the time for traversing the path, the cost function can be reformulated

1 In the case of dynamic models with an increased number of states (such as the flexible-
joint model discussed in Remark 1), also time-derivatives of higher order of the path
coordinate are required.
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as a function of the path velocity instead [Dahl, 1993] as follows

tf =

∫ tf

0

dt =

∫ sf

s0

dt
ds

ds =

∫ sf

s0

1

ṡ
ds. (11.26)

Employing the requirement that q = f(s) along the desired path, it follows
by using the chain rule that

q̇ = f ′(s)ṡ, (11.27)

q̈ = f ′′(s)ṡ2 + f ′(s)s̈, (11.28)

where (·)′ is the derivative with respect to s. Further, it is straightforward to
reformulate the system dynamics (11.24) as a function of the path coordinate
and its time-derivatives using (11.27)–(11.28), see, e.g., [Shin and McKay,
1985; Bobrow et al., 1985; Dahl, 1993], according to

τ = Γ1(s)s̈+ Γ2(ṡ, s), (11.29)

where

Γ1(s) = M(f(s))f ′(s), (11.30)

Γ2(ṡ, s) = [M(f(s))f ′′(s) + C(f(s), f ′(s))f ′(s)]ṡ2+

D(f(s))f ′(s)ṡ+G(f(s)). (11.31)

Introducing the state variable as β(s) = ṡ2 and the input α(s) = s̈, see [Dahl,
1992; Verscheure et al., 2009c], the optimization problem for time-optimal
path-tracking is

minimize
α(s),β(s)

∫ sf

s0

1√
β(s)

ds

subject to τ(s) = Γ1(s)α(s) + Γ2(
√
β(s), s), β(s0) = β(sf ) = 0, (11.32)

β′(s) = 2α(s), β(s) ≥ 0, τmin ≤ τ(s) ≤ τmax.

Finding a solution of the optimal control problem corresponding to (11.32)
was originally performed by constructing the solution in the phase plane
(s, ṡ) by utilizing the constraints on the path acceleration, see [Bobrow et
al., 1985; Shin and McKay, 1985]. For numerical efficiency, the solution to
(11.32) can directly be computed using parametric optimization methods
such as collocation [Åkesson, 2007; Olofsson et al., 2011b]—i.e., discretiza-
tion of the complete optimization problem and subsequent solution using
general-purpose solvers for large nonlinear programs (NLPs). Given certain
constraints on the dynamic model (11.24), the problem is convex and can
thus be solved efficiently with guaranteed convergence to a global minimum
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[Boyd and Vandenberghe, 2004]. More specifically, it is shown in [Verscheure
et al., 2008; Verscheure et al., 2009c; Debrouwere et al., 2013] that the opti-
mization problem (11.32) is convex when D(q) = 0, because in this case the
system dynamics (11.29) is affine in the state β and the input variable α,
as can be seen from (11.30)–(11.31). Irrespective of the solution method, the
result of the optimization procedure is a discretized time-optimal trajectory
for tracking of the specified path f . The relation between the time t and the
path coordinate s is given by

t(s) =

∫ s

s0

1√
β(ζ)

dζ, s0 ≤ s ≤ sf , (11.33)

from which it is clear that there is a bijective relation between s and t.

Remark 2

The relation (11.33) together with (11.27)–(11.28) can be used to transform
the resulting optimal joint trajectories from functions of the path coordinate
to functions of time. ✷

11.5 Control Architecture

To execute a high-performance trajectory, such as the time-optimal resulting
from the procedure outlined in the previous section, a direct application of
the nominal trajectories as described in Remark 2 does not work satisfactory,
as has been observed in [Dahl, 1992; Dahl and Nielsen, 1990b; Kieffer et
al., 1997; Antonelli et al., 2011] and also pointed out in the discussion in
Section 10.1 in Chapter 10. A major reason is that time-optimal path tracking
implies that at least one of the control inputs is at its limit at each time
point [Chen and Desrochers, 1989], which means that there is no control
authority left to keep the system on the desired path in case of modeling
uncertainties or disturbances. Thus, there is a need for a feedback mechanism
able to accommodate for this by adapting the velocity while maintaining
high-accuracy path tracking. The following sections describe the components
of the PTVC algorithm.

Basic Control

Besides a given path f , it is assumed that a controller for set-point control
and trajectory tracking is available. The controller acts on reference values
qr, q̇r, and q̈r for the generalized coordinates and their time-derivatives, and
there are several possibilities for this basic controller. The particular choice
is not critical for the presentation, but for illustration a common choice for
mechanical systems, namely the computed-torque controller [Spong et al.,
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2006; Siciliano et al., 2009], is employed. This control law is stated as

τ = M̂(q) (q̈r +Kv(q̇r − q̇) +Kp(qr − q))+Ĉ(q̇, q)q̇+D̂(q)q̇+Ĝ(q), (11.34)

where Kv and Kp are controller parameters. Note that the control is based
on estimates M̂ , Ĉ, D̂, and Ĝ of the system parameters.

Tangential Control

Introduce the path parameter σ as the actual length traveled in the online
path traversal [Dahl and Nielsen, 1990b], i.e., analogously to (11.16) and
the path coordinate in the parametrization of the path (11.25). When the
robot is on the path, the control is performed along the tangent, and thus
the reference values for the controller are computed based on the geometric
path f and the current value of the path parameter and its time-derivatives.
Hence, the reference values for motion along the path are computed as follows

qr,‖(σ(t)) = f(σ(t)), (11.35)

q̇r,‖(σ(t)) = f ′(σ(t))σ̇(t), (11.36)

q̈r,‖(σ(t)) = f ′′(σ(t))σ̇(t)2 + f ′(σ(t))σ̈(t), (11.37)

where it is emphasized that the reference values correspond to motion along
the tangent.

Transversal Control

When deviations from the nominal path occur during the motion, corrective
actions transversal to the path are required. Since the controller is based on
velocity control, the transversal control modifies the velocity references for
the generalized coordinates. To the purpose of path stability, a correction
similar to the control law (11.7) discussed in the example in Section 11.2 is
used. However, also the cases of straight paths or paths with low curvature
and motion in three dimensions need to be handled. This is treated in the
following subsections.

Nominal Transversal Control The control law for the transversal con-
trol relies on the parametrization of the path in its natural coordinates, see
Section 11.3. This means that the moving trihedral (π, n, b) has been defined
along the path, and the basis vectors are consequently considered as func-
tions of the path parameter in the controller. In addition to the Cartesian
position x of the system, introduce the instantaneous center of curvature xo

in the Cartesian space. Let r be the Euclidean length of the projection of
x − xo onto the subspace defined by π and n (i.e., the osculating plane de-
fined in Section 11.3), where xo by definition is located in this plane. Thus,
the following expression holds for r

r = ||xπ,n − xo||2 , (11.38)
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where xπ,n is the projection of x on the osculating plane. Further, define the
vector nop = xπ,n − xo in the osculating plane (cf. the vector used in the
stabilization (11.7) in the example in Section 11.2). Using these variables,
the following term for the velocity reference along the orthogonal directions
is introduced when deviating from the nominal path

q̇r,⊥(σ(t)) = K⊥J(q)−1
(
(R2 − r2)nop − (x− xo)Tb b

)
, (11.39)

where K⊥ is a matrix with parameters to be chosen and J(q) is the Jaco-
bian of the considered manipulator—i.e., the matrix describing the differen-
tial kinematics of the robot. The Jacobian is necessary for transforming the
corrections required in Cartesian space to the corresponding joint-velocity
reference values. The control along the binormal direction is computed as
the projection of x−xo on the vector b and contributes to the velocity vector
along the direction defined by the binormal. Note that R and the vector b in
(11.39) depend on the current value of the path parameter σ and they are
thus updated continuously along the path.

Path Segments with Low Curvature If the path is straight or the cur-
vature is close to zero for certain parts of the path, the radius R is large or
even infinite in the limit. Thus, the path correction in these cases needs to be
treated differently than what is defined in (11.39). It is noted that the tan-
gent π is a good local approximation of the path under these circumstances.
Therefore, the following velocity reference is used

q̇r,⊥(σ(t)) = K⊥J(q)−1
(
−(x− xr)Tn n− (x− xr)Tb b

)
, (11.40)

in the case that the curvature κ < κl, where κl is a user-specified parameter
for the threshold value. In (11.40), xr is the current desired position along
the path in Cartesian space (corresponding to qr,‖). Consequently, in this
case the control along the normal direction n is handled as the control along
the binormal b.

Remark 3

The transversal control laws (11.39)–(11.40) assume, for notational conve-
nience, a manipulator with three DoF and motion in 3D. The adaptation of
the control laws to 2D motion is obvious, since the control is performed only
in the osculating plane in that case. In the case of more DoF of the manipu-
lator than three, the pseudo-inverse of appropriate parts of the Jacobian for
the manipulator can be considered, see also Section 11.8. ✷
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Reference Values and Their Interpretation

Combining the control along the tangential and the transversal directions
leads to the following reference values for the generalized coordinates

qr(σ(t)) = qr,||(σ(t)), (11.41)

q̇r(σ(t)) = q̇r,||(σ(t)) + q̇r,⊥(σ(t)), (11.42)

q̈r(σ(t)) = q̈r,||(σ(t)). (11.43)

The interpretation of the choice of reference values is as follows. For the
generalized coordinates q, the reference values should always correspond to
a point along the geometric path and consequently no modification is intro-
duced in the case of path deviations. For the velocities q̇, compensation is
introduced according to (11.39)–(11.40) such that motion toward the desired
path is obtained when deviations arise. Regarding the corresponding acceler-
ations q̈, the reference values are chosen for motion along the nominal path.
The reason for this being that the path-velocity control, see Section 11.5,
limits the path acceleration and scales the nominal path velocity and accel-
eration trajectories based on the desired and available input torques. Thus, a
fundamental mechanism of the algorithm is that the acceleration is adjusted
automatically and therefore no modification of q̈r is required.

Parametrization of the Basic Controller

By using the expressions (11.41)–(11.43) for the reference values, all variables
in the basic controller (11.34) can be parametrized in the path parameter σ
and its time-derivatives. This leads to the expression

τ = β1(σ)σ̈ + β2(σ̇, σ, q̇, q), (11.44)

where it is straightforward to verify that (11.34) can be written on the for-
mat (11.44) and to derive the corresponding expressions for β1 and β2. Also
other control laws than computed torque have been parametrized according
to this procedure as discussed in [Dahl, 1992], where examples include feed-
forward control combined with feedback using PD control and controllers
with integral action.

Path-Tracking Velocity Control

With the complete control law parametrized in the path parameter σ, the fi-
nal step is to determine a scheme for online modification of σ utilizing (11.44).
The result is the algorithm called PTVC, and a graphical representation of
the algorithm is shown in Figure 11.2. The lower blocks in the figure have
already been defined, and the following sections describe the upper blocks
for online control of σ, σ̇, and σ̈. The trajectory scaling performed online
using feedback from the robot is based on the PVC strategy proposed in
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σ̈max and σ̈min

ψ(σ̇, σ), Ξ(ur)

γ-adaptation
Trajectory
Generation

∫ ∫

τ = β1σ̈ + β2 Path

System
Dynamics

ṡ(σ)

s̈(σ)

γ

σ̈
σ̇ σ

f(σ)

f ′(σ)

f ′′(σ)

PI
τ

q

q̇

β1

β2

qr = qr,||

q̇r = q̇r,|| + q̇r,⊥

q̈r = q̈r,||

β1(σ)
β2(σ̇, σ, q̇, q)

Figure 11.2 Structure of the PTVC algorithm. In addition to the in-
formation about the path f and its derivatives, the generation of the local
coordinate systems and the time-varying radius R along the path is required
(this is denoted path information (PI) in the block diagram).

[Dahl, 1992; Dahl and Nielsen, 1990a; Dahl and Nielsen, 1990b]. This algo-
rithm determines the rate at which the path coordinate, and consequently the
reference values qr and their time-derivatives, is updated to avoid actuator
saturation.

Bounds on Path Acceleration In order to ensure that each control in-
put is in the available interval [τmin, τmax], bounds on σ̈ can be computed
according to [Dahl and Nielsen, 1990b]. Using the parametrization (11.44) of
the control law for the basic controller, the bounds on σ̈ are for each input
i, i = 1, . . . , nd, as follows

σ̈i
max =





τmin − βi
2

βi
1

, βi
1 < 0

τmax − βi
2

βi
1

, βi
1 > 0

∞, βi
1 = 0

σ̈i
min =





τmax − βi
2

βi
1

, βi
1 < 0

τmin − βi
2

βi
1

, βi
1 > 0

−∞, βi
1 = 0

(11.45)
where, for notational convenience, it was assumed that all generalized co-
ordinates have the same limitations on their corresponding control inputs.
The computations can straightforwardly be modified to the case with dif-
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ferent constraints on the input torques τ . To satisfy the constraints on all
inputs, the bounds on the path acceleration are chosen as σ̈min = maxi σ̈

i
min

and σ̈max = mini σ̈
i
max. Further, non-constant torque limits τmax and τmin

in the algorithm can be used as they are. This is illustrated in a simulation
example in Section 11.7 (see Figure 11.9), where state-dependent constraints
are used to capture a decrease in maximum available torque because of a
velocity-dependent electromotive force in the joint motor.

Trajectory Scaling and Feedback from Path Velocity Nominal values
of the path velocity ṡ and the path acceleration s̈, as functions of the path
parameter, are obtained from the trajectory planning (see Section 11.4). In
the case of model uncertainty, downscaling of the nominal optimal trajecto-
ries may be necessary. This is achieved by introducing a scaling parameter
denoted γ, 0 < γ ≤ 1, depicted in the upper middle block in Figure 11.2.
In practice, this means that the new nominal path velocity and path accel-
eration are γṡ(σ) and γ2s̈(σ), respectively. This is equivalent to a scaling of
the time frame, see [Dahl, 1992], thus implying that the time for the path
traversal is increased when γ < 1. The scaling parameter is made adaptive
by the update law proposed in [Dahl, 1992], which prescribes that

γ̇ =





ξscσ̇

(
σ̇
ṡ(σ)

− γ

)
, γṡ(σ) ≥ σ̇, σ̈ saturated

0, otherwise
(11.46)

where ξsc is a positive constant and the initial value of the scaling parameter
is γ(0) = 1.

In addition to the trajectory scaling, feedback from the desired path ve-
locity is introduced according to [Dahl and Nielsen, 1990b; Dahl, 1992]. This
feedback ψ(σ̇, σ) is given as function of the path velocity and the path pa-
rameter according to

ψ(σ̇, σ) =
ξfb

2

(
γ2ṡ(σ)2 − σ̇2

)
, (11.47)

where ξfb is the gain of the feedback and ṡ(σ) is the precomputed nominal
path velocity. When the path acceleration is not saturated, this feedback law
results in asymptotic tracking of the desired path velocity, with the tracking
time constant specified by ξfb, see [Dahl, 1992]. Thus, based on the new
nominal acceleration γ2s̈(σ) and the feedback in (11.47), the desired path
acceleration ur is computed according to ur = ψ(σ̇, σ)+γ2s̈(σ). This desired
path acceleration ur is finally transformed to an achievable path acceleration
σ̈ using

σ̈ = Ξ(ur, σ̈min, σ̈max), (11.48)

where Ξ is the saturation function, with the second and third arguments as
the lower and upper limit, respectively. These steps are represented by the
upper left block in Figure 11.2.
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Summary of the Control Architecture

To summarize the developed path-tracking control architecture (see Fig-
ure 11.2), the computational algorithm for the controller is as follows. Using
the expressions (11.41)–(11.43) for the reference values combining tangential
and orthogonal control, the quantities β1 and β2 in (11.44) are computed.
Then, the desired path acceleration ur is determined based on the (possibly
scaled) nominal path acceleration and the path-velocity feedback in (11.47).
The constrained path acceleration σ̈(t) is finally obtained using (11.48), which
by integration gives σ̇(t) and σ(t). The scaling parameter γ is simultaneously
updated according to (11.46).

11.6 Analysis of the Algorithm

The convergence properties of the control architecture are analyzed, both
with respect to the trajectory control law and with respect to the path-
tracking controller.

Stability in the Nominal Case

Assuming that trajectory tracking is realized with the computed-torque con-
trol law in (11.34) and a correct model of the system, the resulting dynamics
for the tracking error e = qr − q is

q̈r,‖ − q̈ +Kv(q̇r,‖ − q̇) +Kp(qr,‖ − q) = 0, (11.49)

in the cases that q̇r,⊥ = 0. This means that in the nominal case of no devia-
tions from the path, (11.49) coincides with the standard differential equation
for the error dynamics with computed-torque control [Spong et al., 2006].
Hence, it is clear that the dynamics of the closed-loop system (i.e., the dy-
namics for the tracking error e) can be arbitrarily determined by choosing
the parameters Kv and Kp. Hence, given appropriate choices of the gain ma-
trices, this guarantees stability of the basic controller. The stability of the
path-velocity control along the tangent of the path, PVC, was analyzed in
[Dahl and Nielsen, 1990a], see also [Dahl, 1992], and the algorithm has later
been extended and verified in subsequent publications (see references in Sec-
tion 11.1). The convergence properties of the PTVC algorithm are the same
as those for the PVC algorithm when on the desired path. However, also an
investigation of the transversal behavior for the critical case when deviating
from the path is needed, which is treated next.

Convergence Analysis of Path-Tracking Method

The transversal control aims to increase the path-tracking accuracy compared
to the case with pure path-velocity control. In this section, the convergence
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properties of the control along the normal vector n are analyzed. It is im-
plicitly assumed that the parameters of the trajectory-tracking control law
result in stable behavior (cf. the relation (11.49)), and that the inputs are
not exceeding their saturation limits. As a prelude to the analysis, the ex-
ample in Section 11.2 is revisited, where it was assumed that the radius R
and the angular velocity ω were constant over time. It is observed that the
transformation from (11.8)–(11.9) to (11.10)–(11.11) holds even if ω and R
are time-varying. This can, for the normal direction n, be verified by differ-
entiating r and using (11.8)–(11.9) in the obtained expression as follows:

ṙ =
d

dt

√
x2

1 + x2
2 =

x1ẋ1 + x2ẋ2√
x2

1 + x2
2

=
x1ωx2 + x2

1(R2 − r2) − x2ωx1 + x2
2(R2 − r2)

r

=
(x2

1 + x2
2)(R2 − r2)

r
= r(R2 − r2), (11.50)

which is the same for constant and time-varying ω and R. The step in the
example in Section 11.2 that does not hold in the general case is the solution
of (11.10), which for a time-varying R has a different solution than (11.12).
It is thus interesting to investigate the behavior of the fundamental path-
convergence equation (11.50), which states that

ṙ(t) = r(t)
(
R(t)2 − r(t)2

)
, (11.51)

for reference functions having different frequency characteristics. The relation
in (11.51) is a so called Bernoulli differential equation, which also can be
solved analytically. To illustrate the behavior of this equation for certain
choices of the reference trajectory R(t), (11.51) is numerically solved for

R(t) = 2 + sin(ωt), (11.52)

using ω = 0, 0.5, 1, and 2 rad/s. The results of the simulations are shown
in Figure 11.3. The observation to be made in the simulations is that if the
path curvature R(t) varies moderately (in the simulations interpreted as the
choice of ω), then the tracking is very close. In the cases where the curvature
varies quickly, path deviations naturally occur (or equivalently, R(t) and r(t)
start to differ). The interesting question following this conclusion is whether
this property can be quantified. Note that R(s) (here considered as a function
of the path coordinate) is given by the geometric properties of the specified
path and is consequently in general precomputed. The path-velocity control
of ṡ determines how fast R(s) is to be updated, so any tracking accuracy
can be obtained by decreasing the speed of the system along the specified
path. Consequently, the variable ω, or more generally the speed along the
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Figure 11.3 Convergence of r(t) in the case of the reference trajectory
R(t) = 2 + sin(ωt), for different values of the angular velocity ω.
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tangent of the path, can always be controlled such that r tracks R within
any specified limit.

To further analyze the convergence properties of the transversal control,
the path deviation δ is introduced as follows

r(t) = R(t) + δ(t). (11.53)

Differentiating (11.53) with respect to time, substituting (11.51) and (11.53)
to eliminate r, and finally solving for δ gives the differential equation

δ̇(t) = −Ṙ(t) − δ(t)
(
2R(t)2 + 3R(t)δ(t) + δ(t)2

)
. (11.54)

This equation can be approximated for small values of δ according to

δ̇(t) = −Ṙ(t) − 2R(t)2δ(t). (11.55)

The dynamics of the path deviation δ(t) is thus driven by Ṙ(t) and R(t).
Hence, the path tracking intuitively depends on the amount of variation
in R(t). If R(t) is piecewise constant, then the tracking has exponential
convergence because Ṙ(t) = 0, which for small δ gives the path-deviation
dynamics δ̇(t) = −2R(t)2δ(t). If R is time-varying, r(t) will track R(t)
with a deviation given by (11.54). To illustrate this property in simulations,
the reference trajectories were chosen as the functions R(t) = 2 ± e−t and
R(t) = 2 ± 1/ log(e+ t), with the former exhibiting faster dynamics than the
latter. Figure 11.4 shows the results from the numerical solution of (11.51)
for the different choices of R(t). In the simulations, R(0) and r(0) switch
between 1 and 3 to illustrate convergence both from an initial negative error
and an initial positive error. As expected from the approximate differential
equation (11.55) for the dynamics of δ(t), a larger R(t) should give faster
convergence, and this is confirmed in the cases when R(t) is approaching its
final value from R(0) = 3, compared to starting in R(0) = 1.

11.7 Simulation Results

To evaluate and quantify the performance of the PTVC architecture for path
tracking, extensive simulations were performed and three of these are illus-
trated in this section. The first two examples concern a manipulator with
two DoF moving in a two-dimensional plane, illustrating different paths and
actuator constraints. The third simulation considers an anthropomorphic ma-
nipulator [Siciliano et al., 2009] with three DoF, which enables arbitrary mo-
tions in a three-dimensional space for the robot end-effector. The computed-
torque strategy (11.34) was used in all simulations as the basic controller,
and the control law was parametrized in the natural frequency ω0 such that
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trajectory R(t) and initial values r(0).
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Kv = diag(2ω0, . . . , 2ω0) and Kp = diag(ω2
0 , . . . , ω

2
0), where diag(·) is a diag-

onal matrix with the specified elements along the diagonal. This choice makes
the convergence of the error (11.49) to exhibit critical damping [Spong et al.,
2006]. In the simulations presented here, ω0 = 8 rad/s. In all simulation
examples, the complete PTVC algorithm with both adaptive trajectory scal-
ing (11.46) and path-velocity feedback (11.47) was used. The parameters in
the algorithms were ξsc = 1 and ξfb = 0.5.

For comparison, the path-tracking accuracy is evaluated in all examples
using both existing PVC—i.e., based on the tangential control only—and us-
ing the PTVC architecture with combined tangential and explicit transversal
control.

Tracking of a Circle with Planar Robot

The planar robot in the first example has equal mass of the links according to
m1 = m2 = 1 kg and the length of each link is l1 = l2 = l = 2 m. Further, the
center-of-mass is located at a distance of l/2 from the joint rotational center
and each link has a moment of inertia about an axis through the center-of-
mass according to I = 1 kgm2. The constant of gravity is g = 9.81 m/s2.
The dynamics of a planar robot (neglecting friction in the joints) moving in
a two-dimensional plane subject to gravity is given by

τ = M(q)q̈ + C(q̇, q)q̇ +G(q), (11.56)

where the elements of the matrices M and C and the vector G are as follows:

M11 =
m1l

2

4
+m2l

2

(
5

4
+ cos(q2)

)
+ 2I, (11.57)

M12 =
m2l

2

2

(
1

2
+ cos(q2)

)
+ I, (11.58)

M21 = M12, M22 =
m2l

2

4
+ I, (11.59)

and

c = −m2l
2

2
sin(q2), (11.60)

C11 = cq̇2, C12 = c(q̇1 + q̇2), (11.61)

C21 = −cq̇1, C22 = 0, (11.62)

G1 =
(m1

2
+m2

)
gl cos(q1) +

m2gl

2
cos(q1 + q2), (11.63)

G2 =
m2gl

2
cos(q1 + q2). (11.64)
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The forward and inverse kinematics as well as the differential kinematics
defining the Jacobian J(q) of the manipulator are straightforward to derive,
and are thus omitted in this presentation. The robot base is located at the
origin, (0, 0) m, and the desired path is to move along a circle centered in
(0.5, 1.5) m with a radius of 1 m. The starting point is (0.5, 0.5) m and the
motion is performed counter-clockwise. The inverse kinematics of the robot
is used for transforming the desired path in Cartesian space to joint positions
q defining the path f to be used in the trajectory generation. The trajectory
generation was performed by solving the optimal control problem (11.32)
using the convex optimization method presented in [Verscheure et al., 2009c],
which is possible since joint friction is neglected in the model. The maximum
and minimum available torques are τmax = 40 Nm and τmin = −40 Nm,
respectively, for each robot joint. The numerical implementation was made
in Matlab and the convex optimization problem was solved using the CVX
toolbox [Grant and Boyd, 2008; CVX Research Inc. 2015].

When applying the nominal optimal trajectory in the PVC and PTVC
architectures, model errors were introduced in the simulations such that the
actual link masses were m1 = 1.1 kg and m2 = 1.2 kg, i.e., higher link
masses than expected. The allowed torque utilization was set to ±45 Nm,
which is slightly higher than in the optimization of the trajectory. Moreover,
the parameter K⊥ = 10I2×2 in the simulation.

As pointed out earlier in Remark 2 and the first paragraph of Section 11.5,
a direct application of the optimal solution as reference values qr(t), q̇r(t),
and q̈r(t) to the basic controller (11.34) does not work satisfactory, but is nev-
ertheless presented as a reference solution in this first example. The PVC and
the PTVC algorithms and the robot motion were simulated using Matlab

Simulink.
The resulting path-tracking accuracy in Cartesian space is shown in Fig-

ure 11.5. Pure trajectory tracking leads, as expected, to large deviations from
the desired path. The PVC, in contrast, manages to maintain control author-
ity, and the computed-torque controller can thus to some extent reduce the
path-tracking error even without explicit control along the orthogonal direc-
tions. However, it is clear that the PTVC with explicit path corrections is
significantly more effective than the PVC in handling the path deviations
occurring in the lower left corner of the plane as a result of the model uncer-
tainty. The input torques τ are shown in Figure 11.6 and it can be seen that,
at all times, one input is close to its limit demonstrating that the close track-
ing is not achieved by conservatively decreasing the velocity and traversing
the path slower than necessary. This preservation of high performance is fur-
ther visualized in Figure 11.7, showing the path velocity σ̇ together with the
nominal time-optimal solution. Observing the differences in the path velocity
for the considered algorithms, it is obvious that both PVC and PTVC reduce
the speed along the path in order to handle the model error. In this example,
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Figure 11.5 Robot end-effector positions x1 and x2 during time-optimal
path tracking for a planar robot moving along a circle in a two-dimensional
plane, see Section 11.7.

PTVC requires slightly longer time to finish the path, but the path-tracking
accuracy is increased.

Tracking of Circle Segments and Straight Line with Planar Robot

The planar robot, considered in the previous simulation, is further used to
demonstrate the behavior of the control architecture for another type of path.
The path is evaluated in the case when the robot has velocity-dependent
actuator limits, despite that the trajectory planning assumed constant limits.
The tracking task is a path composed of two circular segments with radius
0.8 m, joined by a straight line (see Figure 11.8). Hence, the curvature is zero
during parts of the path and the transversal control needs to be handled using
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Figure 11.6 Input torques τ during time-optimal path tracking for a
planar robot, corresponding to Figure 11.5. The torque limits used in the
trajectory planning (green) and in the actual system (blue) are indicated
by the horizontal lines.
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Figure 11.7 Path velocity σ̇ during time-optimal path tracking for a
planar robot, corresponding to Figure 11.5.
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Figure 11.8 Robot end-effector positions x1 and x2 during time-optimal
path tracking for a planar robot moving along a path composed of circular
segments joined by a straight line, see Section 11.7.

the alternative control law defined in Section 11.5 for this path segment. The
nominal model parameters and the maximum and minimum input torques
are the same as in the previous simulation. The parameter for the feedback
in the transversal control was K⊥ = 10I2×2 in the simulations. The time-
optimal trajectory planning was performed using the same procedure as for
the previous example.

In the evaluation, model errors were introduced such that m1 = 0.8 kg
and m2 = 1.15 kg, i.e., one link was lighter and one link was heavier than
what was assumed in the model. Further, velocity-dependent constraints were
introduced to model the effect that the maximum torque decreases with
increasing joint velocity because of the electromotive force. These constraints
were given as follows

τi,max = 45 − 5|q̇i|, i = 1, 2,

τi,min = −45 + 5|q̇i|, i = 1, 2.

The resulting paths in Cartesian space from time-optimal path tracking
are presented in Figure 11.8 for PVC and PTVC. In both cases, the path
starts in the upper left corner. The results show that both PVC and PTVC
achieve high accuracy, but that the transversal control in PTVC increases
the accuracy of the path tracking both in the circular parts and the straight
part of the path. The input torques τ are shown in Figure 11.9.
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Figure 11.9 Input torques τ during time-optimal path tracking for a
planar robot, corresponding to Figure 11.8. The torque limits used in the
trajectory planning (green) and in the actual system (blue) are indicated
by the horizontal lines. Note the velocity-dependent torque limits in the
simulation, aiming at modeling the decrease of the maximum and minimum
available torque for increasing velocity.

Note in particular the state-dependent constraints on the actuators. Con-
sidering that the trajectory generation is based on constant torque limits,
downscaling of the time-optimal trajectories is necessary and therefore auto-
matically performed by the control architecture to satisfy the constraints of
the actual system. The path velocity in the respective simulation is visual-
ized in Figure 11.10. Comparing the obtained path velocity with the nominal
time-optimal, it is clear that both algorithms downscale the trajectories in
order to handle the model uncertainty and the state-dependent constraints.
It can be observed that the differences between PVC and PTVC are minor
with respect to the path velocity throughout the maneuver, but in this case
the PTVC exhibits slightly lower end-time than the PVC.
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Figure 11.10 Path velocity σ̇ during time-optimal path tracking for a
planar robot, corresponding to Figure 11.8.

Tracking of Path in 3D with Anthropomorphic Robot

In order to investigate the performance on a system with more complex
dynamics than the planar robot, the path-tracking algorithm is further eval-
uated on an anthropomorphic robot manipulator with three DoF [Siciliano
et al., 2009]. The masses of link two and three were m2 = m3 = 1 kg and the
lengths of link two and three were l = 2 m. The moment-of-inertia matrices
for the links were assumed diagonal with elements I = 1 kgm2. The dynamic
equations for this robot are straightforward to derive using appropriate soft-
ware for symbolic manipulations of algebraic expressions, according to the
strategy defined in textbooks on robot dynamics, see [Spong et al., 2006;
Siciliano et al., 2009]. The format is the same as for the planar robot, see
(11.56), but the elements of the matrices are omitted here. Also in this simu-
lation, no viscous friction in the joints was assumed. The robot base is located
at the origin, (0, 0, 0) m, and the desired path consists of segments of circles
in three dimensions, starting in the point (1, 0, 1.5) m. The time-optimal tra-
jectories were generated using the same procedure as in the two previous
simulation examples, with the same maximum and minimum torque limits
τmax and τmin. In the simulations, a modeling error was introduced such
that m3 = 1.3 kg, i.e., the mass for the third link is 30% higher than what is
assumed in the model. As in the previous simulations, the limits on the avail-
able torque are ±45 Nm. The parameter for the feedback in the transversal
control was K⊥ = 50I3×3 in the simulations.

The simulation results comparing the path-tracking accuracy of PVC and
PTVC in Cartesian space are shown in Figure 11.11. It can be observed that
PTVC exhibits good path-tracking performance for the considered path in
three dimensions. The input torques τ during the motion are provided in
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Figure 11.11 Robot end-effector positions x1, x2, and x3 during time-
optimal path tracking for an anthropomorphic robot moving along a path
in a three-dimensional space, see Section 11.7.

Figure 11.12, together with the actuator limits. As previously discussed, a
necessary condition for time-optimality of the path traversal is that at least
one input torque is at its limit at each time point [Chen and Desrochers,
1989]. Observing the results in Figure 11.12, this property is indeed indicated.
In addition, the path velocity for the PVC and the PTVC algorithms is
visualized in Figure 11.13. It can here be observed that the PTVC algorithm
both achieves higher path-tracking accuracy and requires slightly shorter
time for finishing the path traversal.

11.8 Discussion

As observed in the simulation results presented in Section 11.7, the control
architecture for combined path tracking and path-velocity control, PTVC,
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Figure 11.12 Input torques τ during time-optimal path tracking for an
anthropomorphic robot, corresponding to Figure 11.11. The torque limits
used in the trajectory planning (green) and in the actual system (blue) are
indicated by the horizontal lines.
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Figure 11.13 Path velocity σ̇ during time-optimal path tracking for an
anthropomorphic robot, corresponding to Figure 11.11.

exhibits convincing results in terms of tracking accuracy. This is not ob-
tained by decreasing the velocity conservatively—instead high-performance
character with good torque utilization is preserved. It is thus in place to
give a number of remarks and observations regarding the generality of the
method, as well as a discussion of limitations and possible extensions of the
control architecture.

Definition of the Geometric Path

The only requirement on the geometric path to be tracked is the smoothness,
as defined in Section 11.4. Should there be sharp corners, where the tangent
to the path is not defined, there are two options. The trajectory planning
may in this case be allowed to locally modify the path such that the corners
are smoothed according to predefined specifications. An example here is a
spline description with limits on the path deviation. The other possibility
is to be strict on the path tracking and then the strategy is to move to
the corner and stop, restart, and then continue. With these strategies, any
realistic geometric path can be tracked.

Both paths in the second and third examples in Section 11.7 consist of
different segments, as seen in Figures 11.8 and 11.11. In line with the pre-
sentation in Sections 11.2 and 11.3, each part of the path has its own local
coordinate axes in the osculating plane corresponding to that segment. The
pieces of the path are connected directly, without any smoothing, and thus it
is noteworthy how well the tracking is performed for interconnected segments.
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Generality Regarding the Trajectory Planning

In the simulation examples considered in Section 11.7, the trajectory planning
was performed using a time-optimal criterion, see Section 11.4. It should be
stressed that any trajectory-planning algorithm can be used with the PTVC.
The only requirement is that the computed trajectory can be specified by the
path velocity as a function of the path coordinate (i.e., the distance along
the path). This is in almost all cases possible by using the transformations
(11.27)–(11.28), or if needed also time-derivatives of higher order. Naturally,
time-optimal path tracking is of interest in many applications in order to
maximize task effectiveness. However, due to potential wear of the actuators,
modified criteria with combinations of time-optimal and energy-optimal can
be used instead [Verscheure et al., 2008; Ghazaei Ardakani et al., 2015]. In
[Grundelius, 2001], it is shown that solution of the minimum-energy optimal
control problem over a fixed time-horizon, where the final time is chosen
slightly longer than the corresponding time-optimal, is beneficial for robust-
ness of the control and the wear of the system. PTVC has no limitations
with regard to the optimization criterion, so any trajectory planning can be
used provided the monotonicity/bijectivity between the path coordinate s
and time t.

Controller for Trajectory Tracking

The computed-torque control law was used for tracking of the computed refer-
ence values for the generalized coordinates when simulating the experiments
presented in Section 11.7. However, in principle any appropriate controller
can be used. The only requirement is that the chain rule can be applied as
in (11.35)–(11.37), such that the controller can be parametrized on the de-
sired form (11.44). This is in general not a restrictive assumption, as already
discussed in Section 11.5.

Insights have been gained in the tuning of the parameters in the
trajectory-tracking controller, such as the PD-controller parameters Kv and
Kp in the computed-torque control law (11.34). Of course, increasing the
gain of the controller leads to faster convergence, but in time-optimal path
tracking at least one actuator is close or at its saturation limit so an increased
gain will in many cases lead to a decrease of the path velocity compared to
the time-optimal (see Section 11.5). However, an advantage with the PTVC
algorithm is that high-gain controllers are not necessary for path tracking
since the corrections are introduced for explicit path convergence along the
orthogonal directions of the path, by modifying the velocity references.

Additional Degrees of Freedom

For robot manipulators, it is common that not only the path of the tool is
specified, but also its orientation. Even though the 3D path has been the pri-
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mary objective of the control in this chapter, it is straightforward to extend
the path-tracking algorithm to also achieve tracking of the desired orienta-
tion of a coordinate system associated with the system (important examples
include the robot tool). Such an extension requires the consideration of the
full 6D motion. For 3D motion, the path is a sequence of positions, whereas
for 6D it is a sequence of positions and orientations. Using the inverse kine-
matics, the path f(s) for the generalized coordinates (now 6D) is defined
exactly as in (11.25). The parallel direction x‖ along the tangent of the path
defines a one-dimensional manifold where PVC is applied as before. For the
orthogonal dimensions x⊥, now typically 5D, the deviations from the desired
path are handled similarly as defined in (11.39)–(11.40) in Section 11.5.

Additional Sensors in Workspace

Another interesting feature of PTVC is the ability to include workspace po-
sition measurements in the motion controller. As discussed in Chapter 2, the
joint motor positions are typically the only sensors available in an industrial
robot manipulator. Inclusion of explicit workspace measurements thus has
high potential (see Chapter 8). This can easily be incorporated in the de-
veloped architecture, since the path-tracking corrections in (11.39)–(11.40)
in Section 11.5 could be based on actual workspace measurements (e.g., us-
ing the state-estimation developed in Chapter 8) instead of the estimates
provided by the forward kinematics.

Extensions

An interesting extension of the PTVC algorithm is to consider other mechan-
ical systems such as road vehicles and mobile robot platforms. Since the main
requirements are the bijectivity between s and t for the planned trajectory,
and that the controller can be parametrized using the chain rule, which is
almost always the case, the basic formulation is straightforward. The main
difficulties remaining are those related to non-holonomic constraints and com-
bined longitudinal and lateral wheel friction, i.e., the dynamics can not be
written on the form (11.24). For certain non-holonomic systems, this is not a
problem and this was remarked in Section 11.4 for the flexible-joint manipu-
lator. In other cases, questions remain to be resolved, and more specifically,
what needs to be done in an extension concerning mobile platforms and vehi-
cles is to ensure that the path-velocity control avoids exceeding the maximum
possible interaction forces between the wheels and the ground.

11.9 Conclusions

A control architecture, PTVC, for combined path tracking and path-velocity
control has been developed. The algorithm does not conservatively decrease
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the velocity to stay on the path. In contrast, it preserves the high perfor-
mance in terms of velocity and execution time, while providing robustness
to unmodeled dynamics and actuator limitations. The main property of the
controller is a separation of the control along the tangential direction of the
path (path-velocity control) and the control along the transversal directions
of the path (orthogonal path-tracking control). Formally, the separation is
achieved in the framework of natural coordinates of a path, by treating the
tangential direction in the osculating plane differently than its orthogonal
directions. Compared to trajectory tracking or existing PVC, the results ob-
tained showed that the PTVC exhibits better path-tracking behavior. Still,
it maintains high performance of the task execution with significant torque
utilization, such that the traversal time is in the same order as for the PVC,
or in some cases even better, which is an important observation.
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12

Optimization Methodology

for Road-Vehicle Maneuvers

12.1 Introduction

In this chapter, a method for solving optimal motion control problems for
road vehicles in time- or safety-critical situations is developed. The challenge
is to find the correct combinations of vehicle models and optimization formu-
lations. To verify the method, different maneuvers are investigated. In all of
these maneuvers, an optimal criterion is considered. This results in that the
vehicle—and in particular the tires—perform at the limits of their capacity.
Hence, the solutions obtained can give an indication of the maneuverability of
the vehicle in the particular situation investigated. Further, different chassis-
and tire-modeling principles are employed and compared to each other from
an optimal control perspective. This chapter of the thesis is derived, in parts,
from the publication [Berntorp et al., 2014b].

The structure of this chapter is as follows: The problem formulation and
specific aim of the research presented are discussed in Section 12.1. Vehicle
and tire modeling and the particular models investigated in this research are
presented in Section 12.2, followed by the formulation and solution method
for the studied optimal maneuvering problem in Section 12.3. Finally, con-
clusions are drawn in Section 12.4.

Objectives and Contributions

The objective of the research presented in this chapter is to utilize recent
advances in optimization tools to develop a platform for study of optimal
vehicle-maneuvering problems. The purpose is to demonstrate the usefulness
of the platform, and to obtain insightful solutions where one specific interest
is in future onboard systems for control and safety. Regarding methodology,
this means that the control-oriented goal is to find a formulation that gives
insight into improved safety systems that benefit from the recent develop-
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ments in sensor and computing-power technology in vehicles—e.g., future
driver-assistance systems performing closer to what the most experienced
drivers can do. To that end, the optimal maneuvers in different scenarios
under different conditions are studied in Chapter 13.

As already noted, it is stated in [Sharp and Peng, 2011] that model-
ing is a crucial part of optimal control of vehicles. Different versions of the
well known single-track (ST) and double-track (DT) chassis models have
been used in several safety systems and optimal vehicle-maneuver studies,
see [Chakraborty et al., 2013; Yi et al., 2012; Dingle and Guzzella, 2010; Ve-
lenis, 2011; Timings and Cole, 2013] for examples with ST and [Sundström et
al., 2010; Andreasson, 2009] for examples with DT. An ST model sufficiently
captures the planar dynamics and has the advantage of lower computational
complexity because of its reduced number of states. On the other hand, a DT
model incorporates the dynamics for motion in space and can, e.g., account
for lateral load transfer of the chassis between the inner and outer wheels
in cornering. In general, however, such complex models require more com-
putation time when solving the corresponding optimization problem. It is
thus a natural objective to study a spectrum of chassis models and compare
both the solutions and the computational complexity, instead of focusing on
a particular vehicle model on a certain road surface. Finally, there is the
aspect of modeling of the interaction between the tire and the road. Such
models are reproductions of the situation under which they were measured
or may be an average over different conditions, and they may exhibit signifi-
cant differences. Here, it is an objective to investigate a spectrum of tire–road
models from simple to more descriptive (but with increased computational
complexity). To demonstrate the value of a platform for study of optimal
vehicle-maneuvering problems, it must be verified that the platform provides
sensible solutions for a spectrum of models with different characteristics. The
platform has been used with several model combinations, and in this thesis
six different combinations of chassis and tire models are presented, all of
which are common in the literature. The obtained results are discussed and
analyzed in detail in Chapter 13. The chosen model configurations are the
ones that are considered most interesting for the analysis and understand-
ing of the balance between accuracy and computational demand for future
automotive safety systems.

Problem Formulation

The goal of the research presented in this chapter and the following is twofold.
The first goal is control-oriented and consists of finding the time-optimal ve-
hicle trajectory when maneuvering through a time-critical situation, with the
vehicle being subject to various constraints, which are motivated by physical
limitations of the driver, the vehicle, and the road geometry. The second goal
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is model-oriented and aims at investigating whether different combinations
of chassis and tire models yield fundamentally different solutions, not only in
the cost function in the optimization but also in the internal vehicle behav-
ior. Using optimal control for computing vehicle trajectories leads often to
input signals that are at their limits and, e.g., time-optimal control solutions
tend to push the vehicle and tire models more to extreme performance levels
than simulations typically do. Hence, it is plausible that conclusions about
model behavior can be made from such a comparison. It is also of particular
interest to analyze the results from a safety-system perspective—i.e., what
driving behavior and model characteristics can be extracted from the results.
Differential-algebraic equation (DAE) systems of the format

ẋ(t) = G(x(t), y(t), u(t)),

0 = h(x(t), y(t), u(t)),

where G(x(t), y(t), u(t)) and h(x(t), y(t), u(t)) are twice continuously differ-
entiable nonlinear functions of the vehicle differential variables x, algebraic
variables y, and control inputs u are considered. The employed vehicle models
differ with regard to both chassis and tire aspects.

Previous Research

Optimal control problems for vehicles in time-critical situations have been
studied previously, see [Chakraborty et al., 2011; Velenis and Tsiotras, 2005;
Chakraborty et al., 2013] for different examples concerning T-bone collisions
and cornering. In [Velenis and Tsiotras, 2005], the influence of longitudinal
load transfer on the optimal maneuver was also investigated. Aggressive vehi-
cle maneuvers and related control design was investigated in [Velenis, 2011].
The influence of different road surfaces and wheel-actuation strategies on
time-optimal maneuvers was investigated in [Tavernini et al., 2013] using a
ST chassis model. Control laws for vehicle emergency-maneuvers were devel-
oped in [Dingle and Guzzella, 2010] based on an analytical optimal control
approach, and the method was applied to different situations for investigat-
ing the benefit of independent steering and driving on the wheels. Certain
assumptions on the vehicle dynamics were imposed, and roll and pitch dy-
namics for the chassis were neglected. Optimal lane-change maneuvers were
theoretically investigated in [Shiller and Sundar, 1998], using both analytical
and numerical methods. In particular, the minimum distance at which an ap-
proaching obstacle can be avoided was determined, given an initial velocity
and the optimal feasible maneuver. Methods for computing the time-optimal
race-car line were presented in [Kelly and Sharp, 2010; Casanova, 2000],
which were based on numerical optimal control methods. In contrast to the
classical nonlinear optimal control approach to vehicle-maneuver optimiza-
tion, an approximate linearization approach leading to a sequence of convex
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optimization problems (one problem for each time point in a discrete grid
along the spatial path of the vehicle) was proposed in [Timings and Cole,
2013] and applied to a turn maneuver. Methods for constraint-based path
and trajectory planning for optimal avoidance maneuvers were developed in
[Anderson et al., 2010; Anderson et al., 2012]. In [Yi et al., 2012], aggressive
pendulum-turn maneuvers, performed by professional race-car drivers, were
investigated and related high-performance modeling was developed. Further,
[Sundström et al., 2010; Andreasson, 2009] discussed optimal control of over-
actuated vehicles, where similar optimization tools as those employed in this
chapter were utilized. A method for optimal actuation allocation to the in-
dividual wheels in yaw control of road vehicles was proposed in [Tøndel and
Johansen, 2005], and an expansion of the research comprising a two-level
strategy for active steering and adaptive control allocation was presented
in [Tjønnås and Johansen, 2010]. Further, an optimal yaw-control law for
road vehicles was developed in [Esmailzadeh et al., 2003]. In [Lundahl et al.,
2013] it was reported that simplified vehicle models, such as the ST model,
identified from experimental data managed to replicate the behavior of real
vehicles. However, this was based on less aggressive driving situations, and
not using optimization as a criterion for determining the control inputs. The
method considered in this chapter has also been applied for investigation of
critical truck maneuvers in [Lundahl et al., 2015].

12.2 Modeling

The vehicle-dynamics modeling presented in this section incorporates the
chassis motion modeling (having a varying number of DoF) and the tire-
force modeling. Further, calibration of the tire models is discussed and a
subsequent investigation of the qualitative behavior of the studied tire models
is presented.

Chassis Models

Three different chassis models of varying complexities are used. The first,
most complex, model is a DT model with roll (φ) and pitch (θ) dynamics
and both longitudinal and lateral load transfer.1 This chassis model is illus-
trated in Figure 12.1. The model has five degrees of freedom, namely two
translational and three rotational. The chassis rotational motions in the roll,
pitch, and yaw directions are characterized by the vehicle chassis inertias Ixx,
Iyy, and Izz, respectively.

1 Motivated by a passenger-vehicle perspective in the analysis, aerodynamic modeling in
the chassis dynamics is neglected. It can, however, easily be introduced in the modeling
framework if rally or racing applications are to be investigated.
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DT Model The suspension system is modeled as a rotational spring-
damper system. Consequently, the moment τφ produced by the suspension
system in the roll direction is given by

τφ = (Kφ,f +Kφ,r)φ+ (Dφ,f +Dφ,r)φ̇, (12.1)

and correspondingly for the moment τθ in the pitch direction according to

τθ = Kθθ +Dθ θ̇, (12.2)

where K and D are parameters. Throughout this chapter, the indices {f, r}
are used for denoting the front and the rear wheel pair, respectively, and
{1, 2, 3, 4} denote the individual wheels. The dynamic equations for the lon-
gitudinal load transfer are given by

(Fz,1 + Fz,2)lf − (Fz,3 + Fz,4)lr = Kθθ +Dθ θ̇,

4∑

i=1

Fz,i = mg (12.3)

where Fz,i, i ∈ {1, 2, 3, 4}, denote the time-dependent normal forces, m is
the vehicle mass, lf , lr are defined in Figure 12.1, and g is the constant of
gravity. The lateral load transfer is determined by the relations

−w(Fz,1 − Fz,2) = Kφ,fφ+Dφ,f φ̇, (12.4)

−w(Fz,3 − Fz,4) = Kφ,rφ+Dφ,rφ̇, (12.5)

where w is defined in Figure 12.1.
The derivation and complete details of the translational and orientational

dynamic equations for the double-track model are omitted here; for details
the reader is referred to [Berntorp, 2013; Berntorp, 2014].

ST-Pitch Model The second model is a single-track model, where pitch
dynamics has been added (ST-pitch). The dynamics incorporate the same
modeling of the suspension system in the pitch direction as for the DT model.
The dynamic equations for this model are conceptually found from DT by
lumping the left and right wheel on each axle together and setting the roll
angle to zero. This results in the following equations of motion along the
translational directions

v̇x − vyψ̇ = h
(
sin(θ)

(
ψ̇2 + θ̇2

)
− cos(θ)θ̈

)
+
FX

m
,

v̇y + vxψ̇ = −h
(
sin(θ)ψ̈ + 2 cos(θ)θ̇ψ̇

)
+
FY

m
,

and the following along the rotational directions

(Izz + Ixx sin(θ)2)ψ̈ = MZ − h sin(θ)FY ,

θ̈Iyy +Dθ θ̇ +Kθθ −mgh sin(θ) = −h cos(θ)FX + ψ̇2 sin(θ) cos(θ)∆Ixz,
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Figure 12.1 The double-track (DT) model with pitch and roll dynamics.
Note that the geometric lateral slip angles α are shown in the figure.

where ∆Ixz = Ixx −Izz and FX , FY , and MZ are the lumped total forces and
moment, derived from the DT model detailed in [Berntorp, 2013; Berntorp,
2014]. The load-transfer equations in the pitch direction are given by (12.3),
where the wheel forces on each axle are lumped together for the ST-pitch
chassis model.

ST Model The third chassis model is a single-track model (ST), illustrated
in Figure 12.2. This model lumps together the left and right wheel on each
axle, and roll and pitch dynamics are neglected. Thus, the model has two
translational and one rotational DoF. The model dynamics is straightforward
to derive, see, e.g., [Schindler, 2007], and are given by

v̇x − vyψ̇ =
1

m
(Fx,f cos(δ) + Fx,r − Fy,f sin(δ)) =

FX

m
, (12.6)

v̇y + vxψ̇ =
1

m
(Fy,f cos(δ) + Fy,r + Fx,f sin(δ)) =

FY

m
, (12.7)

Izzψ̈ = lfFy,f cos(δ) − lrFy,r + lfFx,f sin(δ) = MZ , (12.8)
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Figure 12.2 The single-track (ST) model utilized as a base model in the
formulation of the optimal control problem in this chapter. Note that the
geometric lateral slip angles α are shown in the figure.

where FX , FY , and MZ are the global forces and moment. The nominal
normal force Fz0 resting on the respective wheel in steady state is given by

Fz0,f = mg
lr
l
, Fz0,r = mg

lf
l
, (12.9)

where the length of the wheel base is defined as l = lf + lr.

Wheel and Tire Modeling

The slip angles αi and slip ratios κi are defined as in [Pacejka, 2006]:

α̇i

σ

vx,i

+ αi = − arctan

(
vy,i

vx,i

)
, (12.10)

κi =
Rwωi − vx,i

vx,i

, i ∈ {f, r} or {1, 2, 3, 4}, (12.11)

where σ is the relaxation length, Rw is the wheel radius, ωi is the wheel
angular velocity for wheel i, and vx,i and vy,i are the longitudinal and lateral
wheel velocities for wheel i with respect to an inertial system, expressed
in the coordinate system of the wheel. The wheel dynamics2, necessary for
slip-ratio computation, are given by

Ti − Iwω̇i − Fx,iRw = 0, i ∈ {f, r} or {1, 2, 3, 4}. (12.12)

Here, Ti is the driving/braking torque and Iw is the wheel inertia. When
developing a platform for investigation of optimal maneuvers, it is of interest

2 In the wheel-dynamics modeling, it is assumed that the vehicle has an open differential,
motivated by a passenger-vehicle perspective in the study. However, it has been verified
that the considered optimization framework can handle other differential settings, such
as a locking differential on the rear axle and a limited-slip differential, as well.
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to handle and compare different tire characteristics, and thus to cope with
different tire models. The nominal tire forces Fx0 and Fy0—i.e., the forces
under pure slip conditions—are computed with the Magic Formula model
[Pacejka, 2006], given by

Fx0,i = µx,iFz,i sin(Cx,i arctan(Bx,iκi −Ex,i(Bx,iκi − arctanBx,iκi))),
(12.13)

Fy0,i = µy,iFz,i sin(Cy,i arctan(By,iαi − Ey,i(By,iαi − arctanBy,iαi))),
(12.14)

for each wheel i ∈ {f, r} or {1, 2, 3, 4}. In (12.13)–(12.14), µx and µy are the
friction coefficients and B, C, and E are model parameters.

Under combined slip conditions—i.e., both κ and α are nonzero—the lon-
gitudinal and lateral tire forces Fx and Fy will depend on both slip quantities.
How this coupling is described can have significant effect on the modeled ve-
hicle dynamics. In an optimal maneuver, the computed control inputs will
result in the best combination of longitudinal and lateral force, and these
forces are coupled via the physics of the tire. Even though detailed experi-
ments, like the ones in [Carlson and Gerdes, 2005] for longitudinal stiffness,
are lacking for the complete longitudinal-lateral tire interaction, there are
large differences in the characteristics, see [Isermann, 2006; Pacejka, 2006;
Kiencke and Nielsen, 2005; Rajamani, 2006; Schofield, 2008]. As a conse-
quence, it is of interest to investigate how the adopted tire model influences
the resulting computed optimal maneuver. Also, different tire models may
interact with certain chassis models such that the obtained results are not
realistic. Two different tire-model categories are chosen for the study in this
chapter and the following, which are described next.

Combined Forces based on the Friction Ellipse A straightforward
model of combined forces is based on the friction ellipse, and is described by
the elliptical constraint

Fy,i = Fy0,i

√
1 −

(
Fx0,i

µx,iFz,i

)2

, i ∈ {f, r} or {1, 2, 3, 4}, (12.15)

where Fx0 is used as an input variable, see for example [Wong, 2008]. How-
ever, in the setup considered in this chapter, it is desirable to use the driving
and braking torques as input, see (12.12), since this is a quantity that can
be controlled in a physical setup of a vehicle. The main limitation with the
friction ellipse model is that the longitudinal force does not explicitly depend
on the lateral slip α, which is not realistic. With lateral slip present (i.e., α
nonzero), it is possible to use a related, more involved model, which is also
based on the friction ellipse [Kiencke and Nielsen, 2005]. However, (12.15)
is used because it represents a straightforward combined-force model that is
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used in the vehicle optimal control literature [Andreasson, 2009; Sundström
et al., 2010]. This model is denoted the friction-ellipse (FE) model.

Representing Combined Slip with Weighting Functions Another,
more comprehensive approach to tire modeling proposed in [Pacejka, 2006],
which is inspired by the Magic Formula and explicitly accounting for the
effect on the tire force by the longitudinal and lateral slip, is to scale the
nominal forces (12.13)–(12.14) with weighting functions Gxα,i and Gyκ,i,
which depend on α and κ. The relations along the longitudinal direction
are, [Pacejka, 2006],

Hxα,i = Bx1,i cos(arctan(Bx2,iκi)), (12.16)

Gxα,i = cos(Cxα,i arctan(Hxα,iαi)), (12.17)

Fx,i = Fx0,iGxα,i, i ∈ {f, r} or {1, 2, 3, 4}, (12.18)

and the corresponding relations along the lateral direction are given by

Hyκ,i = By1,i cos(arctan(By2,iαi)), (12.19)

Gyκ,i = cos(Cyκ,i arctan(Hyκ,iκi)), (12.20)

Fy,i = Fy0,iGyκ,i, i ∈ {f, r} or {1, 2, 3, 4}, (12.21)

where B and C are model parameters. Throughout this chapter, (12.16)–
(12.21) are denoted the weighting-functions (WF) model.

Calibrating Tire Models for Comparison

When comparing an optimal maneuver based on two different tire models,
it is not obvious how to calibrate the models with respect to the specific
tire to get comparable solutions to the optimal control problem. As an ex-
ample, Figure 12.3 shows the resulting tire forces for two tire models; the
first is parametrized using FE and the second is parametrized using WF by
employing the experimental data presented in [Pacejka, 2006]. To equalize
these models in comparative studies, one way would be to have the same
average resultant force, whereas another way would be to equalize the lon-
gitudinal stiffness. For the particular tire models considered in this chapter,
the same parameters have been used in the relations for the nominal lon-
gitudinal and lateral forces in (12.13)–(12.14), i.e., for pure slip conditions
the two tire models agree. In the calibration procedure, the parts of the tire-
model parameters depending on the time-varying normal force are neglected.
Instead the parameters are determined from the normal forces present when
the vehicle is in steady-state motion.

Qualitative Behavior of Tire Models The characteristic surfaces defin-
ing the relation between tire force and the slip quantities are used as a basis

192



12.3 Optimal Control Problem

for the analysis. These plots are referred to as Force-Slip (FS)-diagrams. This
3D surface is defined as the resulting force

Fres,i =

√
(Fx,i)2 + (Fy,i)2

Fz,i

, i ∈ {f, r} or {1, 2, 3, 4}, (12.22)

as a function of the longitudinal slip κ and slip angle α. The resultant force
is normalized with the normal force to enable comparison of models with
and without dynamic load transfer. The model based on the weighting func-
tions is parametrized according to the parameters found from experiments
in [Pacejka, 2006], representing a tire behavior when driving on dry asphalt.
The friction-ellipse model also uses the parameters in [Pacejka, 2006] for the
nominal tire forces. Figure 12.3 shows how the resulting tire force for the
front wheel varies over slip angle and slip ratio for the friction-ellipse and
the weighting-functions models with the parameters presented in Table A.2
in Appendix A. Studying Figure 12.3 gives a basis for a discussion of the
behavior of the tire models in an optimal maneuver—e.g., the models give
different force characteristics for combined slip, where the most prominent
difference is that FE predicts a significantly larger force for combined slip
of high values than what WF does. Further, the characteristic peaks in Fres

obviously influence the behavior of the tire-force model significantly.
Another fundamental difference between the models is seen in Figure 12.4,

where the lateral force is plotted against the longitudinal force for FE and
WF. Differences between the two approaches are clear. In particular, the lon-
gitudinal force increases monotonically with decreasing lateral force for FE,
which is not the case for WF. Typically, experimental results exhibit similar
behavior as WF, even though the friction ellipse has been used successfully
in the case of not too aggressive maneuvers.

12.3 Optimal Control Problem

Based on the chassis and tire dynamics described in Section 12.2, the op-
timal solutions for different maneuvering situations are to be determined.
These optimal trajectories are computed as the solution to an optimal con-
trol problem and considering the physical setup of the problem, it is clear
that a solution exists given that the initial velocity of the vehicle is chosen
sufficiently low. The resulting optimal control problems are more challenging
than they initially appear, since, e.g., the time-optimality implies that the
tire-friction models in certain cases may operate outside the area of which
they have been validated. Also, solving dynamic optimization problems nu-
merically where the time horizon is free is in general more demanding than
solving a problem with fixed time horizon, since it adds additional degrees
of freedom. To the purpose of increasing the robustness of the convergence,
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Figure 12.3 Resulting tire force Fres for the front wheel with a friction-
ellipse model (upper) and a weighting-functions model (lower), with ex-
perimental parameters from [Pacejka, 2006] according to Table A.2 in Ap-
pendix A. The force is normalized with the steady-state normal force.
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Figure 12.4 Lateral tire force Fy plotted as function of the longitudinal
force Fx (normalized) for the friction ellipse (FE) and weighting functions
(WF) models, respectively, with α = 7.6 deg, κ ∈ [0, 1]. The models predict
different behavior for large values of the longitudinal tire force; in particular,
the longitudinal force increases monotonically with decreasing lateral force
for FE.

an initialization procedure based on driver models has been developed as
part of the optimization platform, which is described later in this section.
Moreover, scaling of the optimization variables to the same nominal inter-
val (based on a priori assumptions on their maximum values) is essential to
avoid ill-conditioned matrices in the optimization procedure.

Formulation of the Optimal Control Problem

The chassis motion models are formulated as differential-algebraic equation
systems according to ẋ = G(x, y, u), as described in Section 12.1. The wheel
driving and braking torques T =

(
Tf Tr

)
, as well as the steer angle δ of the

front wheels are considered as inputs. For simplicity, it is assumed that the
front wheels have the same steer angle in the double-track models. Moreover,
considering that the analysis in this and the next chapter has a focus on
optimal maneuvers for passenger vehicles in safety-critical situations, it is
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justified to assume that the double-track models have one wheel-torque input
for each axle. The inputs are equally distributed between the wheels at the
respective axle, i.e., T1 = T2 = Tf/2 and T3 = T4 = Tr/2. This is equivalent
to separate front and rear braking systems and an open differential. Further,
the tire-force model is written as the equation system h(x, y, u) = 0. The
optimization problem is formulated over the time horizon t ∈ [0, tf ] and the
objective of the optimization is here assumed to be to minimize the final
time tf of the maneuver. Accordingly, the dynamic optimization problem to
be solved is stated as follows:

minimize tf

subject to Ti,min ≤ Ti ≤ Ti,max, i ∈ {f, r} or {1, 2, 3, 4}
|Ṫi| ≤ Ṫi,max, i ∈ {f, r}
|δ| ≤ δmax, |δ̇| ≤ δ̇max

x(0) = x0, x(tf ) = xtf
,

f(Xp, Yp) ≤ 0

ẋ = G(x, y, u), h(x, y, u) = 0

(12.23)

where x0 are the initial conditions for the differential variables, xtf
are the

desired values for the differential variables at the final time t = tf , and
(Xp, Yp) is the position of the center-of-mass of the vehicle. In practice, the
conditions at t = tf are only applied to a subset of the model state variables.
Further, f(Xp, Yp) is a mathematical description of the road constraint for the
center-of-mass of the vehicle for the respective maneuver. These constraints
in the geometric two-dimensional XY -plane can, e.g., formulated as super-
ellipses with different radii and degrees.

Implementation and Solution

The models of the chassis and tire dynamics were implemented using the
modeling language Modelica [Modelica Association, 2015]. Utilizing Optimica
[Åkesson, 2008], which is an extension of Modelica for high-level description of
optimization problems based on Modelica models, the implementation of the
vehicle and tire dynamics described in Section 12.2 and the optimal control
problem (12.23) was straightforward.

Because of the complex nature of the nonlinear and nonconvex optimiza-
tion problem (12.23), analytical solutions were intractable. Instead, numer-
ical methods based on simultaneous collocation [Biegler et al., 2002] of the
continuous-time problem (12.23) were utilized. The collocation procedure
and solution of the optimization problem were performed using the open-
source software platform JModelica.org [Åkesson et al., 2010; JModelica.org,
2015]. The user interaction with this platform is illustrated in Figure 12.5.
In the particular scheme employed in the utilized optimization platform,
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Figure 12.5 Illustration of the usage of the optimization software JMod-
elica.org. The user utilizes the scripting language Python in order to commu-
nicate with JModelica.org. The Modelica and Optimica models are compiled
to C-code and an XML description. The NLP is subsequently numerically
solved using the solver Ipopt. Simulation of DAE systems for initialization
and verification purposes is possible using the software package Assimulo
[Assimulo, 2015], which is integrated in JModelica.org.

the trajectories of the optimization variables were described using Lagrange
polynomials. The collocation procedure results in a discrete-time nonlinear
program (NLP), where the interpolation coefficients of the polynomials are
the optimization variables. For further details on the collocation procedure,
see [Åkesson, 2007]. The resulting NLP is solved using Ipopt [Wächter and
Biegler, 2006], which is a numerical solver based on a primal-dual interior-
point method developed for large and sparse optimization problems. For the
optimal control problems considered in Chapter 13, 150 discretization ele-
ments were used and each element contained three collocation points. The
selection of discretization parameters was based on a strategy where the op-
timal control problem was solved iteratively with different parameters. The
Jacobian and the Hessian related to the problem were required in the Newton
iterations in the optimization procedure. Considering the complexity of the
employed chassis and tire models, finite-difference approximations of these
quantities in quasi-Newton methods such as the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm [Dennis and Schnabel, 1983] are not numerically
stable, especially not for the DT model. Instead, calculation of the required
derivatives with numerical precision—i.e., in the order of 10−16—was per-
formed using automatic differentiation [Griewank, 2000]; this procedure re-
duced convergence times several orders of magnitudes and increased numer-
ical stability as compared with the approach using approximate derivatives.
This observation is in agreement with the conclusions in the survey [Sharp
and Peng, 2011].

Initialization Procedure

Robust convergence to a solution of the NLP in Ipopt relies on proper ini-
tialization. A simulation of a driver model is used in combination with the
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Table 12.1 Solution times and number of iterations required for solving
the time-optimal maneuver problem in a hairpin turn for the considered
model configurations (see Chapter 13 for further details).

Model Solution Time [s] No. of Iterations

ST FE 8.0 111
ST WF 12.3 101
ST-pitch FE 16.9 110
ST-pitch WF 7.8 78
DT FE 137.8 340
DT WF 144.2 287

vehicle model in order to obtain initial trajectories for the model variables
in the numerical optimization procedure. The driver model is designed such
that the vehicle tracks the middle of the road while following a predefined
velocity profile. The driver model, operating the steer angle δ and the rear
wheel torque Tr, is based on the lane-keeping controller in [Rajamani, 2006]:

δ = δss − k1e− k2ė− k3ξ − k4ξ̇, (12.24)

Tr = Tr,ff − k5(v − vnom) (12.25)

where δss is the steady-state steer angle in the hairpin turn, e is the lateral
deviation from the desired path, ξ is the angular deviation from the desired
heading direction, Tr,ff is the feedforward term for the rear torque input,
vnom is the desired velocity profile, and {ki}5

i=1 are parameters of the driver
model. The controller parameters k1–k4 are chosen such that the eigenvalues
of the closed-loop system are placed as suggested in [Rajamani, 2006]. The
desired velocity vnom is tracked by controlling the rear wheel torques with
the feedforward part Tr,ff , computed from v̇nom, and a term proportional to
the deviation from the velocity profile.

Using the developed initialization procedure and a standard PC with
an Intel QuadCore i7 CPU having 16 GB of RAM in an implementation
using only one of the cores, the solution times and number of iterations
reported in Table 12.1 were obtained for a hairpin maneuver, which is the
most challenging maneuver considered in Chapter 13. Obviously, the number
of iterations and computation times are dependent on the complexity of the
model configuration and the maneuver. Noticeable is that the DT chassis
model requires approximately one order of magnitude longer solution time
than the ST chassis model.
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12.4 Conclusions

This chapter discussed a method for determining optimal vehicle maneu-
vers in time-critical situations using a state-of-the-art numerical optimiza-
tion platform. Vehicle and tire models frequently encountered in the litera-
ture were analyzed from an optimization perspective and an optimal control
problem was subsequently formulated. Tools for solving this type of optimal
control problems were discussed. Based on the JModelica.org platform, solu-
tions to the NLPs can be obtained using collocation for discretization of the
continuous-time optimal control problems.
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13

Applications of Method for

Optimal Road-Vehicle

Maneuvers

13.1 Introduction

In the previous chapter, a method for determining optimal road-vehicle ma-
neuvers was discussed. In this chapter, three different applications of the
strategy to determine the optimal maneuvers are investigated. The first is
an evaluation and quantification of the implications of different choices of
the chassis and tire models on the resulting optimal maneuvers. The second
application is an investigation of the influence of the road condition on the
time-optimal maneuver in a hairpin turn. The third application is a study
on how different braking strategies in ESC systems relate to the vehicle per-
formance in the time-critical situation when entering a curve with too high
velocity. This chapter is derived, in parts, from the publications [Berntorp
et al., 2014b; Olofsson et al., 2013; Lundahl et al., 2014].

The structure of this chapter is as follows: The impact of chassis and tire
modeling on the computed optimal maneuvers is investigated in Section 13.2.
In Section 13.3, the optimal maneuvers in a hairpin turn under uncertain road
conditions are studied. Optimal maneuvers for ESC systems are investigated
in Section 13.4. Finally, the chapter is summarized and conclusions are drawn
in Section 13.5.

13.2 Investigation of the Impact of Chassis and Tire
Modeling

In this section, the results achieved by solving the optimal control problem
(12.23) in Chapter 12 are presented for different vehicle-model configurations
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in a number of maneuvering situations. The aim is to quantify and evaluate
the influence on the resulting optimal maneuvers in different driving situa-
tions. For each investigated maneuver, the following chassis- and tire-model
configurations were evaluated:

• ST with FE for tire modeling—i.e., the single-track model without
pitch and roll dynamics, and the friction ellipse for tire modeling.

• ST with WF for tire modeling—i.e., the single-track model without
pitch and roll dynamics, and the weighting functions for tire modeling.

• ST-pitch with FE for tire modeling—i.e., the single-track model with
pitch dynamics, and the friction ellipse for tire modeling.

• ST-pitch with WF for tire modeling—i.e., the single-track model with
pitch dynamics, and the weighting functions for tire modeling.

• DT with FE for tire modeling—i.e., the double-track model with pitch
and roll dynamics, and the friction ellipse for tire modeling.

• DT with WF for tire modeling—i.e., the double-track model with pitch
and roll dynamics, and the weighting functions for tire modeling.

The numerical values for the vehicle-model parameters used in this study
are provided in Table A.1 in Appendix A. The corresponding parameters for
the tire-force models are found in Table A.2 in Appendix A. The tire-model
parameters have been derived from the empirical parameters presented in
[Pacejka, 2006].

Maneuvers

Three time-critical maneuvers were chosen for evaluation of the approach
to trajectory generation. The motivation for choosing multiple maneuvers is
firstly to verify that the developed platform can handle different situations
and vehicle behavior, and secondly to enable comparison of the resulting
solution for the considered model configurations. The first maneuver is a 90◦-
turn, which is important in, e.g., evaluation of ESC systems in lane-keeping
scenarios. The second maneuver is a hairpin turn, which is selected because
it tests several aspects of the tire and chassis modeling. The third maneuver
is a double lane-change maneuver, where the dimensions of the track was
chosen congruent to the ISO standard 3888-2 [ISO 3888-2:2011, 2011]. This
maneuver is, in particular, common for testing the possibilities for collision
avoidance if obstacles are approaching the road, but is also important for
evaluation of the roll stability of a vehicle.
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Optimization Prerequisites

For the evaluations, the maximum allowed wheel angle δmax and wheel-angle
change rate δ̇max were set to 30 deg and 60 deg/s, respectively, which are
reasonable parameters, both seen from physical and driver limitations. For
all considered maneuvers, the start (Xp,0, Yp,0) and final vehicle position
(Xp,tf

, Yp,tf
) were set to be in the middle of the road. The initial velocities

were v0 = 70 km/h in the 90◦-turn maneuver, v0 = 25 km/h in the hairpin-
turn maneuver, and v0 = 80 km/h in the double lane-change maneuver.
Further, the lower and upper constraints on the torque inputs were chosen
as

Ti,min = −µx,iRwmg, i ∈ {f, r} or {1, 2, 3, 4}, (13.1)

Tr,max = µx,rRwFz0,r, (13.2)

Tf,max = 0, (13.3)

which implies a rear-wheel driven vehicle. The constraints on the derivative
of the torque inputs were chosen as Ṫi,max = 2.5µx,iRwmg, i ∈ {f, r}. Note
that the friction coefficients and the other tire-model parameters on the left
and right wheels on the respective axle are assumed to be equal in the DT
models. The choice of torque limitations originates from that the maximum
braking torques that can be applied on the wheels are significantly larger than
the corresponding acceleration torques. Further, the driving-torque limit was
set to prevent excessive wheel spin, corresponding to large slip ratios. This
can be justified because the employed empirical tire models are based on tire-
force measurements that for experimental reasons are only possible to obtain
for a limited area in the plane spanned by the longitudinal and lateral slip.
Moreover, the wheel velocities were limited to be nonnegative, since solutions
with wheel backspin were not desired. To increase the probability of conver-
gence of the solver to a solution, the longitudinal forces were constrained to
|Fx| ≤ µxFz and correspondingly for the lateral forces. Note that both the
force and the wheel-velocity constraints are mathematically redundant.

The analysis of the achieved results presented in this section is focused
on the 90◦-turn and the hairpin-turn maneuvers. The results from the dou-
ble lane-change maneuver are commented on and compared to the results
obtained for the two other maneuvers in the discussion later in this section.

Optimal Trajectories in the 90◦-turn Maneuver

An analysis of the resulting time-optimal maneuvers for the 90◦-turn is pre-
sented. First, the computed time-optimal trajectories are explained, followed
by four paragraphs discussing different aspects of the maneuver; the geomet-
ric vehicle paths, the vehicle-model variables, the global tire forces, and how
the available tire forces are used for the particular maneuvers.
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The vehicle start position was set to (Xp,0, Yp,0) = (37.5, 0) m, which
is in the lower right corner in Figure 13.1, and the vehicle was aligned
with the road direction, ψ0 = π/2. The target vehicle position was set to
(Xp,tf

, Yp,tf
) = (0, 37.5) m, where the vehicle heading should be in the road

direction, ψtf
= π. Figures 13.2–13.3 display the computed trajectories for

the time-optimal maneuvers for the different chassis- and tire-model config-
urations in the 90◦-turn. The variable v is the norm of the vehicle velocity
vector, given by

v =
√
v2

x + v2
y,

and β is the body-slip angle defined as

β = arctan

(
vy

vx

)
.

Figure 13.4 shows the global forces FX and FY . In addition, the yaw moment
MZ generated from the tire forces, i.e., the moment about an axis orthog-
onal to the road, is visualized. These quantities are displayed as functions
of the driven distance s to enable comparison of the results for the differ-
ent model configurations. Figures 13.5 and 13.6 show the FS-diagrams for ST
with WF and DT with FE, respectively. The combination of longitudinal and
lateral slip in the time-optimal solution is plotted on the surface. Moreover,
Table 13.1 provides the times tf for completing the maneuver with the respec-
tive model configuration. The computed values of the objective value tf vary
approximately 5% at most, which occurs between the ST-pitch model with
FE tire model and DT with WF tire model. It is noticeable that ST-pitch
and DT exhibit larger discrepancies in the time for completing the maneuver
for the respective tire model than ST. This is most certainly a result of the
load transfer incorporated in the former models, which results in significant
variations in the normal load on the wheels during the maneuver. No signif-
icant trend in the time for completing the maneuver is observed with regard
to chassis model. However, the friction ellipse seems to result in shorter end
times for ST-pitch and DT. This is because the resulting force for the friction
ellipse is always larger than that for the weighting functions when combined
slip is present, cf. Figure 12.3 in Chapter 12. In this maneuver, combined slip
is developed; hence, the friction-ellipse modeling results in larger forces and
thus increased acceleration and deceleration.

Path Trajectories The path trajectories shown in Figure 13.1 are similar
from a qualitative perspective. The largest discrepancies of the path trajec-
tories occur between ST-pitch with FE and ST-pitch with WF during the
exit phase, and are approximately 15% of the road width. It is interesting to
note that the two ST-pitch configurations result in different strategies when
exiting the turn; ST-pitch with WF results in the most narrow curve-taking,
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Table 13.1 Time for completing the maneuver for each model configura-
tion in the 90◦-turn.

Model Maneuver Completion Time

ST FE 4.28 s
ST WF 4.28 s
ST-pitch FE 4.12 s
ST-pitch WF 4.21 s
DT FE 4.30 s
DT WF 4.35 s
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Figure 13.1 Time-optimal path trajectories in the 90◦-turn obtained for
the respective model configuration. The colored bars represent the vehicle
heading every half second.
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Figure 13.2 Time-optimal solutions obtained for the 90◦-turn, with the
respective model configuration. For the DT models, the average lateral slip
angle for the right and left wheels is shown for each axle in order to enable
comparison of the solutions. Same color scheme as in Figure 13.1.
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Figure 13.3 Time-optimal solutions obtained for the 90◦-turn, with the
respective model configuration. Same color scheme as in Figure 13.1. To
allow comparison between the models, the forces and torques for the DT
models have been lumped together, yielding one longitudinal force, one
lateral force, and one torque per vehicle axle.
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MZ , developed by the tires in the 90◦-turn, illustrated as functions of the
driven distance s. Same color scheme as in Figure 13.1.

whereas ST-pitch with FE results in the most wide. However, irrespective of
the tire model, the differences between the chassis models ST and DT are
minor throughout the maneuver. Moreover, the geometric paths are virtu-
ally indistinguishable for the FE model configurations (even though the slip
behavior is significantly different) but exhibit more variation for the WF tire
models. It is plausible that this is a result of the difference in the tire force
predicted by the respective model for combined slip; for the FE model, ap-
proximately the same tire force is obtained for different slip combinations.
This is not the case for WF, where the tire force rapidly decreases for increas-
ing slip quantities, and hence the load transfer has more significant effects
on the optimal path in the curve taking.

Trajectories for the Model Variables The first observation when inves-
tigating the optimal trajectories for the model variables in Figures 13.2–13.3
closer is that the solution obtained for ST-pitch with FE has a completely
different behavior than the solutions obtained for the other model configura-
tions. In particular, the slip behavior is much more excessive with this model
configuration, which can be observed in the plots for β (peaking at a signif-
icant angle of 44 deg) and αr. The observed slip behavior is also consistent
with the steering angle δ, where the constraints on the angle are active for
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a short period around t = 2 s. A plausible explanation for this is that the
longitudinal load transfer in combination with the characteristics of FE leads
to that the largest forces are achieved when the vehicle both accelerates and
slides. The tire forces for FE and WF are compared in Figure 12.3 in Chap-
ter 12. It could also be argued that the longitudinal force is used in the curve
for centripetal acceleration, since the friction coefficient in the longitudinal
direction is larger than in the lateral direction. For DT, however, heavy cen-
tripetal acceleration implies lateral load transfer, resulting in less available
tire force for the inner wheels. This, in turn, limits the driving or braking
effort if wheel spin or even wheel lock should be avoided. Disregarding the
solution obtained for ST-pitch with FE and considering all the remaining
model configurations, the solutions are similar for several variables, such as
φ, θ, ψ̇, and β.

Investigating the optimal vehicle trajectories further from a qualitative
perspective, Figures 13.2–13.3 show that the different models result in char-
acteristics that are similar with regard to several aspects. Prior to turning
toward the corner, all the resulting optimal solutions exhibit a slight right-
ward maneuvering while accelerating. This is followed by a braking phase,
where both the front and the rear wheels are used. Initially in the braking
phase, a significant braking torque is applied, which is gradually reducing as
the vehicle approaches the turn, see Tf and Tr in Figure 13.3. Larger lateral
forces are generated in the turn. Half-way through the turn, at t ≈ 2 s, all
solutions comprise an increasing driving torque, which accelerates the vehicle
out of the turn. In the final stage when exiting the turn, all solutions utilize
maximum driving torque as expected.

It can be observed that the steer angle varies considerably between the
models. At approximately t ≈ 0.7 s, a smaller δ is applied for the ST-pitch
and DT WF, than for the remaining model configurations. For the ST-pitch
and DT WF, the longitudinal load transfer is utilized to achieve a strategy
with more emphasis on braking when entering the turn, with the lateral force
being slightly smaller. Hence, a lower δ is consistent with these observations.
Shortly after, approximately at t = 0.8–1.2 s, the steer angle increases sharply
in the solutions for the ST-pitch and DT WF. The effect is clearly visible
for DT in the front slip angle in Figure 13.2. This behavior is not observed
for the corresponding models with FE for tire modeling. Given the resulting
forces developed at the front wheels at this time, there exist two different
strategies to achieve the observed behavior: Either by utilizing front-wheel
braking together with a moderate steer angle, or by only applying a large
steer angle and achieve the longitudinal contribution from Fy,f sin(δ) alone.
The latter seems to be what is utilized for ST-pitch and DT WF.

Tire Forces The total forces that are developed by the tires, displayed
in Figure 13.4, mirror the behavior observed in the plots with the internal
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model variables and path trajectories; the ST-pitch model with FE exhibits
largest discrepancies. Considering the remaining configurations, FY and MZ

are similar from a qualitative perspective. The solutions exhibit quantitative
differences in the magnitude of MZ during the initial and exit phases of the
maneuver. This observation is also in agreement with the tire-force plots in
Figure 13.3. There are larger numerical discrepancies in FX , in particular
during shorter periods of the maneuver.

Summary of Differences The most significant differences between the
resulting solutions appear, not unexpectedly, for the control inputs and vari-
ables closely coupled to the longitudinal dynamics of the vehicle, such as Tf ,
Tr, and v in Figures 13.2–13.3, and FX in Figure 13.4. Comparing the ST
models with the DT chassis models, the double-track models reduce front-
wheel braking slightly earlier, see Tf in Figure 13.3. This is probably a con-
sequence of Tf being equally distributed between the front wheels for the
double-track models. Thus, when braking and cornering simultaneously, the
inner wheels will have less load and thus risk to enter a state of wheel lock for
large braking torques. Similarly, during the exit phase of the maneuver where
lateral load-transfer still is present, a too large driving torque will result in
significant spin on the inner rear wheel. Therefore, a smaller driving torque
is applied in the solution obtained for DT, in particular compared with the
optimal solutions obtained for the ST-pitch chassis models.

Force-Slip Diagrams The FS-diagrams displayed in Figures 13.5 and 13.6
for the ST WF and for the DT FE model configurations, respectively, provide
further information on the maneuver execution. These plots display slightly
different slip characteristics for the considered model configurations. For ST,
the optimal solution comprises a control strategy such that pure slip is fa-
vored, especially for the front wheel. The DT model, having dynamically
varying normal forces on the wheels, naturally exhibits different slip trajec-
tories for the left and right wheels. From the FS-diagrams, it is also clear
that the slip on the rear wheels is more pronounced as a result of the vehicle
being rear-wheel driven.

Optimal Trajectories in the Hairpin Maneuver

In this section, the computed time-optimal maneuvers in the hairpin turn
are presented. The analysis of the results for the hairpin maneuver is struc-
tured equivalently to the results for the 90◦-turn. The start position in the
hairpin turn was (Xp,0, Yp,0) = (−5, 0) m for all model configurations, and
the initial and final heading angles were aligned with the road direction. Fig-
ures 13.7–13.9 show the vehicle path and the most relevant model variables
for all six model configurations in the hairpin maneuver. The global forces
and yaw moment are displayed in Figure 13.10, whereas the FS-diagrams
for the DT chassis model with WF and FE tire models are presented in
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Figure 13.5 Resultant normalized tire forces for ST with WF tire mod-
eling in the 90◦-turn.
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eling in the 90◦-turn (blue – left wheel, red – right wheel).
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Table 13.2 Time for completing the maneuver for each model configura-
tion in the hairpin turn.

Model Maneuver Completion Time

ST FE 8.47 s
ST WF 8.49 s
ST-pitch FE 8.19 s
ST-pitch WF 8.32 s
DT FE 8.48 s
DT WF 8.61 s

Figures 13.11–13.12, respectively. Table 13.2 displays the computed times re-
quired for completing the maneuvers for the different model configurations.
The objective function tf deviates approximately 0.4 s when comparing all
six model configurations, corresponding to a maximum difference of 5%. The
models with roll or pitch dynamics show the largest differences for the re-
spective tire model. This is caused by that these additional dynamic effects,
as expected, lead to large wheel-load variations during the maneuver. Similar
to the results for the 90◦-turn, the models employing FE for tire modeling ex-
hibit shorter maneuver completion times. This is because FE leads to larger
resulting forces than WF for combined slip, as seen in Figure 12.3 in Chap-
ter 12. With load transfer, this difference is even more pronounced. The times
for completing the maneuver computed with the ST-pitch models are shorter
than for the other model configurations. The reason is that ST-pitch, as does
DT, benefits from the longitudinal load transfer when accelerating. However,
ST-pitch does not take roll dynamics into account, whereas a high cornering
velocity will result in lateral load transfer caused by the roll dynamics in DT.
This leads to reduced loads on the inner wheels for the double-track models,
which is the same phenomenon as observed in the 90◦-turn.

Path Trajectories From Figure 13.7, it can be observed that the geomet-
ric paths are pairwise equal from a qualitative perspective. For example, the
paths for the ST models are comparably symmetric in shape with respect to
the center line of the turn. The paths for the ST-pitch and DT models are
clearly asymmetric, with the ST-pitch models resulting in a wide exit out
of the turn, and opposite for the DT models. The results seem to indicate
that the qualitative behavior is more dependent on the chassis model than
the tire model. However, considering the similarity of the obtained paths for
the FE tire model and the differences in the paths for the WF models (in
direct analogy with the results obtained in the 90◦-turn), it is clear that the
modeling of the tire forces for large combined slip values are important for
the optimal geometric path.
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Figure 13.7 Time-optimal path trajectories obtained for the hairpin
turn, with the respective model configuration. The colored bars represent
the vehicle heading every second.

Trajectories of the Model Variables The trajectories of the model vari-
ables in Figures 13.8–13.9 show that all models have similarities in terms of
internal variables: The vehicle starts by applying full driving torque simul-
taneously as it turns in order to allow a wider curve taking. When entering
the curve, the vehicle starts to brake with all wheels. This braking is applied
approximately until the vehicle reaches the half-way point. Furthermore, all
models result in solutions with vehicle slip. The longitudinal forces, and thus
also the velocities, are also similar in size and shape. However, there are
also fundamental differences between the resulting solutions for the different
models. Inspecting the body-slip angle β, it can be concluded that the mod-
els with FE have significantly larger slip, when comparing the same chassis
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Figure 13.8 Time-optimal solutions obtained for the hairpin turn, with
the respective model configuration. For the DT models, the average lateral
slip angle for the right and left wheels is shown for each axle in order to
enable comparison of the solutions. Same color scheme as in Figure 13.7.
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Figure 13.9 Time-optimal solutions obtained for the hairpin turn, with
the respective model configuration. For DT, the total forces and torques on
each axle are shown. Same color scheme as in Figure 13.7.
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Figure 13.10 Longitudinal force FX , lateral force FY , and yaw moment
MZ , developed by the tires in the hairpin turn, illustrated as functions of
the driven distance s. Same color scheme as in Figure 13.7.

models. It can, e.g., be noted that β for the ST-pitch FE model has its max-
imum value at approximately 60 deg. As mentioned previously, the reason
for FE giving larger slip is that the resulting force for FE is higher than the
corresponding force for WF when having combined slip. These differences
are coupled to the respective steer angles; δ for ST-pitch with FE is at its
upper boundary for approximately 1 s. For DT, and to some extent ST-pitch
with the WF tire model, there is an abrupt change in δ when reaching the
leftmost part of the maneuver, at around 2 s. The tire forces become even
smaller for the wheels on the rear axle (especially the rear inner wheel with
the DT chassis model) with longitudinal or lateral load transfer, since there
will be variations in the normal load on the wheels when cornering or brak-
ing. Consequently, the total decelerating force will be smaller. One way to
suppress this is to decrease αf and αr closer to zero, which can be achieved
by the mentioned sudden change in δ. This behavior is not exhibited by the
DT or the ST-pitch FE model configurations.

Tire Forces Figure 13.10 shows the total tire-forces FX and FY , resolved
in the road-surface plane, as functions of the driven distance. In addition, the
yaw moment MZ generated from the tire forces is visualized. The qualitative
behavior of the longitudinal forces exhibits similarities for all models, except
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Figure 13.11 Resultant normalized tire forces for DT with WF tire mod-
eling in the hairpin maneuver (blue – left wheel, red – right wheel).

for ST-pitch with FE. The behavior of the lateral forces also exhibits some
similarities, even though numerical differences occur. A significant difference
is the peak in the lateral force that is visible for DT with WF approximately
between 25 < s < 35 m. This discrepancy is a result of the change in δ as
discussed earlier. There are also qualitative discrepancies between the models
in MZ , where ST-pitch WF, DT WF, and ST-pitch FE are significantly
different in behavior during the turn part of the maneuver. Note that in
this maneuver, the overall behavior for DT FE is similar to ST in all three
plots, whereas DT with WF is fundamentally different in behavior during
the critical part of the maneuver (i.e., when in the turn).

Force-Slip Diagrams Figures 13.11 and 13.12 show the FS-diagrams for
DT with WF and FE, respectively. It is clear that larger longitudinal slip
values are obtained with WF, whereas higher lateral slip is achieved with the
FE model. This observation is related to that large slip values are required
for the WF model in order to obtain small lateral forces. However, for the
FE model, longitudinal slip values of 0.1–0.2 are sufficient for this purpose.
In addition, since the longitudinal force does not depend on the lateral slip in
the adopted FE model, in contrast to the WF model, the observed behavior
is expected. With FE, changes in the resulting force seem to have a tendency
of moving in orthogonal directions; when κ changes values, the lateral slip
α is approximately constant, and vice versa (see Figure 13.12). However,
this is partly a result of that the wheel-torque constraints have been reached
(especially for negative slip ratios), and is not only a result of the discussed
properties of the FE tire model.
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Figure 13.12 Resultant normalized tire forces for DT with FE tire mod-
eling in the hairpin maneuver (blue – left wheel, red – right wheel). In
contrast to Figure 13.11, the FE tire model results in smaller longitudinal
slip but larger lateral slip. This implies that the desired forces are achieved
by sliding rather than spinning or locking the wheels.

Discussion

The time-optimal trajectories in three different time-critical maneuvers were
computed for several configurations of chassis and tire models. Two of them,
the 90◦-turn and the hairpin turn, were investigated in detail in this section.
The double lane-change maneuver provided results that lead to similar con-
clusions as those for the two reported maneuvers, and this is an important
verification that the method and numerical tools discussed in Chapter 12 can
handle a variety of situations relevant for vehicle-safety systems. Moreover,
as, e.g., the results for the solution times in Table 12.1 in Chapter 12 show,
the computed solutions give valuable insight into the balance between model
detail and computational complexity, which is important for developments
toward online solutions for optimal driver-assistance systems.

The obtained results provided a solid basis for discussion of the behav-
ior of different vehicle models in time-critical situations. Several interesting
properties were found: The differences in behavior for MZ between the in-
vestigated models is interesting because this variable is often used as a high-
level input in safety systems, such as in yaw-rate controllers and rollover-
prevention systems [Tøndel and Johansen, 2005; Tjønnås and Johansen, 2010;
Berntorp, 2008; Schofield, 2008]. Thus, it seems that the choice of models can
potentially lead to fundamentally different control strategies, where, e.g.,
whether to use WF instead of FE with the DT chassis model seems crucial.
The characteristics of the two tire models are fundamentally different. The
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WF model results in much smaller forces for combined slip compared to the
case when only one of the slip quantities is nonzero. For the FE model, how-
ever, the largest forces are attained for combined slip. It is hard to conclude
which of the models that are most suitable to use for trajectory generation
in extreme maneuvering. The WF model has been experimentally verified
for normal driving conditions on specific road surfaces. However, for large
combined slip, it is difficult to explain why the resulting force should be
significantly smaller than for pure longitudinal or lateral slip of similar mag-
nitude. Similarly, it may not be reasonable that the largest forces should be
achieved for combined slip, such as the FE model predicts. This is a result
of that the longitudinal force is not affected by the lateral slip. Regarding
the chassis models, the employment of ST or DT seems to have impact on
the employed control strategy. The intuitively obvious choice would be to use
DT, because it is a more advanced model. However, the optimal solutions
that are obtained indicate that the models with load transfer are highly de-
pendent on the choice of tire model, where the different characteristics for
combined slip have large impact on the solutions. Thus, it is possible that
certain combinations of chassis and tire models are inappropriate and lead to
nonphysical behavior, as discussed in [Sharp and Peng, 2011] and stated in
Section 12.1 in Chapter 12. Based on the optimal solutions computed for the
ST-pitch chassis models, this model is not included in the following discussion
about the implications in practice.

Considering that the computed time-optimal maneuvers result in at-the-
limit behavior of the vehicle, it can be argued that the observations made for
the results presented in this section have potentially important implications
for future safety systems. The resulting behaviors in the optimal solutions
are similar in several key aspects for both maneuvers, as observed in Fig-
ures 13.2–13.3 and Figures 13.8–13.9—e.g., variables traditionally used for
detecting loss of maneuvering stability, such as the yaw rate, the slip an-
gle, and the roll angle, only show minor discrepancies. In contrast, the input
torques differ significantly during parts of the maneuver. In the 90◦-turn,
however, the overall lateral forces and yaw moments generated by the tires
(see Figure 13.4) for the considered models have similar characteristics from a
qualitative perspective, but with numerical differences in between for certain
model configurations. The discrepancies do not seem to have much impact
on the other model variables, though. Moreover, model parameters such as
the road-friction coefficients, vehicle mass, and tire parameters are uncertain.
Hence, safety bounds on supervisory variables have to be set conservatively,
for example resulting in early braking in order to for sure avoid impact, and
the model deviations occurring for low-order models can thus be suppressed
in an online implementation with feedback. The observations are important,
because they imply that variables traditionally considered as high-level in-
puts in safety systems, such as MZ , may be generated by optimization using
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models of low complexity (such as the ST chassis model). These high-level in-
puts can then be utilized as inputs to a low-level optimizer that benefit more
from complex road interaction models for distributing the desired torque to
the respective wheel. This observation, together with the increased amount
of sensor data and computational power available in modern road vehicles,
opens up for the use of simplistic models when designing the future online
optimization-based safety systems.

13.3 Optimal Maneuvers under Different Road Conditions

In this section, the method in Chapter 12 is applied to a case where the
road condition is uncertain—i.e., the road is potentially covered with snow
or ice. The road surface has, naturally, significant influence on how large
tire forces that can be realized, and hence on the optimal control strategy
for the vehicle in a maneuver. Scaling of nominal tire-force models for de-
scribing the behavior on different surfaces is described in [Pacejka, 2006] and
was experimentally measured and verified in [Braghin et al., 2006]. Compar-
isons of optimal maneuvers for different road conditions have been made,
see, e.g., [Chakraborty et al., 2011], where the friction coefficient in the tire-
force model was varied and the resulting optimal solutions were computed.
The more extensive results presented in this section are based on [Olofsson
et al., 2013] and investigate the optimal vehicle maneuvers under different
road conditions using a scaling of the complete tire model. A similar study
with comprehensive tire modeling was independently presented in [Tavernini
et al., 2013] for a different set of surfaces. In this section, a comparison be-
tween the optimal maneuvers obtained by varying the friction coefficient only
and using the complete scaling proposed in [Pacejka, 2006] is also presented.
Related results for a more extensive set of chassis models under different road
conditions are also presented in the thesis [Berntorp, 2014].

One step further toward increasing the performance of vehicle-safety sys-
tems is to study the behavior of a vehicle in a time-critical maneuver under
varying road-surface conditions, e.g., dry asphalt, wet asphalt, ice, and snow.
Therefore, an investigation of the time-optimal vehicle maneuver under dif-
ferent road conditions in the hairpin turn, also considered in the previous
section, was performed. The time-optimal control problem defined in the
previous chapter is solved and the results thereof are presented for the dif-
ferent investigated road conditions. With this study, it is plausible that the
understanding of vehicle dynamics in at-the-limit maneuvering situations un-
der road-surface uncertainties can be increased and that the results can be
used as a basis for increasing the robustness of future vehicle-safety systems.
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Modeling

For modeling of the vehicle chassis and tires, the principles developed in
Chapter 12 are employed. Since the influence of the road condition is on
the interaction between the tire and the road, the focus of the modeling
is on the tire-force aspects. The vehicle chassis dynamics is modeled with a
single-track model with roll dynamics, together with a wheel model and a tire
model based on the Magic-Formula with weighting functions for describing
combined longitudinal and lateral slip behavior [Pacejka, 2006].

Vehicle Modeling The ST chassis model is used when computing the
time-optimal maneuvers, see Figure 12.2 in Chapter 12. A rotational DoF
about the x-axis—i.e., the roll dynamics—has been included in the model.
The coordinate system is located in the ground plane at the xy-coordinates
of the center-of-mass for zero roll angle. The roll dynamics has been included
in the chassis model in order to verify that the vehicle is not overbalancing
in the aggressive hairpin maneuver on high-friction surfaces. With the same
notation as in Chapter 12, the dynamic equations for the chassis model are

mv̇x = FX +mvyψ̇ −mh sin(φ)ψ̈ − 2mh cos(φ)φ̇ψ̇, (13.4)

mv̇y = FY −mvxψ̇ −mh sin(φ)ψ̇2 +mhφ̈ cos(φ) −mφ̇2h sin(φ), (13.5)

ψ̈ =
MZ − FXh sin(φ)

Izz cos2(φ) + Iyy sin2(φ)
, (13.6)

Ixxφ̈ = FY h cos(φ) +mgh sin(φ) + ψ̇2∆Iyz sin(φ) cos(φ)

−Kφφ−Dφφ̇, (13.7)

FX = Fx,f cos(δ) + Fx,r − Fy,f sin(δ), (13.8)

FY = Fy,f cos(δ) + Fy,r + Fx,f sin(δ), (13.9)

MZ = lfFy,f cos(δ) − lrFy,r + lfFx,f sin(δ), (13.10)

where ∆Iyz = Iyy − Izz.

Wheel and Tire Modeling The wheel dynamics presented in Chapter 12
is adopted in this section for formulation of the optimal control problem.
However, the relaxation length σ is neglected in the investigation presented
in this section for simplicity. The vehicle and wheel parameters are given in
Table A.1 in Appendix A. The tire forces are modeled using the WF model.
Considering the fact that the ST model with lumped wheels are utilized here,
the asymmetric parameters in the original complete tire model in [Pacejka,
2006] have been recomputed such that the resulting model in (12.13)–(12.14)
and (12.16)–(12.21) in Chapter 12 is symmetric with respect to the slip angle
α and slip ratio κ.

Tire-Force Model Calibration It is clear that the road condition has a
fundamental impact on the tire forces that can be realized. Based on a set of
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tire parameters for a nominal surface, [Pacejka, 2006] proposes to use scaling
factors λi in (12.13)–(12.14) and (12.16)–(12.21) in Chapter 12 in order to
describe different road conditions. This method was used in [Braghin et al.,
2006], where the scaling factors representing surfaces corresponding to dry
asphalt, wet asphalt, snow, and smooth ice were estimated based on experi-
mental data. In the investigation performed in this section, the scaling factors
experimentally determined in [Braghin et al., 2006] are adopted as a basis for
calibrating tire models approximately corresponding to the tire forces on the
different surfaces. The empirical tire-model parameters presented in [Pace-
jka, 2006] are used to represent dry asphalt. With the dry-asphalt model as
base model, the scaling factors are introduced according to

λdry = 1, λwet =
λ∗

wet

λ∗
dry

, λsnow =
λ∗

snow

λ∗
dry

, λice =
λ∗

ice

λ∗
dry

, (13.11)

where λ is the scaling factor used in this study and λ∗ is the scaling fac-
tor presented in [Braghin et al., 2006]. Considering that a different set of
nominal parameters is used in the study in this section, and that there are
uncertainties in the estimation of the original scaling factors based on exper-
imental data in [Braghin et al., 2006]—especially for larger slip values, where
the experimental conditions are challenging—some inconsistent characteris-
tics appear for the snow and ice models. The original tire model on the snow
surface predicts a longitudinal force Fx that changes sign for increasing slip
ratios, which is avoided by slightly adjusting the scaling factor for Cx. For
the model representing the ice surface, multiple sharp and narrow peaks in
the resultant force occurred. This was adjusted by recomputing the scaling
factor influencing the relation (12.19) in Chapter 12, as well as the parame-
ters Bx2 and By2. In addition, the lateral curvature factor Ey was adjusted
to smoothen the sharp peak, originating from the relations (12.13)–(12.14) in
Chapter 12. The complete set of tire-model parameters used to represent the
different surfaces are provided in Table A.3 in Appendix A. A subset of these
parameters has been calculated with expressions depending on the normal
force Fz on the wheel. Consequently, the front and rear parameter values
differ—e.g., the friction coefficients µx,f and µx,r—because of the asymmet-
ric location of the center-of-mass of the vehicle chassis. The resulting tire
forces for the respective road surface are visualized in Figures 13.16–13.19
later in this section.

Results

To the purpose of investigating the time-optimal maneuver in the hairpin
turn for the different road conditions, the optimal control problem (12.23)
defined in Chapter 12 was solved for each of the surface models discussed.
The road in the current study is 5 m wide and the vehicle is rear-wheel driven.
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The limitations on the driving and braking torques and the tire forces were
chosen as follows:

Tf,max = 0, (13.12)

Tf,min = −µxFz,fRw, (13.13)

Tr,max = µxFz,rRw, (13.14)

Tr,min = −µxFz,rRw, (13.15)

Fx,i,max = µxFz,i, (13.16)

Fy,i,max = µyFz,i, i ∈ {f, r}. (13.17)

With this choice of the maximum driving and braking torques, a depen-
dency on the studied surface is introduced via the friction coefficients. This
is justified by the fact that the surface models adopted in this study are
only identified and validated for a certain region in the plane spanned by
the slip quantities κ and α. Hence, allowing excessive input torques may re-
sult in inconsistent behavior of the tire-force model. The steering angle and
steering-angle rate were constrained according to

δmax = 30 deg, δ̇max = 60 deg/s, (13.18)

similarly as for the maneuvers investigated in Section 13.2. Also in these
optimizations, the wheel angular velocities ωf and ωr were constrained to be
nonnegative—i.e., the wheels were not allowed to roll backwards or back-spin
in the maneuver.

With an initial velocity of v0 = 25 km/h for the vehicle, the results dis-
played in Figures 13.13–13.14 were obtained. For comparison of the different
road surfaces, the model variables are visualized as function of the driven
distance s instead of time. With this plotting layout, the time dependency of
the variables is implicit, but the relations of the control inputs the different
parts of the maneuver is more accentuated. Moreover, the path trajectories in
the XY -plane corresponding to the time-optimal control strategies are pre-
sented in Figure 13.15. The FS-diagrams with the optimal slip trajectories
are presented in Figures 13.16–13.19. The computed times for completing the
maneuver are 8.48 s, 8.79 s, 13.83 s, and 19.18 s for dry asphalt, wet asphalt,
snow, and smooth ice, respectively.

Discussion on Characteristics under Different Road Conditions

Considering the path trajectories in Figure 13.15 for the optimal maneuvers
on the different surfaces, it can be concluded that the overall behavior is
similar. As expected, the time for completing the maneuver is longer on the
snow and ice surfaces than on asphalt. This is a result of that the tire forces
that can be realized on these surfaces are significantly lower in magnitude
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Figure 13.13 A subset of the model variables during the time-optimal
hairpin maneuver on the different surfaces, plotted as a function of the
driven distance s. The color scheme is as follows: dry asphalt–blue, wet
asphalt–red, snow–green, and smooth ice–black.

223



Chapter 13. Applications of Method for Optimal Road-Vehicle Maneuvers

0 10 20 30 40 50 60 70 80 90 100

20

40

60

80

0 10 20 30 40 50 60 70 80 90 100

−2

0

2

0 10 20 30 40 50 60 70 80 90 100

−10

0

10

0 10 20 30 40 50 60 70 80 90 100
−10

−5

0

5

0 10 20 30 40 50 60 70 80 90 100

−10

−5

0

0 10 20 30 40 50 60 70 80 90 100
−10

0

10

Driven distance s [m]

v
[k

m
/
h

]
φ

[d
eg

]
F

y
,f

[k
N

]
F

x
,f

[k
N

]
F

y
,r

[k
N

]
F

x
,r

[k
N

]

Figure 13.14 A subset of the model variables during the time-optimal
hairpin maneuver on the different surfaces, plotted as a function of the
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Figure 13.15 Trajectories in the XY -plane for the different road sur-
faces. The black rectangles indicate the position and direction of the vehi-
cle each second of the maneuver. The increase in time for completing the
maneuver on low-friction surfaces is clearly visible.

than those on asphalt, cf. the friction coefficients for the different models in
Table A.3 in Appendix A. Further, the vehicle exhibits high slip in the critical
part of the maneuver on all surfaces except smooth ice. The explanation for
this can be derived by examining the force characteristics of the model for
smooth ice compared to, e.g., the model for dry asphalt. In Figures 13.20 and
13.21 the longitudinal and lateral tire forces are shown for these surfaces, cf.

the resulting tire forces in Figures 13.16 and 13.19, respectively. It is observed
that the tire forces for smooth ice exhibit a considerably sharper peak and
thus decay faster, with respect to combined longitudinal and lateral slip, than
for dry asphalt. This means that combined slip yields a significantly smaller
resulting tire force. Consequently, to achieve the desired time-optimality on
the ice surface, it is natural that a small-slip control strategy is chosen.
This is also natural from an intuitive argument; on the low-friction surfaces,
maneuvering of the vehicle is particularly critical and both the velocity and
body slip must be reduced in order to be able to fulfill the geometric path
constraint.
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Figure 13.16 The resulting tire forces for the model corresponding to
dry asphalt in the time-optimal hairpin maneuver. The front tire force is
shown in blue and the rear tire force is shown in red. The rear tire force
exhibits more variation, which is a result of that the vehicle is rear-wheel
driven.
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Figure 13.17 The resulting tire forces for the model corresponding to
wet asphalt in the time-optimal hairpin maneuver. The front tire force is
shown in blue and the rear tire force is shown in red.
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snow in the time-optimal hairpin maneuver. The front tire force is shown
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smooth ice in the time-optimal hairpin maneuver. The front tire force is
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Figure 13.20 Front tire forces in the longitudinal and lateral wheel di-
rections for dry asphalt, corresponding to Figure 13.16.
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Figure 13.21 Front tire forces in the longitudinal and lateral wheel di-
rections for ice, corresponding to Figure 13.19.
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Comparison of Control Strategies Investigating the internal variables
of the vehicle chassis and tire models during the maneuver closer, see Fig-
ures 13.13–13.14, it is clear that the behavior for dry and wet asphalt is
similar. The similarity between these surfaces is expected, considering the
tire-force characteristics, see Figure 13.16 and Figure 13.17, which exhibit
related behavior in the two cases. The major difference between them is the
time for completion of the maneuver, which is slightly longer for the wet
asphalt surface. This is expected since the friction coefficients—and thus the
maximum tire forces that can be realized—are lower than for dry asphalt.

The discrepancies between asphalt, snow, and ice when considering the
fundamental control strategy are more pronounced. First, it can be con-
cluded that the optimal maneuver on the snow and ice surfaces are more
proactive in the sense that both the steering angle δ and braking forces are
applied considerably earlier when approaching the hairpin. This is most cer-
tainly an effect of the significantly reduced tire forces that can be realized on
these surfaces compared to asphalt. Hence, the deceleration phase must be
initiated earlier on the low-friction surfaces. The steering angle also differs
between ice and the other surfaces. The reason for this is that the vehicle
employs counter-steering when it starts to slip on asphalt and snow as it
approaches the hairpin. This is not the case on the ice surface, where the
slip is much smaller and the steering angle is thus not utilized to the same
extent. Moreover, the roll angle is smaller for the low-friction surfaces, which
is a consequence of that the torque about the roll axis arising as a result of
the contact between the tire and road is smaller. Further, even on dry as-
phalt, the roll angle is kept below approximately 3.2 deg, verifying that the
chassis motion is not too aggressive during the turn part of the maneuver.
The slip ratio κ differs in amplitude between the surfaces, which is related
to the differences in the strategies during the acceleration and deceleration
phases of the maneuver. More specifically, the reason becomes clear when
investigating the tire forces in the FS-diagrams and the corresponding tire
utilization, displayed in Figures 13.16–13.19. The peak of the resulting tire
force in the plane spanned by the slip quantities κ and α occurs at smaller
slip values when changing from surfaces with high friction to surfaces with
low friction. Consequently, in order to perform the maneuver in minimum
time, it is natural that a control solution with smaller slip angles is chosen.

Influence of Tire Model on Optimal Maneuver Different approaches
to tire-model calibration were investigated prior to performing the study
presented in this section. One approach would be to only scale the friction
coefficients µx and µy, as mentioned in Section 13.1 and previously inves-
tigated in the literature. However, studying the force characteristics in Fig-
ures 13.16–13.19 closer, it can be observed that the maxima and minima in
the resulting tire-force surfaces occur at different combinations of lateral and
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longitudinal slip. Also, the sharpness and width of the maxima and min-
ima change for the different surface models. Consequently, only changing the
friction coefficients will result in different force characteristics compared to
when changing the complete set of tire-model parameters. This implies that
it is plausible that the resulting optimal maneuver will be different if the
latter tire-modeling approach is chosen. This was verified by constructing a
tire-force model where the model corresponding to dry asphalt was used to-
gether with the friction coefficients corresponding to ice—i.e., all parameters
in the constructed model were equal to those in the model for dry asphalt,
except the friction coefficients. Solving the time-optimal control problem for
the constructed model, see Figure 13.22, shows that the optimal solution
has significant slip, on the contrary to the results obtained for the empirical
model corresponding to smooth ice.

13.4 Comparison of Optimal Maneuvers for ESC Systems

New possibilities for ESC [Isermann, 2006; Bosch, 2011; Rajamani, 2006]
for vehicles are now being developed, and the reason is increased situation
awareness as a result of additional information from external sensors. Exam-
ples here include cameras, radar, and satellite positioning systems. This fact,
in combination with the availability of individual braking of each wheel in
personal vehicles, constitute the foundation for a spectrum of new systems,
e.g., collision avoidance or collision mitigation [Chakraborty et al., 2013].

One highly critical situation is if a vehicle leaves its lane, i.e., enters
the lane of opposing traffic or exits the road. Today, lane-departure warn-
ing systems that are aware of such situations and alert the driver in case of
danger are available. This information is also deployed in lane-keeping sys-
tems, which during normal driving actively corrects a driver drifting out of
the road with superimposed control [Ali, 2012]. A next step is to utilize this
information in more severe situations, such as previously performed in, e.g.,
[Ali et al., 2013], leading to systems here referred to as lane-keeping ESC.
A number of interesting questions immediately arise, both around what the
resulting vehicle behavior would be and how significant it would be in terms
of increased safety for the driver and the passengers. In this section, the sit-
uation of over-speeding when entering a curve with a vehicle is considered.
The specific aim is to quantify the possible performance gains in terms of
the highest possible entry speed while staying in lane, when also trying to
maintain vehicle controllability.

A study closely related to the one performed in this section was presented
in [Ali et al., 2013], where a lane-keeping ESC is compared to traditional
ESC. The system proposed in that reference consists of an MPC controller,
essentially preventing the vehicle from entering the critical operating regions
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Figure 13.22 Results obtained by using the tire parameters for dry as-
phalt with the friction coefficients for the model corresponding to ice (left
plot). Comparing with scaling all tire parameters as in the empirical model
for ice (right plot), the time-optimal solution has significant slip for the
constructed model (left plot).

when initiating a corner with excessive speed. In a similar context, optimal
behavior in a curve have been investigated using a similar setup as used in
the study in this section, see [Sundström et al., 2010] and [Andreasson, 2009].
These references compared optimal solutions for different actuator configu-
rations of the vehicle. Compared to their studies, the modeling employed in
this section includes wheel dynamics and slightly more advanced tire-force
modeling. The results presented in this section relate to the investigations in
[Sundström et al., 2010] and [Andreasson, 2009], but focus on the quantifica-
tion of the significance of different behaviors compared to traditional control
strategies such as yaw-moment regulation. The problem of lane keeping in
this section is formulated as an optimization problem using the method out-
lined in Chapter 12 for each of the considered ESC configurations, with the
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road borders as boundary conditions in the optimization. The major ques-
tions to be analyzed in the results are whether braking all wheels and then
steer should be prioritized, or if braking wheels on one side to create a turning
moment inducing early rotation of the vehicle is more beneficial.

The two cases of vehicles equipped with different braking-control systems
in the lane-keeping scenario considered here are:

• Case 1: A vehicle with wheel braking on only the left side in a left-hand
turn;

• Case 2: A vehicle with wheel braking on all wheels in a left-hand turn.

Case 1 is to resemble the characteristics of the traditional ESC, with fo-
cus on creating a yaw-moment around the vertical axis of the vehicle for
stabilization. Given a desired moment, the optimal braking strategy is to
apply braking on both wheels at one side, distributed between front and
rear depending on the current circumstances [Tøndel and Johansen, 2005].
To investigate the full potential of the control strategy in Case 1, the best
possible steering input together with an optimal braking distribution of the
wheels on one side is computed by solving an optimal control problem. The
left-hand turn is initiated with excessive speed. In this situation, the vehicle
is subject to under-steering, and a counterclockwise yaw moment is therefore
desired by the control system. To achieve this with an optimal braking distri-
bution, the wheels on the left side are used in Case 1. It is clear that such a
strategy would tend to overestimate the best behavior achievable with pure
yaw-moment control, since the driver influence is neglected and the brak-
ing and steering typically are coupled. The second case considered in the
comparison, Case 2, is a vehicle able to brake all wheels individually and
to steer optimally. It is expected that such a vehicle should perform better,
but the interesting question to investigate is if there are any principle dif-
ferences in behavior, and the maximum velocities that can be handled when
over-speeding in the curve. Regarding behavior, the question is whether the
vehicle makes a different trade-off between yaw rate, side slip, and lane keep-
ing. The fundamental aspect here to investigate is if the different strategies
exhibit any significant improvements with respect to safety.

Optimal Control Problem

The DT chassis model and the WF tire model from Chapter 12 were used in
the present study of optimal maneuvers for the vehicles considered in Case 1
and Case 2. The dynamics of the vehicle is given by ẋ(t) = G(x(t), y(t), u(t)),
where the wheel-torque control signals, Tu =

(
Tu,1 Tu,2 Tu,3 Tu,4

)
, as

well as the steer angle δ of the front wheels are considered as inputs in the
optimal control problem. The wheel-torque control signals Tu are related to
the wheel torques T via a first-order dynamic filter, to model the motor
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dynamics. For simplicity, it is assumed that the front wheels have the same
steer angle. In Case 1, it is required that Tu,2 = Tu,4 = 0. Further, the WF
tire-force model is formulated as h(x, y, u) = 0. The optimization problem is
defined over the time horizon t ∈ [0, tf ], where the upper limit tf on the time
interval is free in the optimization. Similarly to [Sundström et al., 2010], the
optimization objective is to maximize the initial velocity v0 when entering the
curve. However, depending on the road geometry and the surroundings, it is
sometimes not enough just to stay on the road—e.g., when it leads to highly
reduced vehicle controllability potentially resulting in subsequent dangerous
situations. Thus, the aim is also to avoid large body slip β. This trade-off is
parametrized by using a weight η in the objective function. Accordingly, the
dynamic optimization problem to be solved is written as:

minimize − v0 + η

∫ tf

0

β2dt

subject to Tu,i,min ≤ Tu,i ≤ Tu,i,max, i ∈ {1, 2, 3, 4},
|δ| ≤ δmax, |δ̇| ≤ δ̇max, (13.19)

x(0) = x0, x(tf ) = xtf
,

f(Xp, Yp) ≤ 0,

ẋ = G(x, y, u), h(x, y, u) = 0,

The function f(Xp, Yp) defining the road constraint for the center-of-mass
(Xp, Yp) of the vehicle in the curve maneuver, is formulated as two circles
with different radii in the XY -plane. Since the primary objective of a safety
system is to capture the first and most critical part of the situation, the
terminal constraint is formulated as

ė(tf ) = 0,

where e is the lateral deviation from the middle of the road, defined as

e =
√
X2

p + Y 2
p −R, (13.20)

and R is the mean radius of the curve. This terminal constraint implies that
the vehicle has succeeded in staying on the road. The continuous-time optimal
control problem (13.19) is solved using the method outlined in Chapter 12.

Results

The optimization problem (13.19) was solved for both Case 1 and Case 2,
in the circular-shaped curve with the lateral deviation (13.20) limited to
−1 ≤ e ≤ 1 m. The maximum steer angle and maximum steer rate were set
to δmax = 30 deg and δ̇max = 60 deg/s, corresponding to reasonable physical
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and driver limitations. All applied torques were constrained to be negative,
because only braking was considered. The wheel-torque constraints were thus
set to Tu,i,max = 0 kNm and Tu,i,min = −7.4 kNm. The numerical value of
the constraint Tu,i,min was chosen sufficiently large, such that the tire force
FX is the main limiting factor for braking in the maneuver.

To evaluate the influence of the weighting factor η, the optimization prob-
lem was solved for different values of this parameter. In addition, to quantify
the differences between Case 1 and Case 2 for different road conditions, the
friction coefficients µ and the road-curvature radius R were also altered sep-
arately. The scaling of µ was introduced as

µx,scaled = γµµx,

µy,scaled = γµµy,

where γµ is the scaling factor. This is not an ideal representation for low-
friction surfaces, see Section 13.3, but gives at least an indication of pos-
sible differences for various road surfaces. Solutions for all parametrization
configurations of the optimization problem were typically found in 100–300
iterations.

In Table 13.3, the initial velocity and the maximum body-slip, correspond-
ing to different η-values, are summarized for the optimal solutions obtained
in Case 1 and Case 2 for γµ = 1 and curve radius R = 30 m. In Case 2, i.e.,
with all wheels braking, it is obvious that v0 does not decrease to a large ex-
tent when penalizing body-slip more. For example, there is only a decrease of
1.7% in v0 between η = 0 and η = 1000 in Case 2. On the contrary, in Case 1
the vehicle exhibits a 11.2% decrease of v0 for the corresponding difference in
the weight on the body slip. Also, it is to be noted that the vehicle in Case 1
results in considerably larger maximum values of the body slip, |β|max, for
all values of the weight. Table 13.4 presents the maximum initial velocities in
Case 1 and Case 2, when decreasing the friction coefficient µ, using a weight-
ing parameter of η = 100 and a road-curvature radius of R = 30 m. The table
shows that the advantage of the all-wheel braking in Case 2 can be seen to
persist for the different friction levels, with very small variations, allowing
an initial velocity approximately 7–8% higher than for the vehicle in Case 1.
The initial velocities resulting from different road-curvature radii are shown
in Table 13.5. Similar to the results obtained when scaling the friction coeffi-
cients, the vehicle in Case 2 results in a larger v0 for all radii. Considering the
initial velocity, the relative advantage of braking with all wheels and optimal
control inputs is also consistent over the different road curvatures, with the
increase being approximately 7–9% compared to the vehicle in Case 1.

The resulting optimal trajectories obtained in Case 1 and Case 2, using
η = 100, γµ = 1, and R = 30 m, were also compared from a qualitative
perspective. In Figure 13.23, the geometric vehicle trajectories are presented.
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Table 13.3 Initial velocity and maximum body-slip for different η, using
γµ = 1 and R = 30 m.

Case 1 Case 2
η v0 [km/h] |β|max [deg] v0 [km/h] |β|max [deg]

0 62.6 15 65.6 7.0
10 62.4 11 65.6 5.8
100 60.3 5.0 65.2 2.6
1000 55.6 2.1 64.5 1.0

Table 13.4 Initial velocity for different friction coefficients, using η = 100
and R = 30 m.

γµ Case 1, v0 [km/h] Case 2, v0 [km/h] Diff. in v0 [%]

1.00 60 65 8.2
0.90 57 62 8.1
0.80 54 58 7.9
0.70 51 55 7.4
0.60 47 51 7.3
0.50 43 46 7.3
0.40 38 41 7.4
0.30 33 36 7.7
0.20 27 29 8.4

Table 13.5 Initial velocity for different radii of the road curvature, using
η = 100 and γµ = 1.

R [m] Case 1, v0 [km/h] Case 2, v0 [km/h] Diff. in v0 [%]

10 38 42 9.3
15 46 49 8.4
20 52 55 7.6
25 56 61 7.7
30 60 65 8.2
40 68 74 8.2
50 75 81 7.8
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The start position was set to (Xp,0, Yp,0) = (30, 0) m—i.e., in the lower right
corner in the figure—with the vehicle heading in the tangential direction of
the road. Figures 13.24–13.25 show the optimal trajectories for the wheel
variables and the tire forces for the respective case. It is to be noted that it
is the wheel torques Ti in (12.12) in Chapter 12 that are shown in the figure.
Moreover, Figure 13.26 shows a comparison of the trajectories for a subset of
the chassis variables in Case 1 and Case 2. Further, Figure 13.27 shows the
total tire forces FX and FY , resolved in the road-surface plane. In addition,
the yaw moment MZ generated from the tire forces—i.e., the moment about
an axis orthogonal to the road—is visualized. These quantities are displayed
as functions of the driven distance s to allow comparison of the results from
the vehicles in Case 1 and Case 2. In Figure 13.28, the component of the
yaw moment that is a result of the applied braking torques is shown. This
moment is denoted ∆M and is the sum of the longitudinal braking forces Fx

and the decrease of the lateral forces resulting from the increased slip ratio
κ during braking. The mathematical definition is

∆M = − Fx,1(w cos δ − lf sin δ) + Fx,2(w cos δ + lf sin δ)

− Fx,3w + Fx,4w − (Fy0,1 − Fy,1)(lf cos δ + w sin δ)

− (Fy0,2 − Fy,2)(lf cos δ − w sin δ) + (Fy0,3 − Fy,3)lr

+ (Fy0,4 − Fy,4)lr.

From Figures 13.23–13.28 it can be seen that the vehicle in Case 2 com-
pletes the maneuver both in shorter time and requires a shorter driven dis-
tance. In Case 2, the time for completing the maneuver is tf = 1.0 s and
for Case 1 the corresponding time is tf = 1.2 s, and the total driven dis-
tance is sf = 14.8 m and sf = 17.7 m, respectively. When analyzing the
control strategies for the considered cases, see Figures 13.24–13.25, the most
apparent difference is the emphasis on braking in contrast to creating a yaw
moment for stabilization of the vehicle. In Case 1, the vehicle initially applies
significant braking at the left wheels, which subsequently is reduced as the
normal forces Fz for these wheels decrease as a result of lateral load transfer.
With this strategy, a positive yaw-moment contribution is always achieved,
see ∆M in Figure 13.28.

For the vehicle in Case 2, braking is applied during the complete maneu-
ver (see the trajectory for T in Figure 13.25). Initially, a large braking effort
is applied on all wheels, followed by reduced braking on all wheels except
wheel 4. Because of the longitudinal and lateral load transfer, the normal
load Fz,3 is significantly reduced. Hence, only small tire forces can be real-
ized, and the braking is therefore rapidly decreased for this wheel, cf. the
trajectory for T3. Considering the lateral load transfer, larger tire forces can
be utilized at the outer wheels (wheel 2 and 4), and a higher braking effort
can thus be employed at these wheels. The differences between the braking
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Figure 13.23 Geometric trajectories obtained in Case 1 and Case 2, with
η = 100, γµ = 1, and R = 30 m. The red bars represent the vehicle position
and heading direction every half second and at the final time.

strategy throughout the maneuver in the two cases is also clearly seen when
investigating FX in Figure 13.27. Hence, as expected, the vehicle in Case 2
results in a control action with more emphasis on braking. Simultaneously,
the cornering possibilities are partly decreased in terms of lateral forces FY

and yaw moment MZ .

Summary of the Results from Case 1 and Case 2

The obtained results from quantitative and qualitative comparisons of the dif-
ferent control principles considered in Cases 1–2 exhibited several interesting
differences. First, the control strategy observed in Case 2 differs considerably
from the approach of more traditional stability control incorporating yaw ro-
tations. Concerning the method, the most obvious is the significant braking
leading to decreased velocity, and thus kinetic energy, instead of focusing on
applying an asymmetric braking behavior resulting in a yaw moment such
that the vehicle starts to rotate in the initial phase. It is plausible that a
physical interpretation of this is that reduced kinetic energy makes it easier
to stay on the road.
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Figure 13.26 Comparison of different safety-related variables in Case 1
and Case 2, with η = 100, γµ = 1, and R = 30 m.

A series of optimal control problems was solved, where the maximum pos-
sible initial velocity was determined for different friction coefficients and curve
radii (see Tables 13.4–13.5). It is clear that the vehicle in Case 2 performs
significantly better than the vehicle in Case 1 for all situations considered.
The performance improvement that the strategy with braking of all wheels
can provide in terms of increased initial velocity is consistent, independent
of the friction coefficient and the road-curvature radius. Quantitatively, the
gain achieved is approximately 8%, when measured as increased initial veloc-
ity that can be handled. It is further to be noted that the vehicle in Case 1
determined the optimal combination of steering input and yaw-moment gen-
eration with full vehicle state and road information, thus corresponding to
the best achievable performance for this control principle in the given situ-
ation. This clearly tends to overestimate the capabilities of traditional ESC
approaches. Consequently, the increase in safety performance with complete
state information, optimal steering, and braking with all wheels in a concrete
implementation should be significant.
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13.5 Conclusions

This chapter investigated optimal road-vehicle maneuvers using the method
developed in Chapter 12. The overall objective of the different applications of
the method was to gain insight into the dynamics when the vehicle and the
tires operate at their physical performance limits and analyze the obtained
optimization results from a control perspective. Three different applications
were considered; investigations and comparison of the computed optimal ma-
neuvers for different combinations of chassis and tire models, a study of the
resulting optimal maneuvers under different road conditions, and a numeri-
cal quantification of the performance increase possible to achieve with new
vehicle-safety systems. All of the resulting optimal maneuvers were analyzed
from a control perspective and the characteristic behaviors were identified.
The overall aim of the presented results is that the observed behaviors in
the analysis should contribute to the development of future driver-assistance
systems.
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Conclusions and Future

Research

In this part of the thesis, optimal motion control applied to robot manipula-
tors and road vehicles has been investigated. The research regarding optimal
path tracking for robots targeted online control for high-accuracy and high-
performance applications, where the nominal trajectories have been deter-
mined by minimizing a problem-specific cost function. The execution time
of the task was considered as a major objective, but the control architec-
ture is not limited to this case. An interesting aspect of future research is
experimental validation of the path-tracking accuracy on a manipulator in
complex scenarios with significant model uncertainties. The results in Chap-
ter 11 also relate to the sensor-fusion algorithms considered in Chapter 8,
where the effects on the path-tracking accuracy of uncertainties in, e.g., the
tool mass can be decreased by using the computed estimates of the arm-side
pose. Further, although the nominal trajectories were assumed to be given a
priori in Chapter 11, the control architecture can be combined with online
trajectory-generation approaches such as the method for robot manipulators
proposed in [Verscheure et al., 2009a], which also was employed in [Berntorp
et al., 2014a; Berntorp, 2014] for pseudo-omnidirectional mobile platforms.
Another method for online trajectory generation for fixed-time point-to-point
motions with robots was discussed in [Ghazaei Ardakani et al., 2015], where
MPC was used. That method was based on kinematic robot models and
feedforward control in the online execution. Developing online feedback al-
gorithms, in the same spirit as the architecture discussed in this thesis, is
an interesting aspect of future research in order to make the method more
robust in cases where the path itself is of explicit interest.

Optimal control was also investigated to the purpose of trajectory gener-
ation for road vehicles. The solutions to the optimal control problems were
computed offline, and three different applications of the considered approach
were investigated based on simulations. The solutions obtained in the inves-
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tigated situations are in themselves interesting for performance evaluation
and analysis. However, from a practical implementation perspective, online
optimization and subsequent employment of the solutions are still difficult
because of the nonlinear and nonconvex nature of the corresponding prob-
lems. In this research, the real-time execution was identified as a key aspect
and the trade-off between model granularity and computational complexity
was extensively evaluated. For the future, the optimization results presented
in this thesis can, e.g., be used for creating a library of optimal vehicle ma-
neuvers to be applied online in a vehicle using real-time scheduling. In this
context, also other optimization criteria than the final time, such as control-
signal utilization and maximum body slip, when computing the maneuvers
are of interest. Another aspect of future research is to combine the computed
optimal trajectories (then considered as feedforward signals) with feedback
for online execution, thus increasing the robustness to model uncertainties
and disturbances. This is similar to what was investigated for robot manip-
ulators in Chapter 11. One such approach for road vehicles was proposed
in [Berntorp and Magnusson, 2015], where nonlinear and linear predictive
control were combined in a hierarchical control structure. Moreover, online
trajectory generation for road vehicles would be of interest in, e.g., ESC and
related safety systems, where it is essential that the vehicle stays within its
current road lane even with significant body and side slip. The results pre-
sented in this part of the thesis are considered as contributions toward the
goal of having online optimization-based motion controllers for robot manip-
ulators and safety and driver-assistance technologies for road vehicles.
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A

Vehicle- and Tire-Model

Parameters

In this appendix, the model parameters for the vehicle and tire configurations
investigated in Chapters 12–13 are provided.

Table A.1 Vehicle-model parameters used in (12.1)–(12.12) for the re-
sults presented in Chapter 13.

Notation Value Unit

lf 1.3 m
lr 1.5 m
w 0.8 m
m 2 100 kg
Ixx 765 kgm2

Iyy 3 477 kgm2

Izz 3 900 kgm2

Rw 0.3 m
Iw 2.0 kgm2

σ 0.3 m
g 9.82 ms−2

h 0.5 m
Kφ,f ,Kφ,r 89 000 Nm(rad)−1

Dφ,f ,Dφ,r 8 000 Nms(rad)−1

Kθ 363 540 Nm(rad)−1

Dθ 30 960 Nms(rad)−1
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Table A.2 Model parameters in (12.13)–(12.21) employed in Chap-
ters 12–13 (originating from [Pacejka, 2006]). The models represent the
tire forces on dry asphalt with friction ellipse (FE) and weighting functions
(WF), respectively. For DT, the same parameters are used for both the left
and the right wheels.

FE Front Rear

µx 1.20 1.20
Bx 11.7 11.1
Cx 1.69 1.69
Ex 0.377 0.362
µy 0.935 0.961
By 8.86 9.30
Cy 1.19 1.19
Ey −1.21 −1.11

WF Front Rear

µx 1.20 1.20
Bx 11.7 11.1
Cx 1.69 1.69
Ex 0.377 0.362
µy 0.935 0.961
By 8.86 9.30
Cy 1.19 1.19
Ey −1.21 −1.11
Bx1 12.4 12.4
Bx2 −10.8 −10.8
Cxα 1.09 1.09
By1 6.46 6.46
By2 4.20 4.20
Cyκ 1.08 1.08

267
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Table A.3 Tire-model parameters used to represent dry asphalt, wet
asphalt, snow, and smooth ice in Chapter 13, using the scaling factors pre-
sented in [Braghin et al., 2006].

Parameter Dry Wet Snow Ice

µx,f 1.20 1.06 0.407 0.172
µx,r 1.20 1.07 0.409 0.173
Bx,f 11.7 12.0 10.2 31.1
Bx,r 11.1 11.5 9.71 29.5

Cx,f , Cx,r 1.69 1.80 1.96 1.77
Ex,f 0.377 0.313 0.651 0.710
Ex,r 0.362 0.300 0.624 0.681
µy,f 0.935 0.885 0.383 0.162
µy,r 0.961 0.911 0.394 0.167
By,f 8.86 10.7 19.1 28.4
By,r 9.30 11.3 20.0 30.0

Cy,f , Cy,r 1.19 1.07 0.550 1.48
Ey,f -1.21 -2.14 -2.10 -1.18
Ey,r -1.11 -1.97 -1.93 -1.08

Cxα,f , Cxα,r 1.09 1.09 1.09 1.02
Bx1,f , Bx1,r 12.4 13.0 15.4 75.4
Bx2,f , Bx2,r -10.8 -10.8 -10.8 -43.1
Cyκ,f , Cyκ,r 1.08 1.08 1.08 0.984
By1,f , By1,r 6.46 6.78 4.19 33.8
By2,f , By2,r 4.20 4.20 4.20 42.0
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