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## Abstract

Industrial robots are traditionally programmed using only the internal joint position sensors, in a sense leaving the robot blind and numb. Using external sensors, such as cameras and force sensors, allows the robot to detect the existence and position of objects in an unstructured environment, and to handle contact situations not possible using only position control.

This thesis presents work on how external sensors can be used in robot control. A vision-based robotic ball-catcher was implemented, showing how high-speed computer vision can be used for robot control with hard time constraints. Special attention is payed to tracking of a flying ball with an arbitrary number of cameras, how to initialize the tracker when no information about the initial state is available, and how to dynamically update the robot trajectory when the end point of the trajectory is modified due to new measurements. In another application example, force control was used to perform robotic assembly. It is shown how force sensing can be used to handle uncertain positions of objects in the workspace and detect different contact situations.
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## 1

## Introduction

### 1.1 Motivation and Background

The traditional way of programming industrial robots is based on position control and the trajectories are tracked using the internal position sensors. This kind of programming is widely used in industry and has become indispensable in many kinds of manufacturing. The robots are fast and have good repetitional accuracy, outperforming humans in many applications. These systems, however, only work in very structured environments.

Currently, there is a trend to extend robotic operation to task execution in time-varying dynamic, non-deterministic, real-life environments. Such robotics systems must be capable of responding in a timely and sensible manner and with a suitable degree of autonomy to uncertain, incomplete knowledge, and to situations not anticipated at design time. In addition to work-space sensing supported by suitable robotic software architectures, there is a need for extraction of real-time sensor information at various abstraction levels for feedback control of actuator control, motion control, trajectory control, force control, taskexecution control, and supervisory control. To the purpose of effective and efficient task execution, it is necessary to include feedback control ranging from fast force feedback to reactive event-oriented feedback based on cognitive interpretation of sensor data. In this context, a whole range of new control challenges appear with a potential to re-
shape the current dominance of fixture-based position-controlled industrial robotics.

In this thesis, the research field of robotic task execution based on sensing and control is studied. Particular attention is given to two challenging application cases, i.e., a ball-catching industrial robot, and force-controlled assembly. Both cases require high-rate feedback from senors external to the robot.

Several skills are required for catching a ball. The ball has to be detected and its position must be estimated and extrapolated to the future. In order to catch as many balls as possible, the robot has to start moving as soon as an estimate of the catching position is available, and then the trajectory must be modified while moving, as the catching position is modified due to new measurements. All of these actions have to be performed under hard time constraints so that the robot reaches the catching position before the ball reaches the robot.

Using force sensing in assembly provides important advantages over position based control. The ability to sense and act upon different contact situations makes it possible to handle, e.g., uncertain positions or shapes of objects, which mimics the capability of humans to perform very complex assembly operations in spite of our poor position accuracy.

### 1.2 Publications

The thesis is based on the following publications.
Linderoth, M., A. Robertsson, K. Åström, and R. Johansson (2009): "Vision based tracker for dart-catching robot" In Preprints 9th IFAC International Symposium on Robot Control (SYROCO'09). Gifu, Japan, pp. 883-888.

Linderoth, M., A. Robertsson, K. Åström, and R. Johansson (2010): "Object tracking with measurements from single or multiple cameras" In Proc. 2010 IEEE International Conference on Robotics and Automation (ICRA2010). Anchorage, AK, pp. 4525-4530.

Linderoth, M., K. Soltesz, A. Robertsson, and R. Johansson (2011): "Initialization of the Kalman filter without assumptions on the
initial state" In Proc. 2011 IEEE International Conference on Robotics and Automation (ICRA2011). Shanghai, China, pp. 49924997.

Stolt, A., M. Linderoth, A. Robertsson, and R. Johansson (2011): "Force Controlled Assembly of Emergency Stop Button" In Proc. 2011 IEEE International Conference on Robotics and Automation (ICRA2011). Shanghai, China, pp. 3751-3756.

## Other Publications

Stolt, A., M. Linderoth, A. Robertsson, M. Jonsson, and T. Murray (2011): "Force Controlled Assembly of Flexible Aircraft Structure" In Proc. 2011 IEEE International Conference on Robotics and Automation (ICRA2011). Shanghai, China, pp. 6027-6032.

### 1.3 Contributions

The thesis contains the following contributions

- a method for initializing the Kalman filter when no a priori information about the initial state is available;
- a method for tracking objects using single or multiple cameras;
- a method for generating robot trajectories when the target point is getting updated during the execution of the trajectory;
- a framework for performing force-controlled robotic assembly.


### 1.4 Thesis Outline

Chapter 2 describes hardware and interfaces used for robot control. Part I, including Chapters 3-6, presents work done in the context of a robotic ball-catcher. Part II, including Chapters 7-10, describes work done in the context of force-controlled robotic assembly. Finally, conclusions are given in Chapter 11.

Part I starts with Chapter 3, introducing the ball-catching problem and describing the physical setup. Chapter 4 presents a way of
initializing the Kalman filter. In Chapter 5 visual tracking of a flying ball is described. Chapter 6 presents a method for generating robot trajectories when the target point is updated during the execution.

Part II starts with Chapter 7, introducing the topic of force-controlled assembly. Chapter 8 presents the framework used to describe the assembly operations. Chapter 9 presents work done on a snap fit assembly application. In Chapter 10 lead-through control of two virtually connected robots is described.

## 2

## Hardware and Interfaces

All the experiments described in this thesis were performed in the Robotics Lab of the Department of Automatic Control at LTH, Lund University. The following sections give a short overview of equipment, computer architecture and interfaces used.

### 2.1 Robots

Two kinds of robots were used for the experiments described in this thesis, an IRB140 and an IRB2400-16, both produced by ABB [ABB Robots, 2011]. The IRB2400-16 was controlled by an S4Cplus controller cabinet and the IRB140 by a controller of the newer IRC 5 type. The IRB140, shown in Fig. 2.1, has a maximum payload of $6[\mathrm{~kg}]$, reach of 810 [mm] and position repeatability of $\pm 0.03$ [mm]. The IRB2400-16, shown in Fig. 2.2, has a maximum payload of 20 [kg], reach of 1550 [ mm ] and position repeatability of $\pm 0.06$ [mm].

### 2.2 Force/torque sensing

Each robot was equipped with a wrist-mounted JR3 100M40A force/ torque sensor [JR3, 2011], which can be seen as a blue cylinder attached to the robot flange in Fig. 2.1 and 2.2. It can measure 3D forces up to $400[\mathrm{~N}]$ and 3 D torques up to $40[\mathrm{Nm}]$ with a data rate of $8[\mathrm{kHz}]$.
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Figure 2.1 The IRB140 robot from ABB equipped with a JR3 force/torque sensor.


Figure 2.2 The IRB2400-16 robot from ABB equipped with a JR3 force/torque sensor.

### 2.3 Robot Controller Interface

The robots were controlled using the Extctrl interface [Blomdell et al., 2005; Blomdell et al., 2010]. It connects to the low-level axis controllers of the robot with a sample rate of $250[\mathrm{~Hz}]$, and lets the higher level functionality be executed in an external controller. For each joint the external controller can set the reference position, and provide feedforward data for the velocity and motor torque. Measured positions etc. are sent back from the robot control cabinet to the external controller.

The data is transferred using the LabComm protocol [LabComm, 2011], which allows the specification of data types that should be sent over a socket. The communication overhead has been kept to a minimum and the protocol is appropriate for sending samples of process data in real-time.

## Part I

## Ball-Catching Robot

## 3

## Ball-Catching Robot

### 3.1 Introduction

The following chapters describe how high-speed computer vision can be used in a motion control application. The problem considered is a ballcatching robot. A sketch describing the problem can be seen in Fig. 3.1. A box with a hole was mounted on a robot and when a ball was thrown toward the box, the robot should move the box so the ball always hit the hole. The detection of the ball was performed with cameras that provided data to the estimation of the position and future trajectory of the ball. In turn, this information was used to move the box to the correct position.

Ball-catching robots have been described in [Frese et al., 2001] and [Bäuml et al., 2011]. The ball-catching application is closely related to the table tennis playing robot, which has been treated in numerous works, e.g. [Matsushima et al., 2003], which used an adaptive black-box model for prediction.

### 3.2 Robot

The robot used for the ball-catcher was an ABB IRB140. For more details, see Sec. 2.1.


Figure 3.1 Ball-catching robot.

### 3.3 Cameras

To the purpose of stereo vision, two cameras were located in the robot workspace, one on each side of the robot. The application required good real-time camera performance and for this two Basler A602fc [Basler, 2011] with an IEEE1394 serial interface (also known as FireWire or i.LINK) were used. They could supply color images at resolutions up to $656 \times 490$ pixels with a maximum frame rate of 100 [fps] at full resolution. When two cameras were connected to the same FireWire card, the frame rate was limited to 50 [fps], which was the frame rate used for the ball-catcher.


Figure 3.2 Top view of the setup illustrating the stereo coverage. The cones show the field of view for the respective cameras.

### 3.4 Camera Positioning

Many different ways of positioning the cameras were possible. The positions chosen were on each side of the robot, pointing toward the thrower, illustrated in Fig. 3.2. This positioning allowed the cameras to see the ball at a big distance if the thrower was straight in front of the robot. The ball-catcher application had a higher requirement on the accuracy of the estimated ball trajectory when the ball was close to the robot, which was fulfilled by the chosen camera positioning, since the ball was close to the cameras and observed from favorable angles when it was close to the robot.

### 3.5 Image Analysis

The algorithms used to find the ball in the images were implemented in C and run on a desktop PC. Processing of an image pair took approximately 6 [ms]. For more details, see [Linderoth, 2008].

### 3.6 Modeling of the Ball

The thrown ball was modeled as a point mass flying in a gravity field with negligible air drag. Using the coordinate system in Fig. 3.1, the dynamics were described by

$$
m\left[\begin{array}{c}
\ddot{x}_{b}  \tag{3.1}\\
\ddot{y}_{b} \\
\ddot{z}_{b}
\end{array}\right]=\left[\begin{array}{c}
0 \\
-m g \\
0
\end{array}\right]
$$

where $m$ is the mass of the ball and $g$ is the earth gravity acceleration constant. Introducing the state vector

$$
x=\left[\begin{array}{llllll}
x_{b} & y_{b} & z_{b} & \dot{x}_{b} & \dot{y}_{b} & \dot{z}_{b} \tag{3.2}
\end{array}\right]^{T}
$$

equation (3.1) is equivalent to

$$
\dot{x}(t)=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0  \tag{3.3}\\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] x(t)+\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-g \\
0
\end{array}\right]
$$

Discretizing (3.3) and introducing noise, results in a state space model on the form

$$
\begin{align*}
x(k+1) & =\Phi(k) x(k)+\Gamma(k) u(k)+v(k)  \tag{3.4}\\
y(k) & =C(k) x(k)+e(k)
\end{align*}
$$

where $x$ is the state, $u$ is the input and $y$ is the measurement. The disturbances $v$ and $e$ are assumed to be white noise processes with zero mean values, $\mathrm{E}\left[v(k) v^{T}(k)\right]=R_{v}(k) \succeq 0, \mathrm{E}\left[e(k) e^{T}(k)\right]=R_{e}(k) \succ 0$, and $\mathrm{E}\left[v(k) e^{T}(k)\right]=0$. Further,

$$
\begin{align*}
& \Phi(k)=\left[\begin{array}{llllll}
1 & 0 & 0 & h & 0 & 0 \\
0 & 1 & 0 & 0 & h & 0 \\
0 & 0 & 1 & 0 & 0 & h \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right], \forall k  \tag{3.5}\\
& \Gamma(k)=\left[\begin{array}{c}
0 \\
h^{2} / 2 \\
0 \\
0 \\
h \\
0
\end{array}\right], \forall k  \tag{3.6}\\
& u(k)=-g, \forall k \tag{3.7}
\end{align*}
$$

where $h$ is the sampling period. The matrix $C$ will vary depending on the measurement method.

When analyzing measured position data from thrown balls, it could be seen that there was a noticable air drag. The ball-catcher still worked well, and hence the drag was never modeled.

## 4

## Initialization of the Kalman Filter without Assumptions on the Initial State

### 4.1 Introduction

When performing state estimation on dynamical systems, the Kalman filter [Kalman, 1960] is a very commonly used tool. Just as for other recursive algorithms, initialization is a necessary computational step and such initialization may be accomplished in a variety of different approaches, e.g., probabilistic (Gaussian, Bayesian [Bayes, 1763]), geometric and information-theoretical approaches. In the original formulation of the Kalman filter, it was assumed that the initial value of the state had a known mean value and variance. If no such data are available, the estimate will have a transient in the initial phase of the filtering. If it is possible to start the estimation well before the estimate is to be used, this causes no problem, since the estimate will have time to converge. The transient can also be reduced by letting the initial covariance matrix of the estimate have very large eigenvalues.

However, if the estimate is needed as soon as possible after the start of the estimation, it is desirable that not even the first estimates are affected by the guess of the initial state. One such example is a


Figure 4.1 Picture of a ball-catching robot.
ball-catching robot, which has been treated in, e.g., [Frese et al., 2001], [Linderoth et al., 2009], [Linderoth et al., 2010] and [Bäuml et al., 2011]. A photo of such a setup is shown in Fig. 4.1. When a ball is thrown toward the robot, the box is moved to make the ball hit the hole. Highspeed cameras provide information about the position of the ball, and a Kalman filter is used to estimate the position of the ball and predict its future trajectory. Only a limited number of measurements are available during the flight of the ball and due to the limited acceleration of the robot, it has to start moving as soon as the catching position can be estimated. Thus, it is essential to have a good estimate from the very start of the measurement series so the robot can get to its target in time.

Widely used algorithms are based on the extended Kalman filter (EKF), whose application to SLAM (Simultaneous localization and mapping) problems was developed in a series of seminal papers [Smith and Cheeseman, 1986; Moutarlier and Chatila, 1990; Smith et al., 1990]. The EKF calculates a Gaussian posterior over the locations of environmental features and the robot itself. Information-oriented Kalman-type filters were proposed for feature-based SLAM [Walter et al., 2007; Thrun et al., 2004] and for maneuvering target tracking [Farooq and Bruder, 1990] with attention to approximation and computational speed.

Robot vision is commonly used for vision-based tracking in robotic applications. An introduction to available algorithms is given in [Ma et al., 2003].

Many specialized approaches for making an informed initialization of the Kalman filter have been proposed for specific problems and can be found in, e.g., [Einhorn et al., 2007], [Hyland, 2002] and [Weiner, 1981]. A more general way of initializing a system on the linear statespace form (4.1) can be done by using information filter theory, but then with additional requirements, e.g., that $\Phi$ is non-singular or that (4.1) is controllable [Kailath et al., 2000].

This thesis presents a method to initialize the Kalman filter without making any assumptions on the initial value, only assuming that the system is on the linear state-space form (4.1). This is done by transforming the state estimate $\hat{x}$ into a space with a basis separating directions of infinite variance from those with finite variance. A different approach for solving the same problem is presented in [Hagander, 1973].

### 4.2 Preliminaries

## State Space Description

The problem considered relates to discrete-time time-varying linear systems on the form

$$
\begin{align*}
x(k+1) & =\Phi(k) x(k)+\Gamma(k) u(k)+v(k)  \tag{4.1}\\
y(k) & =C(k) x(k)+e(k)
\end{align*}
$$

where $x$ is the state, $u$ is the input and $y$ is the measurement. The disturbances $v$ and $e$ are assumed to be white-noise processes with zero mean values, $\mathrm{E}\left[v(k) v^{T}(k)\right]=R_{v}(k) \succeq 0, \mathrm{E}\left[e(k) e^{T}(k)\right]=R_{e}(k) \succ 0$, and $\mathrm{E}\left[v(k) e^{T}(k)\right]=0$.

## The Kalman Filter

The Kalman filter can be used to estimate the state of (4.1) recursively as described by (4.2), $\hat{x}(l \mid k)$ denoting the estimate of $x(l)$ based on measurements up to sample $k$ and $P(l \mid k)$ being the covariance matrix
of $\hat{x}(l \mid k)$.

$$
\begin{align*}
& \hat{x}(k \mid k)=\hat{x}(k \mid k-1)+ \\
&+K(k)(y(k)-C(k) \hat{x}(k \mid k-1)) \\
& K(k)=P(k \mid k-1) C^{T}(k) . \\
& \cdot\left(C(k) P(k \mid k-1) C^{T}(k)+R_{e}(k)\right)^{-1}  \tag{4.2}\\
& P(k \mid k)=P(k \mid k-1)-K(k) C(k) P(k \mid k-1) \\
& \hat{x}(k+1 \mid k)=\Phi(k) \hat{x}(k \mid k)+\Gamma(k) u(k) \\
& P(k+1 \mid k)=\Phi(k) P(k \mid k) \Phi^{T}(k)+R_{v}(k)
\end{align*}
$$

## Singular Value Decomposition

Consider a matrix $A \in \mathbb{R}^{m \times n}$ with $\operatorname{rank}(A)=r$. Using singular value decomposition (SVD) it can be factorized as

$$
\begin{equation*}
A=U \Sigma V^{T} \tag{4.3}
\end{equation*}
$$

where $U \in \mathbb{R}^{m \times r}$ satisfies $U^{T} U=I, V \in \mathbb{R}^{n \times r}$ satisfies $V^{T} V=I$ and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}\right)$ with $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0$

### 4.3 Optimal Solution of a Linear System of Equations with Noise

This section describes methods for solving linear systems of equations, which will be used later.

## Over-determined System

Consider a system of linear equations with disturbances:

$$
\begin{equation*}
z=G x+w \tag{4.4}
\end{equation*}
$$

where $z \in \mathbb{R}^{m}$ and $G \in \mathbb{R}^{m \times n}$ are known and $w \in \mathbb{R}^{m}$ is a disturbance with $\mathrm{E}[w]=0$ and $\mathrm{E}\left[w w^{T}\right]=R_{w} \succ 0$.

Assume that $\operatorname{rank}(G)=n<m$, i.e., the system is over-determined. Let $\hat{x}$ denote the minimum variance unbiased estimate of $x$, which
can be obtained from the Gauss-Markov theorem [Kailath et al., 2000], with the solution

$$
\begin{gather*}
\hat{x}=\left(G^{T} R_{w}^{-1} G\right)^{-1} G^{T} R_{w}^{-1} z  \tag{4.5}\\
R_{x}=\mathrm{E}\left[(\hat{x}-x)(\hat{x}-x)^{T}\right]=\left(G^{T} R_{w}^{-1} G\right)^{-1} \tag{4.6}
\end{gather*}
$$

## Under-determined System

Again consider the system (4.4), but now assume that $\operatorname{rank}(G)=r<$ $n$, i.e., the system of equations is under-determined. Still, $x$ can be partly determined. By singular value decomposition $G$ can be factorized as

$$
\begin{equation*}
G=U \Sigma V^{T} \tag{4.7}
\end{equation*}
$$

It is possible, as a part of the SVD algorithm, to construct

$$
S=\left[\begin{array}{ll}
S_{f} & S_{i} \tag{4.8}
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

such that $S_{f}=V$ and $S^{T} S=I$. Define $x_{f} \in \mathbb{R}^{r}$ and $x_{i} \in \mathbb{R}^{n-r}$ as the unique solution to

$$
x=S\left[\begin{array}{c}
x_{f}  \tag{4.9}\\
x_{i}
\end{array}\right]=S_{f} x_{f}+S_{i} x_{i}
$$

Note that $x_{f}$ is a parametrization of the part of $x$ that can be estimated by (4.4), and $x_{i}$ is a parametrization of the null space of $G$. Inserting (4.9) into (4.4) and noting that $V^{T}\left[S_{f} S_{i}\right]=\left[\begin{array}{ll}I & 0\end{array}\right]$ one obtains

$$
\begin{align*}
z & =G x+w \\
& =U \Sigma V^{T}\left(S_{f} x_{f}+S_{i} x_{i}\right)+w  \tag{4.10}\\
& =U \Sigma x_{f}+w
\end{align*}
$$

Since $U \Sigma$ has full rank, one can solve (4.10) for $\hat{x}_{f}$, using the method described in the previous subsection.

### 4.4 Filter Initialization

## State Partitioning

During the initialization of the Kalman filter there may be times when the variance of the state estimate is finite in some directions of the state space and infinite in other directions. To handle this situation the state can by a linear transformation be reoriented to a space where the directions with infinite variance are orthogonal to as many base vectors as possible. Let the state $\bar{x}$ in this alternative space be defined by

$$
\begin{equation*}
T \bar{x}=x \tag{4.11}
\end{equation*}
$$

where $T \in \mathbb{R}^{n \times n}$ and $T^{T} T=I$. Let $\hat{\bar{x}}$ denote the estimate of $\bar{x}$, and denote the estimation error by

$$
\begin{equation*}
\tilde{\tilde{x}}=\bar{x}-\hat{\bar{x}} \tag{4.12}
\end{equation*}
$$

Throughout the chapter it is assumed that the estimates are designed to be unbiased, i.e., so that $\mathrm{E}[\tilde{x}]=0$. The state can be partitioned as

$$
\bar{x}=\left[\begin{array}{c}
\bar{x}_{f}  \tag{4.13}\\
\bar{x}_{i}
\end{array}\right]
$$

such that the covariance-matrix of $\hat{\bar{x}}_{f}$ is finite and the variance of $\hat{\bar{x}}_{i}$ is infinite in all directions. Define $n_{f}$ and $n_{i}$ such that $n_{f}+n_{i}=n$, and $\bar{x}_{f} \in \mathbb{R}^{n_{f}}, \bar{x}_{i} \in \mathbb{R}^{n_{i}}$. Similarly, the transformation matrix $T$ can be partitioned as

$$
T=\left[\begin{array}{ll}
T_{f} & T_{i} \tag{4.14}
\end{array}\right], \quad T_{f} \in \mathbb{R}^{n \times n_{f}}, \quad T_{i} \in \mathbb{R}^{n \times n_{i}}
$$

Since $T$ is orthonormal we have

$$
T^{-1}=\left[\begin{array}{ll}
T_{f} & T_{i}
\end{array}\right]^{-1}=\left[\begin{array}{ll}
T_{f} & T_{i}
\end{array}\right]^{T}=\left[\begin{array}{c}
T_{f}^{T}  \tag{4.15}\\
T_{i}^{T}
\end{array}\right]
$$

Note for future reference that

$$
\left[\begin{array}{c}
\bar{x}_{f}  \tag{4.16}\\
\bar{x}_{i}
\end{array}\right]=\left[\begin{array}{c}
T_{f}^{T} \\
T_{i}^{T}
\end{array}\right] x
$$
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and

$$
\begin{equation*}
x=T_{f} \bar{x}_{f}+T_{i} \bar{x}_{i} \tag{4.17}
\end{equation*}
$$

which shows that $T_{f}$ spans the directions in which $\hat{x}$ has finite variance and $T_{i}$ spans the directions in which $\hat{x}$ has infinite variance.

Let $\bar{P}_{f}$ denote the covariance matrix of $\hat{\bar{x}}_{f}$ :

$$
\begin{equation*}
\bar{P}_{f}=\mathrm{E}\left[\left(\hat{\bar{x}}_{f}-\bar{x}_{f}\right)\left(\hat{\bar{x}}_{f}-\bar{x}_{f}\right)^{T}\right] \tag{4.18}
\end{equation*}
$$

In the remainder of the chapter all quantities may be appended with time indices so that, e.g., $\hat{\bar{x}}_{f}(l \mid k)$ is the estimate of $\bar{x}_{f}(l)$ based on measurements up to sample $k$, and $\hat{x}(l \mid k)=T(l \mid k) \hat{\bar{x}}(l \mid k)$. Note, however, the slightly different case $x(l)=T(l \mid k) \bar{x}(l \mid k)$. The actual state $x$ has only a single time index, since the second time index is meaningful only for estimates. Still $\bar{x}$ has two time indices to indicate which $T$ was used for the transformation.

To conclude, all the knowledge about $\hat{x}(l \mid k)$ can be fully specified by $T(l \mid k), \hat{\bar{x}}_{f}(l \mid k)$ and $\bar{P}_{f}(l \mid k)$.

## Time Step

Assume that $T(k \mid k), \hat{\bar{x}}_{f}(k \mid k)$ and $\bar{P}_{f}(k \mid k)$ are known. The state model (4.1) gives the time update

$$
\begin{equation*}
x(k+1)=\Phi(k) x(k)+\Gamma(k) u(k)+v(k) . \tag{4.19}
\end{equation*}
$$

The purpose of the time step is to calculate $T(k+1 \mid k), \hat{\bar{x}}_{f}(k+1 \mid k)$ and $\bar{P}_{f}(k+1 \mid k)$.

Choose $T(k+1 \mid k)$ such that

$$
\begin{gather*}
T_{f}^{T}(k+1 \mid k) \Phi(k) T_{i}(k \mid k)=0  \tag{4.20}\\
n_{f}(k+1 \mid k)=n-\operatorname{rank}\left(\Phi(k) T_{i}(k \mid k)\right)  \tag{4.21}\\
T^{T}(k+1 \mid k) T(k+1 \mid k)=I \tag{4.22}
\end{gather*}
$$

This can be interpreted as finding a $T(k+1 \mid k)$ such that it is orthonormal and its $n_{f}(k+1 \mid k)$ leftmost columns span the left null space of $\Phi(k) T_{i}(k \mid k)$, which can be done, e.g., by means of SVD. Note that

$$
\begin{equation*}
n_{f}(k+1 \mid k) \geq n_{f}(k \mid k) \tag{4.23}
\end{equation*}
$$

where strict inequality holds if and only if $\Phi(k)$ is singular and its null space satisfies $\mathcal{N}(\Phi(k)) \cap \mathcal{R}\left(T_{i}(k \mid k)\right) \neq \varnothing$.

Premultiplying (4.19) with $T_{f}^{T}(k+1 \mid k)$ gives

$$
\begin{align*}
& \bar{x}_{f}(k+1 \mid k) \\
= & T_{f}^{T}(k+1 \mid k) \Phi(k) x(k) \\
& +T_{f}^{T}(k+1 \mid k) \Gamma(k) u(k) \\
& +T_{f}^{T}(k+1 \mid k) v(k) \\
= & T_{f}^{T}(k+1 \mid k) \Phi(k)\left(T_{f}(k \mid k) \bar{x}_{f}(k \mid k)+T_{i}(k \mid k) \bar{x}_{i}(k \mid k)\right)  \tag{4.24}\\
& +T_{f}^{T}(k+1 \mid k) \Gamma(k) u(k) \\
& +T_{f}^{T}(k+1 \mid k) v(k) \\
= & T_{f}^{T}(k+1 \mid k) \Phi(k) T_{f}(k \mid k) \bar{x}_{f}(k \mid k) \\
& +T_{f}^{T}(k+1 \mid k) \Gamma(k) u(k) \\
& +T_{f}^{T}(k+1 \mid k) v(k)
\end{align*}
$$

where the second and third equalities result from (4.17) and (4.20) respectively. Here the advantage of choosing $T(k+1 \mid k)$ according to (4.20) becomes clear. Because of this choice $\bar{x}_{f}(k+1)$ is independent of $\bar{x}_{i}(k)$ and only depends on quantities with finite variance. Condition (4.21) guarantees that $T_{f}(k+1)$ has the highest possible rank.

Motivated by (4.24), let the update of the state estimate be defined by

$$
\begin{align*}
\hat{\bar{x}}_{f}(k+1 \mid k)= & T_{f}^{T}(k+1 \mid k) \Phi(k) T_{f}(k \mid k) \hat{\bar{x}}_{f}(k \mid k)  \tag{4.25}\\
& +T_{f}^{T}(k+1 \mid k) \Gamma(k) u(k)
\end{align*}
$$

The estimation error is then given by

$$
\begin{align*}
\tilde{\tilde{x}}_{f}(k+1 \mid k)= & \bar{x}_{f}(k+1 \mid k)-\hat{\bar{x}}_{f}(k+1 \mid k) \\
= & T_{f}^{T}(k+1 \mid k) \Phi(k) T_{f}(k \mid k) \tilde{\tilde{x}}_{f}(k \mid k)  \tag{4.26}\\
& +T_{f}^{T}(k+1 \mid k) v(k)
\end{align*}
$$

It is easily verified that $\mathrm{E}\left[\tilde{x}_{f}(k+1 \mid k)\right]=0$ as required. The variance

## Chapter 4. Initialization of the Kalman Filter

of the estimate becomes

$$
\begin{align*}
\bar{P}_{f}(k+1 \mid k)= & \mathrm{E}\left[\tilde{\tilde{x}}_{f}(k+1 \mid k) \tilde{\tilde{x}}_{f}^{T}(k+1 \mid k)\right] \\
= & Q \bar{P}_{f}(k \mid k) Q^{T} \\
& +T_{f}^{T}(k+1 \mid k) R_{v}(k) T_{f}(k+1 \mid k),  \tag{4.27}\\
Q= & T_{f}^{T}(k+1 \mid k) \Phi(k) T_{f}(k \mid k)
\end{align*}
$$

## Correction Step

Assume that $T(k \mid k-1), \hat{\bar{x}}_{f}(k \mid k-1)$ and $\bar{P}_{f}(k \mid k-1)$ are known. The state model (4.1) gives the measurement

$$
\begin{equation*}
y(k)=C(k) x(k)+e(k) \tag{4.28}
\end{equation*}
$$

The purpose of the correction step is to calculate $T(k \mid k), \hat{\bar{x}}_{f}(k \mid k)$ and $\bar{P}_{f}(k \mid k)$.

Combining (4.12) and (4.16) gives

$$
\begin{align*}
\hat{\bar{x}}_{f}(k \mid k-1) & =\bar{x}_{f}(k)-\tilde{x}_{f}(k \mid k-1) \\
& =T_{f}^{T}(k \mid k-1) x(k)-\tilde{x}_{f}(k \mid k-1) \tag{4.29}
\end{align*}
$$

Equations (4.28) and (4.29) can be formulated as a single linear system of equations:

$$
\begin{align*}
& \underbrace{\left[\begin{array}{c}
y(k) \\
\hat{\bar{x}}_{f}(k \mid k-1)
\end{array}\right]}_{z} \\
= & \underbrace{\left[\begin{array}{c}
C(k) \\
T_{f}^{T}(k \mid k-1)
\end{array}\right]}_{G} x(k)+\underbrace{\left[\begin{array}{c}
e(k) \\
-\tilde{\tilde{x}}_{f}(k \mid k-1)
\end{array}\right]}_{w} \tag{4.30}
\end{align*}
$$

which can be solved by the method described in Sec. 4.3 with

$$
R_{w}=\left[\begin{array}{cc}
R_{e}(k) & 0  \tag{4.31}\\
0 & \bar{P}_{f}(k \mid k-1)
\end{array}\right]
$$

The solution is given by

$$
\begin{align*}
T(k \mid k) & =S  \tag{4.32}\\
\hat{\bar{x}}_{f}(k \mid k) & =\left(\Sigma U^{T} R_{w}^{-1} U \Sigma\right)^{-1} \Sigma U^{T} R_{w}^{-1} z  \tag{4.33}\\
\bar{P}_{f}(k \mid k) & =\left(\Sigma U^{T} R_{w}^{-1} U \Sigma\right)^{-1}  \tag{4.34}\\
n_{f}(k \mid k) & =\operatorname{rank}(\Sigma)=\operatorname{rank}(G) \tag{4.35}
\end{align*}
$$

where $U, \Sigma$ and $S$ are defined in (4.7) and (4.8).
From the definition of $G$ in (4.30) it can be seen that

$$
\begin{equation*}
\operatorname{rank}(G) \geq \operatorname{rank}\left(T_{f}(k \mid k-1)\right) \tag{4.36}
\end{equation*}
$$

The orthonormality of $T(k \mid k-1)$ in combination with (4.14) gives

$$
\begin{equation*}
\operatorname{rank}\left(T_{f}(k \mid k-1)\right)=n_{f}(k \mid k-1) \tag{4.37}
\end{equation*}
$$

Combining (4.35) - (4.37) results in

$$
\begin{equation*}
n_{f}(k \mid k) \geq n_{f}(k \mid k-1) \tag{4.38}
\end{equation*}
$$

where equality holds if and only if $\mathcal{R}\left(C^{T}(k)\right) \subseteq \mathcal{R}\left(T_{f}(k \mid k-1)\right)$. Equations (4.23) and (4.38) together show that $n_{f}$ never decreases and give conditions for when $n_{f}$ increases.

If $G$ has full rank the variance of $\hat{x}(k \mid k)$ will be finite in all directions and $n_{f}(k \mid k)=n$.

Remark: For $n_{f}(k \mid k-1)=n$ and $T_{f}(k \mid k-1)=I$ it can be shown that the solution of (4.30) is equivalent to the correction step of the ordinary Kalman filter (4.2).

## How to start and when to stop

Assuming that nothing is known about $x$ when the estimation starts out ( $n_{f}=0$ ), the first thing to do is to apply the correction step to the first measurement. The lower blocks of the matrices $z$ and $G$, and all blocks except $R_{e}$ in $R_{w}$, will then be empty.

If the initial variance of $x$ is infinite only in some directions $(0<$ $n_{f}<n$ ), the available information can be represented by a triple of matrices, $T, \hat{\bar{x}}_{f}$ and $\bar{P}_{f}$, and then plugged into the algorithm without any modification.

If the measurements provide enough information, the variance of the estimate will be finite in all directions $\left(n_{i}=0\right)$ after a number of iterations of the filter. Then, it is no longer necessary to use the algorithm described in this section and one can just as well use the standard Kalman filter (4.2), since the methods are equivalent for $n_{i}=0$.

### 4.5 Simulation

To illustrate the use of the filter, consider a ball flying in a gravity field and with negligible air drag. The ball is tracked by a vision system, where each camera can provide an estimate of the line that intersects both the ball and the focal point of the camera, but no depth information is available. The process model is given on state-space form (4.1) with

$$
\begin{align*}
\Phi(k) & =\left[\begin{array}{llllll}
1 & 0 & 0 & h & 0 & 0 \\
0 & 1 & 0 & 0 & h & 0 \\
0 & 0 & 1 & 0 & 0 & h \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right], \forall k  \tag{4.39}\\
\Gamma(k) & =\left[\begin{array}{c}
0 \\
0 \\
h^{2} / 2 \\
0 \\
0 \\
h
\end{array}\right], \forall k  \tag{4.40}\\
u(k) & =-g, \forall k  \tag{4.41}\\
R_{v}(k) & =10^{-6} I_{6 \times 6}, \forall k \tag{4.42}
\end{align*}
$$

where the state vector $x=\left[\begin{array}{llllll}x_{b} & y_{b} & z_{b} & \dot{x}_{b} & \dot{y}_{b} & \dot{z}_{b}\end{array}\right]^{T}$ consists of three positions followed by three velocities. To make the example easy to follow, use the time step $h=1$ and the earth gravitation constant
$g=10$. Let the initial state of the system be $x(0)=\left[\begin{array}{llllll}1 & 2 & 3 & 0 & 1 & 4\end{array}\right]^{T}$. The trajectory of the ball is shown as a black curve in Fig. 4.2. The positions of the ball at the measuring instants are marked with green circles and the corresponding lines that are extracted from the images are marked in red. One camera observes the ball at time steps 0 and 2 , and a second camera observes the ball at time step 1 . The simulated measurements are given by

$$
\begin{gather*}
y(0)=\left[\begin{array}{l}
1 \\
3
\end{array}\right], C(0)=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]  \tag{4.43}\\
y(1)=\left[\begin{array}{l}
3 \\
2
\end{array}\right], C(1)=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]  \tag{4.44}\\
y(2)=\left[\begin{array}{c}
1 \\
-1.9
\end{array}\right], C(2)=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.4 & 0.3 & 0 & 0 & 0
\end{array}\right]  \tag{4.45}\\
R_{e}(0)=R_{e}(1)=R_{e}(2)=10^{-4} I_{2 \times 2} \tag{4.46}
\end{gather*}
$$

Performing the state estimation on the given data gives the following results:

$$
\begin{gather*}
T_{f}(0 \mid 0)=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right]  \tag{4.47}\\
T_{i}(0 \mid 0)=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{4.48}
\end{gather*}
$$



Figure 4.2 Simulated ball trajectory and measurements marked as green balls.

$$
\begin{gather*}
\hat{\bar{x}}_{f}(0 \mid 0)=\left[\begin{array}{l}
1 \\
3
\end{array}\right]  \tag{4.49}\\
\bar{P}_{f}(0 \mid 0)=10^{-4}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \tag{4.50}
\end{gather*}
$$

$$
\begin{align*}
& T_{f}(1 \mid 0)=\left[\begin{array}{cc}
0.707 & 0 \\
0 & 0 \\
0 & 0.707 \\
-0.707 & 0 \\
0 & 0 \\
0 & -0.707
\end{array}\right]  \tag{4.51}\\
& T_{i}(1 \mid 0)=\left[\begin{array}{cccc}
0 & 0.707 & 0 & 0 \\
-0.707 & 0 & 0 & 0.707 \\
0.5 & 0 & 0 & 0.5 \\
0 & 0.707 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0.5 & 0 & 0 & 0.5
\end{array}\right]  \tag{4.52}\\
& \hat{\bar{x}}_{f}(1 \mid 0)=\left[\begin{array}{l}
0.707 \\
5.657
\end{array}\right]  \tag{4.53}\\
& \bar{P}_{f}(1 \mid 0)=10^{-4}\left[\begin{array}{cc}
0.51 & 0 \\
0 & 0.51
\end{array}\right]  \tag{4.54}\\
& T_{f}(1 \mid 1)=\left[\begin{array}{cccc}
0.707 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-0.707 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{4.55}
\end{align*}
$$
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$$
\begin{gather*}
T_{i}(1 \mid 1)=\left[\begin{array}{cc}
0 & -0.707 \\
0 & 0 \\
0 & 0 \\
0 & -0.707 \\
1 & 0 \\
0 & 0
\end{array}\right]  \tag{4.56}\\
\hat{\bar{x}}_{f}(1 \mid 1)=\left[\begin{array}{c}
0.707 \\
3 \\
2 \\
-6
\end{array}\right]  \tag{4.57}\\
\bar{P}_{f}(1 \mid 1)=10^{-4}\left[\begin{array}{cccc}
0.51 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 2.02
\end{array}\right] \tag{4.58}
\end{gather*}
$$

$$
T_{f}(2 \mid 1)=\left[\begin{array}{cccc}
0.447 & 0 & 0 & 0  \tag{4.59}\\
0 & 0.707 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-0.894 & 0 & 0 & 0 \\
0 & -0.707 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

$$
T_{i}(2 \mid 1)=\left[\begin{array}{cc}
0 & -0.894  \tag{4.60}\\
0.707 & 0 \\
0 & 0 \\
0 & -0.447 \\
0.707 & 0 \\
0 & 0
\end{array}\right]
$$

$$
\begin{align*}
& \hat{\bar{x}}_{f}(2 \mid 1)=\left[\begin{array}{c}
0.447 \\
2.121 \\
-9 \\
-16
\end{array}\right]  \tag{4.61}\\
& \bar{P}_{f}(2 \mid 1)=10^{-4}\left[\begin{array}{cccc}
0.214 & 0 & 0 & 0 \\
0 & 0.51 & 0 & 0 \\
0 & 0 & 5.03 & 3.02 \\
0 & 0 & 3.02 & 2.03
\end{array}\right]  \tag{4.62}\\
& T_{f}(2 \mid 2)=I_{6 \times 6}  \tag{4.63}\\
& T_{i}(2 \mid 2) \in \mathbb{R}^{6 \times 0}  \tag{4.64}\\
& \hat{\bar{x}}_{f}(2 \mid 2)=\left[\begin{array}{c}
1 \\
2 \\
-9 \\
0 \\
-1 \\
-16
\end{array}\right]  \tag{4.65}\\
& \bar{P}_{f}(2 \mid 2) \\
& =10^{-4}\left[\begin{array}{cccccc}
1 & 0 & 0 & 0.5 & 0 & 0 \\
0 & 9.08 & -3.77 & 0 & 9.08 & -2.27 \\
0 & -3.77 & 5.03 & 0 & -3.77 & 3.02 \\
0.5 & 0 & 0 & 0.518 & 0 & 0 \\
0 & 9.08 & -3.77 & 0 & 10.1 & -2.27 \\
0 & -2.27 & 3.02 & 0 & -2.27 & 2.03
\end{array}\right] \tag{4.66}
\end{align*}
$$

Most insight on the estimation progress is given by studying $T_{f}$. The first measurement locates the ball on a line in the $y_{b}$-direction, which gives information about the position in the $x_{b}$ - and $z_{b}$-directions. This is reflected in the columns of $T_{f}(0 \mid 0)$. After the time step the position is no longer known. Only linear combinations of the positions
and velocities can be determined, as seen in $T_{f}(1 \mid 0)$. With the second measurement $y_{b}$ and $z_{b}$ are given. Since it is the second measurement in the $z$-direction, $\dot{z}_{b}$ can be determined. Still, no information about $\dot{y}_{b}$ is available and hence $y_{b}$ is no longer known after the time step, as indicated by $T_{f}(2 \mid 1)$. The last measurement gives information in the remaining directions with infinite variance, and thus $T_{f}(2 \mid 2)$ spans the entire $\mathbb{R}^{n}$ and an estimate $\hat{x}(2 \mid 2)=T_{f}(2 \mid 2) \hat{\bar{x}}(2 \mid 2)$ can finally be calculated.

### 4.6 Discussion

Alternative frameworks to the one used in this thesis would be Bayesian networks or conditional expectations [Pearl, 1985].

The reason for doing the partitioning suggested in this thesis, is the difficulty of representing matrices with infinite singular values. An alternative approach to this is used in information filters [Kailath et al., 2000]. Instead of the covariance matrix $P$ and the state estimate $\hat{x}$, the information matrix $Y=P^{-1}$ and the information vector $\hat{y}=P^{-1} \hat{x}$ are used to represent the information about the system. If no information about the state is available, then this circumstance is conveniently represented by $Y=0$. Measurement updates get a very simple form with information filters. However, the time update is complicated and does not work for a general system on the form (4.1), as stated in the introduction.

The equations (4.20) - (4.22) and (4.30) do not in general have a unique solution for $T$. In this thesis SVD based methods for solving the equations are suggested, but other methods can be used. The transformation $T$ can be replaced by any $T^{\prime}$ fulfilling (4.11) - (4.18) such that $\mathcal{R}\left(T_{f}\right)=\mathcal{R}\left(T_{f}^{\prime}\right)$. Of course $\hat{\bar{x}}_{f}$ and $\bar{P}_{f}$ have to be modified accordingly. In the example in Sec. 4.5 the $T$ matrices were chosen to align the base vectors of $\bar{x}_{f}$ with the base vectors of the original state space as far as possible to improve human readability.

The presented initialization procedure is useful when very little is known about the initial state. If a priori knowledge is available, this should of course be used to improve the estimate.

The state $x=x(k)$, and hence also $\bar{x}_{f}$ and $\bar{x}_{i}$, are assumed to have exact and finite time-varying values, although not known exactly. More


Figure 4.3 Example illustrating state partitioning. The position of the object $o$ along the line $l$ is unknown, and a new coordinate system, where as many basis vectors as possible are orthogonal to the line, is chosen.
specifically it is assumed that no information at all is available about $\bar{x}_{i}$, which is modeled as $\hat{\bar{x}}_{i}$ having infinite variance.

In general, it is not meaningful to give any numerical values of $\hat{x}$ if $n_{f}<n$. To see this recall (4.17). If a row in $T_{i}$ has any non-zero element, the corresponding element of $\hat{x}$ is completely unknown. The knowledge about $x$ can, however be described by $T, \hat{\hat{x}}_{f}$ and $\bar{P}_{f}$.

Even though it may not be possible to calculate any value of $\hat{x}$ in the original state space, the information in $\hat{\bar{x}}_{f}$ can still be useful. For instance, it may be of interest to know the altitude of an aerial vehicle before its longitude and latitude can be estimated.

As an example of state partitioning, consider the scenario in Fig. 4.3, where an object $o$ is known to be near a given line $l$ in 3D-space, but nothing is known about its position along the line. Choose a coordinate system such that its first two base vectors are orthogonal to $l$ and the third base vector is parallel to $l$. The position of $o$ can then be partly described by the first two components with a finite covariance matrix, even though the variance in the direction of the third component (parallel to $l$ ) is infinite.
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### 4.7 Conclusions

A new way of initializing the Kalman filter has been presented, making it possible to calculate a state estimate that is not influenced by any guess of the initial value of the state. Instead, the estimate can be determined completely based on the first measurements.

## 5

## Object Tracking with Measurements from Single or Multiple Cameras

### 5.1 Introduction

To be able to determine the position of a static object in 3D space by means of computer vision, the object has to be seen by cameras from at least two different view points, assuming that the size of the object is not known. The same applies for measuring the position of a moving object based on images captured at one single time instant. However, if the cameras are not synchronized in time, or if a moving object is not visible in all images, one can not rely on using matching pictures for making accurate position estimates of dynamical objects.

This chapter describes a strategy to track an object with known dynamical model, using a series of images where no pair has to be captured simultaneously. It even allows tracking of a point object in 3D space using a single static camera, and provides a convenient way of fusing data from multiple cameras.

The properties presented in the previous paragraph are very desirable for a ball-catching robot. They allow any number of cameras to be used, though at least two cameras are needed for good accuracy.

If the position of the ball can not be extracted from an image, due to occlusions or failed image analysis, the data from the other images can still be used to improve the estimate of the state of the ball.

An overview of tracking techniques is given in [Yilmaz et al., 2006]. In the literature there are numerous examples of how computer vision and Kalman filtering can be used for robot control, e.g., [Olsson et al., 2003], [Olsson et al., 2006] and [Marayong et al., 2008]. In [Jia et al., 2005] dynamic objects are tracked from a mobile platform using an extended Kalman filter and multiple interacting models. A method for tracking rigid objects that were partly occluded by other objects was suggested in [Sato et al., 2003]. A method for exploiting the epipolar constraint between a pair of images is described in [Lamiroy et al., 2000], to the purpose of visual servoing.

Tracking of flying balls, to the purpose of catching them with a robot, was previously treated in [Birbach et al., 2008], [Birbach and Frese, 2009], and [Birbach et al., 2011].

### 5.2 Problem Formulation

The goal is to track an object with a known process model. This is to be done with images captured from different view points and where possibly no images are captured simultaneously. The object to be tracked is described by the discrete-time state-space model

$$
\begin{equation*}
x(k+1)=\Phi(k) x(k)+\Gamma(k) u(k)+v(k) \tag{5.1}
\end{equation*}
$$

where $x$ is the state vector and $u$ is a known input signal. Measurements are assumed to be on the form

$$
\begin{equation*}
y(k)=C(k) x(k)+e(k) \tag{5.2}
\end{equation*}
$$

Note that the $C$-matrix is time dependent and will depend on the camera parameters and the image coordinates at that particular time step. The disturbances $v$ and $e$ are discrete-time white-noise processes with zero mean value and covariances

$$
\begin{align*}
& \mathrm{E}\left[v(i) v^{T}(j)\right]=R_{v} \delta_{i j} \\
& \mathrm{E}\left[v(i) e^{T}(j)\right]=R_{v e} \delta_{i j}  \tag{5.3}\\
& \mathrm{E}\left[e(i) e^{T}(j)\right]=R_{e} \delta_{i j}
\end{align*}
$$

### 5.3 Methods

## State Estimation

A Kalman filter was used to estimate the state of the tracked object. The update law can be described by (5.4) - (5.9). Here, for example, $\hat{x}(k+1 \mid k)$ denotes the estimate of $x$ at sample $k+1$ based on measurements up to sample $k$, and $P(k+1 \mid k)$ the covariance of that estimate.

$$
\begin{align*}
\hat{x}(k \mid k)= & \hat{x}(k \mid k-1)+K_{f}(y(k)-C(k) \hat{x}(k \mid k-1))  \tag{5.4}\\
K_{f}(k)= & P(k \mid k-1) C^{T}(k)  \tag{5.5}\\
& \cdot\left(R_{e}(k)+C(k) P(k \mid k-1) C^{T}(k)\right)^{-1} \\
P(k \mid k)= & P(k \mid k-1)-K_{f}(k) C(k) P(k \mid k-1)  \tag{5.6}\\
\hat{x}(k+1 \mid k)= & \Phi(k) \hat{x}(k \mid k-1)+\Gamma(k) u(k)  \tag{5.7}\\
& +K(k)(y(k)-C(k) \hat{x}(k \mid k-1)) \\
K(k)= & \left(\Phi(k) P(k \mid k-1) C^{T}(k)+R_{v e}(k)\right)  \tag{5.8}\\
& \cdot\left(R_{e}(k)+C(k) P(k \mid k-1) C^{T}(k)\right)^{-1} \\
P(k+1 \mid k)= & \Phi(k) P(k \mid k-1) \Phi^{T}(k)+R_{v}(k)  \tag{5.9}\\
& -K(k)\left(\Phi(k) P(k \mid k-1) C^{T}(k)+R_{v e}(k)\right)^{T}
\end{align*}
$$

## Homogeneous Coordinates

Homogeneous coordinates [Möbius, 1827; Graustein, 1930] will be used extensively in this thesis. To simplify the notation, " $\sim$ " is defined according to

$$
\begin{align*}
& \mathbf{x}_{1} \sim \mathbf{x}_{2} \Longleftrightarrow \\
& \mathbf{x}_{1}=\lambda \mathbf{x}_{2} \text { for some } \lambda \neq 0 \tag{5.10}
\end{align*}
$$

where $\mathbf{x}_{\mathbf{1}}$ and $\mathbf{x}_{\mathbf{2}}$ are homogeneous coordinate vectors.
The projection matrix, $P_{c} \in \mathbb{R}^{3 \times 4}$, of a camera is a matrix such that

$$
\begin{equation*}
\mathbf{x} \sim P_{c} \mathbf{X} \tag{5.11}
\end{equation*}
$$

where $\mathbf{X}$ is a point in space and $\mathbf{x}$ is its projection onto the image plane.
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Figure 5.1 Illustration of a ray. An object projected onto some image point can be located anywhere along the corresponding ray.

### 5.4 Transforming Image Data for the Kalman Filter

From the position of a feature point in a single image it is possible to determine a line in 3D-space along which the point must be. In this thesis this line will be referred to as a ray (cf. Fig. 5.1). The ray parameters then have to be related to the process model states in some way in order to be used as input to the Kalman filter.

## Extracting Rays

To determine the ray for a point in an image, first two lines through the point in the image are chosen. The easiest way to do this is to take one horizontal and one vertical line. Each one of these lines uniquely defines a plane through the line and the focal point. Finally, the ray can be determined as the intersection of these two planes. A line $\mathbf{l}$ in an image can be represented as the points fulfilling the equation

$$
\begin{equation*}
\mathbf{1}^{T} \mathbf{x}=0 \tag{5.12}
\end{equation*}
$$

where $\mathbf{l}=\left[\begin{array}{lll}l_{1} & l_{2} & l_{3}\end{array}\right]^{T}$ and $\mathbf{x}=\left[\begin{array}{lll}x & y & 1\end{array}\right]^{T}$.

A plane $\pi$ in space can similarly be represented by the points fulfilling

$$
\begin{equation*}
\boldsymbol{\pi}^{T} \mathbf{X}=0 \tag{5.13}
\end{equation*}
$$

where $\pi=\left[\begin{array}{llll}\pi_{1} & \pi_{2} & \pi_{3} & \pi_{4}\end{array}\right]^{T}$ and $\mathbf{X}=\left[\begin{array}{llll}X & Y & Z & 1\end{array}\right]^{T}$.
Moreover, if the plane $\boldsymbol{\pi}$ is projected onto the line $\mathbf{l}$, then

$$
\begin{equation*}
\mathbf{x} \sim P_{c} \mathbf{X} \tag{5.14}
\end{equation*}
$$

where $P_{c}$ is the projection matrix of the camera. Inserting (5.14) into the equation for the image line (5.12) we get

$$
\begin{equation*}
0=\mathbf{l}^{T} \mathbf{x} \sim \mathbf{l}^{T} P_{c} \mathbf{X}=\left(P_{c}^{T} \mathbf{l}\right)^{T} \mathbf{X} \tag{5.15}
\end{equation*}
$$

Hence it can be can concluded that the points that project onto the line $\mathbf{l}$ reside in the plane defined by

$$
\begin{equation*}
\boldsymbol{\pi}=P_{c}^{T} \mathbf{l} \tag{5.16}
\end{equation*}
$$

If the coordinate of a feature point in an image is $(x, y)$, a convenient choice of lines through this point is $\mathbf{l}_{\mathbf{x}}=\left[\begin{array}{lll}-1 & 0 & x\end{array}\right]^{T}$ and $\mathbf{l}_{\mathbf{y}}=\left[\begin{array}{lll}0 & -1 & y\end{array}\right]^{T}$ (cf. Fig. 5.1) corresponding to the planes defined by

$$
\begin{align*}
\pi_{x} & =P_{c}^{T} \mathbf{1}_{\mathbf{x}} \\
\pi_{y} & =P_{c}^{T} \mathbf{l}_{\mathbf{y}} \tag{5.17}
\end{align*}
$$

The ray can then be described as the intersection of the planes $\pi_{x}$ and $\pi_{y}$.

## Flying Ball Example

To illustrate how the rays are transformed into Kalman filter input data, a simple example of a dynamical model is used; a ball flying under the influence of gravity and without air friction. The state vector is

$$
x=\left[\begin{array}{llllll}
x_{b} & y_{b} & z_{b} & \dot{x}_{b} & \dot{y}_{b} & \dot{z}_{b} \tag{5.18}
\end{array}\right]^{T}
$$

where the first three states represent the position and the last three states represent the velocity in the coordinate system of Fig. 3.1. The
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discrete-time process model in the form of (5.1) is

$$
\begin{align*}
& \Phi(k)=\left[\begin{array}{llllll}
1 & 0 & 0 & h & 0 & 0 \\
0 & 1 & 0 & 0 & h & 0 \\
0 & 0 & 1 & 0 & 0 & h \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right], \forall k \\
& \Gamma(k)=\left[\begin{array}{c}
0 \\
h^{2} / 2 \\
0 \\
0 \\
h \\
0
\end{array}\right], \forall k  \tag{5.19}\\
& u(k)=-g, \forall k
\end{align*}
$$

where $g$ is the earth gravity constant and $h$ is the sample period.

## Including Constraints into the Kalman Filter

The planes in (5.17) each put the constraint

$$
\begin{equation*}
\pi^{T} \mathbf{X}=0 \tag{5.20}
\end{equation*}
$$

on the feature point position $\mathbf{X}$. This can be rewritten as a constraint on the state vector (5.18) of the process:

$$
\begin{gathered}
0=\pi^{T} \mathbf{X}=\left[\begin{array}{llll}
\pi_{1} & \pi_{2} & \pi_{3} & \pi_{4}
\end{array}\right]\left[\begin{array}{c}
x_{d} \\
y_{d} \\
z_{d} \\
1
\end{array}\right] \Longleftrightarrow \\
{\left[\begin{array}{lll}
\pi_{1} & \pi_{2} & \pi_{3}
\end{array}\right]\left[\begin{array}{c}
x_{d} \\
y_{d} \\
z_{d}
\end{array}\right]=-\pi_{4} \Longleftrightarrow}
\end{gathered}
$$

$$
\begin{align*}
-\pi_{4} & =c x \\
\text { where } c & =\left[\begin{array}{llllll}
\pi_{1} & \pi_{2} & \pi_{3} & 0 & 0 & 0
\end{array}\right]  \tag{5.21}\\
\text { and } x & =\left[\begin{array}{llllll}
x_{d} & y_{d} & z_{d} & \dot{x}_{d} & \dot{y}_{d} & \dot{z}_{d}
\end{array}\right]^{T}
\end{align*}
$$

If $\pi$ is normalized so $\sqrt{\pi_{1}^{2}+\pi_{2}^{2}+\pi_{3}^{2}}=1,-\pi_{4}$ can be interpreted as the signed length of the orthogonal projection of the feature point position onto the direction [ $\pi_{1} \pi_{2} \pi_{3}$ ].

Each image with a measurement of a feature position gives two constraints, each specified by a row vector $c$ in (5.21); one in the $x$ direction and one in the $y$ direction of the image. If several images are available, this can be handled simply by adding rows in the $C$-matrix of (5.2):

$$
\boldsymbol{C}=\left[\begin{array}{c}
c_{a x}  \tag{5.22}\\
c_{a y} \\
c_{b x} \\
c_{b y} \\
\vdots
\end{array}\right]
$$

where $a$ and $b$ denote different images and $x$ and $y$ the different measurement directions. Similarly, the measurement vector $y$ of (5.2) is composed of the negative fourth component of the planes $\pi$ in (5.17):

$$
y=\left[\begin{array}{c}
-\pi_{4 a x}  \tag{5.23}\\
-\pi_{4 a y} \\
-\pi_{4 b x} \\
-\pi_{4 b y} \\
\vdots
\end{array}\right]
$$

If no measurement at all is available at some time step, the last term of (5.4), (5.6), (5.7), and (5.9) simply disappears.
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### 5.5 Detection of False Positives

When using computer vision, two different kinds of noise are common. If the correct object is detected in the image, the value of the position estimate has a probability distribution close to the true value. There is also a risk that the position estimate is based on the wrong feature, which typically results in outliers, i.e., estimates with values far away from the main body of the distribution. For good tracker performance, the outliers should be detected and discounted.

## Outlier Detection

In this subsection the time index is left out in the notation, since it is the same for all quantities.

The measurement is given on the form

$$
\begin{equation*}
y=C x+e \tag{5.24}
\end{equation*}
$$

with $\mathrm{E}[e]=0$ and $\mathrm{E}\left[e e^{T}\right] \equiv R_{e}$. Based on the state estimate $\hat{x}$ the expectation value of the measurement is

$$
\begin{equation*}
\hat{y}=C \hat{x} \tag{5.25}
\end{equation*}
$$

The state estimate error is $\tilde{x}=x-\hat{x}$ with $\mathrm{E}[\tilde{x}]=0, \mathrm{E}\left[\tilde{x} \tilde{x}^{T}\right]=R_{x}$ and $\mathrm{E}\left[\tilde{x} e^{T}\right]=0$. The best estimate of the measurement error is

$$
\begin{equation*}
\tilde{y}=y-\hat{y}=C \tilde{x}+e \tag{5.26}
\end{equation*}
$$

with the properties $\mathrm{E}[\tilde{y}]=0$ and $R_{y} \equiv \mathrm{E}\left[\tilde{y} \tilde{y}^{T}\right]=C R_{x} C^{T}+R_{e}$.
If all distributions are Gaussian the probability density function for $\tilde{y}$ is

$$
\begin{equation*}
f(\tilde{y})=\frac{1}{(2 \pi)^{n / 2}\left|R_{y}\right|^{1 / 2}} \exp \left(-\frac{1}{2} \tilde{y}^{T} R_{y}^{-1} \tilde{y}\right) \tag{5.27}
\end{equation*}
$$

where $n$ is the dimension of the state vector. Then it is natural to consider the measurement as an outlier if a condition on the form

$$
\begin{equation*}
\tilde{y}^{T} R_{y}^{-1} \tilde{y}>p^{2} \tag{5.28}
\end{equation*}
$$

is fulfilled, where $p$ is a tuning parameter. Inserting (5.28) into (5.27) it can easily be seen that all points outside the decision boundary have a lower probability density than all points inside it.

## Managing of Multiple Trajectories Simultaneously

It is useful to have a layer on top of the Kalman filter, keeping track of several state vectors, each representing the trajectory of one ball. The obvious advantage of this is that the trajectories of several balls can be tracked simultaneously. A more important advantage has to do with outlier detection. In each iteration of the Kalman filter, the measurements are discarded if they are not close to what is expected based on the previous estimates, as described in the previous subsection. If the measurement initiating the trajectory is a false positive, successive correct measurements will be discarded, since they are not close to what is expected after the incorrect measurement. This means that one incorrect measurement will block the system. The algorithm used to handle this situation is described by the following pseudo code, which is run on every measurement:

```
for all trajectories
    if the measurement is not an outlier to this trajectory
        perform iteration of Kalman filter
    if the trajectory has not received a measurement for a while
        throw it away
if the measurement did not match any existing trajectory
    create a new trajectory
```


### 5.6 Results

Figure 5.2 shows example images of a thrown ball from the perspectives of two cameras. The detected positions of the ball from a sequence of such images are marked with green dots connected with lines. Different subsets of these data were used as input to the tracker described in this chapter. The results are shown in Figs. 5.3 - 5.6. For all cases the estimate was initialized by the method described in Chapter 4. The model (5.19) was used with

$$
\begin{align*}
R_{v} & =0.001^{2} \cdot \operatorname{diag}\left[\begin{array}{llllll}
2^{2} & 2^{2} & 2^{2} & 5^{2} & 5^{2} & 5^{2}
\end{array}\right]  \tag{5.29}\\
R_{v e} & =0  \tag{5.30}\\
R_{v} & =\operatorname{diag}\left[\begin{array}{lll}
0.01^{2} & 0.01^{2}
\end{array}\right] \tag{5.31}
\end{align*}
$$

The accuracy of the estimates are illustrated by ellipsoids on the form $(z-\hat{z})^{T} R^{-1}(z-\hat{z})=p^{2}$, where $z$ is the position or velocity and
$R$ is the covariance matrix of its estimate $\hat{z}$. In Figs. $5.3-5.6 p=3$, which means that there is a $97 \%$ probability that the real value is within the ellipsoid, assuming that the distributions are Gaussian.

Figures 5.3 and 5.4 show the estimates based on all the data points in Fig. 5.2. The position estimates formed a smooth parabola and the estimated velocities decreased in the vertical direction linearly with time, as expected by the model due to the gravity. The size of the uncertainty ellipsoids decreased with the number of measurements. The tracker classified one measurement as a false positive, which is indicated by a red circle in Fig. 5.2.

It is possible to track the ball using only a single fixed camera, since the ball is observed from slightly different angles as it moves across the image. In Fig. 5.5 the blue curve shows the estimates based only on measurements from the lower image in Fig. 5.2. The uncertainty ellipsoids were initially very oblong, since the position in the direction of the rays was very uncertain. As the ball moved and got observed from different angles, the estimate variance decreased drastically. The estimated trajectory based on the images from both cameras is plotted in red for reference. The uncertainty ellipsoids of the estimates in the blue trajectory enclose the corresponding estimates in the red trajectory as expected. When both cameras are used a full state estimate can be obtained after two time samples, while three time samples are needed when only one camera is used. Hence the first point in the red trajectory has no corresponding position estimate in the blue trajectory.

When the blue trajectory in Fig. 5.6 was generated, only the data from the odd time indices in the upper image and the data from the even time indices in the lower image of Fig. 5.2 were used. After four measurements, the estimate converged to almost coincide with the red curve, generated by all the data points in both images of Fig. 5.2, and the $97 \%$ confidence ellipsoids are almost too small to be visible. The example illustrates that the filter works well if images from cameras at two different locations are provided, even if the images are not captured simultaneously.

The tracker was implemented on the ball-catcher described in Chapter 3 , and was successfully used to catch thrown balls. The performance of the ball-catcher was limited by the accuracy of the image analysis and the speed and acceleration of the robot, which were limited to 0.5 $[\mathrm{m} / \mathrm{s}]$ and $13\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ respectively. The diameters of the ball and the hole


Figure 5.2 Example images from a sequence of images of a thrown ball, as seen from the two different cameras. The detected ball positions from the entire sequence are marked with green dots. A detected ball position that was classified as an outlier by (5.28) is marked with a red circle. In these example images the ball can be seen at the third green dot in the trajectory.
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Figure 5.3 Position estimates based on all measured image coordinates from both cameras in Fig. 5.2.


Figure 5.4 Velocity estimates based on all measured image coordinates from both cameras in Fig. 5.2.


Figure 5.5 The blue curve shows position estimates based on the measured image coordinates from only the upper image in Fig. 5.2. For comparison, estimates based on the data in both images of Fig. 5.2 are shown in red.


Figure 5.6 The blue curve shows estimates based on data from only one camera for odd time indices, and data from another camera for even time indices. Estimates based on all the data from both cameras are shown in red.
were $5[\mathrm{~cm}]$ and $6[\mathrm{~cm}]$ respectively. A video of the robot catching balls is available on Youtube [Ball-Catcher Video, 2009].

### 5.7 Discussion

No explicit triangulation was done in the proposed procedure. However, if the rows in $C$ of (5.22) correspond to measurements in many different directions over time, an estimate with low variance in all directions can be obtained.

A benefit of the tracking approach described in this chapter is that it easily handles any number of cameras. In (5.22) and (5.23) two more rows are simply added to $C$ and $y$ for every camera that captured an image at the same sampling instant. Another advantage is that a measurement can be used even if there are no valid measurements from any other cameras, so that no 3D position estimate could be made from the data from only that sampling instant. It was shown that a ball can be tracked using a single camera. Accuracy is, however, significantly improved if two or more cameras at different positions are used.

If a continuous-time model of the process is available, the procedure can be generalized to completely aperiodic measurements. The expressions (5.1) - (5.9) then have to be recalculated at every measurement to reflect the actual time that passed since the previous measurement.

Each row of $C$ and $y$ in (5.22) and (5.23) describes a hyperplane in the state space. The above proposed procedure can thus be extended to any feature that can be expressed as a hyperplane in the state space.

### 5.8 Conclusions

This chapter describes a strategy for tracking dynamical objects with computer vision. A novel way of mapping image space data to a Kalman filter in 3D space is described. It provides a simple way to use data from an arbitrary number of pictures captured simultaneously. In combination with a dynamical model of the tracked object, it enables determination of the position of the object in 3D space without any two
images being captured at the same time. It also allows tracking of objects in 3D space, using only a single static camera.

A method to determine whether a measurement is an outlier, based on the covariances of the measurement and the position estimate, is presented.

## 6

## Robot Trajectory Generation with Uncertain Target Point

### 6.1 Introduction

The tracker described in Chapter 5 can be used to estimate the position where a ball should be caught. When few measurements are available, the variance of the estimated state of the ball may be large, and since there is a long distance to the robot, the uncertainties will be magnified when the trajectory is extrapolated to the future. As the ball moves along the trajectory and more measurements of the position are performed, the variance of the state estimate decreases. In order to have good performance of the ball-catcher, the robot should start moving the box toward the catching position as soon as there is an estimate, and then modify the end point of the trajectory on the fly when better estimates become available.

### 6.2 Problem Formulation

The task is to generate a trajectory for moving a robot from one pose to another and reach the final position before a given deadline. While the robot is moving along the trajectory, the final point may change both in space and time and the trajectory should be modified accordingly.

In order to reduce wear on the mechanical parts it is desirable not to shake the robot excessively, even if the target point moves around very much.

### 6.3 Method

## Decomposition

Since only the end-point of the trajectory is of interest for the ballcatcher, trajectory generation in joint space and in Cartesian space are both possible solutions. Computation in joint space, however, leads to simpler calculations and is less sensitive to kinematic singularities. The strategy suggested is thus to solve the inverse kinematics of the target point, i.e., find the target position for each joint, and then do trajectory generation for each joint separately.

## Assumptions

When a new destination point is acquired at time $t_{0}$ the joint has an initial position $x_{0}$ and initial velocity $v_{0}$. The time left to the deadline $t_{d}$ is $T=t_{d}-t_{0}$ and the final position is $x_{f}$, where the velocity should be zero. The velocity and acceleration are limited to $V$ and $A$ respectively. The total distance left to go is denoted by $X=x_{f}-x_{0}$.

## Trajectory Primitive

In the following, two strategies for trajectory generation will be described. They both split the movement into three parts:

- apply acceleration $a^{*}$ during time $t_{1}$
- apply acceleration 0 during time $t_{2}$
- apply acceleration $-a^{*}$ during time $t_{3}$

This trajectory primitive can be seen as bang-bang control in the acceleration, used to minimize the maximum acceleration, when moving a given distance within a given time. The middle time interval with zero acceleration is needed in case the velocity reaches its maximum value.

Let $v_{t}$ be the velocity in the time interval when the acceleration is zero. Since the acceleration has different signs before and after this interval, $v_{t}$ is always an extremum of the velocity, and is hence convenient for determining whether an attempt to generate a trajectory violates the velocity constraints.

## Strategy 1: Minimize Maximum Acceleration

This subsection describes a strategy that uses the smallest possible acceleration needed to reach the destination before the deadline. If the deadline cannot be met, the destination will be reached at time $t_{f}$, with $t_{f}>t_{d}$. The smallest possible $t_{f}$ that does not violate the constraints on velocity and acceleration will then be used. It will be shown that there always is exactly one solution.

The problem can be formally described by equations (6.1)-(6.11), where $x(t), v(t)$ and $a(t)$ are the position, velocity and acceleration as functions of time.

Initial conditions

$$
\begin{align*}
& x\left(t_{0}\right)=x_{0}  \tag{6.1}\\
& v\left(t_{0}\right)=v_{0} \tag{6.2}
\end{align*}
$$

Dynamics

$$
\begin{align*}
& v(t)=v_{0}+\int_{t_{0}}^{t} a(t) d t  \tag{6.3}\\
& x(t)=x_{0}+\int_{t_{0}}^{t} v(t) d t \tag{6.4}
\end{align*}
$$

Constraints

$$
\begin{align*}
& x\left(t_{f}\right)=x_{f}  \tag{6.5}\\
& v\left(x_{f}\right)=0 \tag{6.6}
\end{align*}
$$

$$
\begin{align*}
& t_{1}+t_{2}+t_{3}=t_{f}-t_{0}  \tag{6.7}\\
& t_{1} \geq 0, \quad t_{2} \geq 0, \quad t_{3} \geq 0  \tag{6.8}\\
& -V \leq|v(t)| \leq V, \forall t  \tag{6.9}\\
& -A \leq|a(t)| \leq A, \forall t  \tag{6.10}\\
& a(t)= \begin{cases}a^{*}, & t_{0} \leq t<t_{0}+t_{1} \\
0, & t_{0}+t_{1} \leq t<t_{0}+t_{1}+t_{2} \\
-a^{*}, & t_{0}+t_{1}+t_{2} \leq t \leq t_{0}+t_{1}+t_{2}+t_{3}\end{cases} \tag{6.11}
\end{align*}
$$

The goal is to find $t_{1}, t_{2}, t_{3}$ and $a^{*}$ that solve (6.1)-(6.11). The quantities $x_{0}, v_{0}, x_{f}, V$ and $A$ are given as a part of the problem formulation.

Inserting (6.11) into (6.3) and (6.4) results in

$$
\begin{align*}
X & =x_{f}-x_{0} \\
& =v_{0}\left(t_{1}+t_{2}+t_{3}\right)+a^{*}\left(\frac{t_{1}^{2}}{2}+t_{1} t_{2}+t_{1} t_{3}-\frac{t_{3}^{2}}{2}\right)  \tag{6.12}\\
v_{t} & =v(t), t_{0}+t_{1} \leq t<t_{0}+t_{1}+t_{2}  \tag{6.13}\\
& =v_{0}+a^{*} t_{1} \\
v\left(t_{f}\right) & =v_{0}+a^{*}\left(t_{1}-t_{3}\right) \tag{6.14}
\end{align*}
$$

where $v_{t}$ is the velocity when the acceleration switches sign. Combining (6.6), (6.13) and (6.14) gives

$$
\begin{align*}
& v_{t}=v_{0}+a^{*} t_{1}=a^{*} t_{3} \Longleftrightarrow  \tag{6.15}\\
& \left\{\begin{array}{l}
t_{1}=\left(v_{t}-v_{0}\right) / a^{*} \\
t_{3}=v_{t} / a^{*}
\end{array}\right. \tag{6.16}
\end{align*}
$$

No saturation of velocity, no saturation of acceleration. First assume the case where there is no saturation of the velocity, which gives

$$
\begin{equation*}
t_{2}=0 \tag{6.17}
\end{equation*}
$$

## Chapter 6. Robot Trajectory Generation

Further assume that the deadline can be met without violating the acceleration constraints, which gives the constraint

$$
\begin{equation*}
T=t_{1}+t_{3} \tag{6.18}
\end{equation*}
$$

Inserting (6.16) and (6.17) into (6.18) and (6.12) gives

$$
\begin{align*}
& T=\frac{2 v_{t}-v_{0}}{a^{*}}  \tag{6.19}\\
& X=\frac{2 v_{t}^{2}-v_{0}^{2}}{2 a^{*}} \tag{6.20}
\end{align*}
$$

By taking $X / T, a^{*}$ can be eliminated, resulting in

$$
\begin{align*}
\frac{X}{T} & =\frac{v_{t}^{2}-v_{0}^{2} / 2}{2 v_{t}-v_{0}} \Longleftrightarrow \\
0 & =v_{t}^{2}-2 \frac{X}{T} v_{t}+\frac{X}{T} v_{0}-\frac{v_{0}^{2}}{2} \\
& =\left(v_{t}-\frac{X}{T}\right)^{2}-\frac{X^{2}}{T^{2}}+\frac{X}{T} v_{0}-\frac{v_{0}^{2}}{2} \\
& =\left(v_{t}-\frac{X}{T}\right)^{2}-\left(\frac{X}{T}-\frac{v_{0}}{2}\right)^{2}-\left(\frac{v_{0}}{2}\right)^{2} \Longleftrightarrow \\
v_{t} & =\frac{X}{T}+k \sqrt{\left(\frac{X}{T}-\frac{v_{0}}{2}\right)^{2}+\left(\frac{v_{0}}{2}\right)^{2}} \tag{6.21}
\end{align*}
$$

where $k= \pm 1$. To determine the sign of $k$, consider (6.16). In order for the times to be non-negative, as required by (6.8), both $v_{t}$ and ( $v_{t}-v_{0}$ ) must have the same sign as $a^{*}$ or be zero, which implies

$$
\begin{equation*}
0 \leq v_{t}\left(v_{t}-v_{0}\right) \tag{6.22}
\end{equation*}
$$

Inserting (6.21) into (6.22) gives.

$$
\begin{equation*}
0 \leq 2\left(\frac{X}{T}-\frac{v_{0}}{2}\right)\left(\left(\frac{X}{T}-\frac{v_{0}}{2}\right)+k \sqrt{\left(\frac{X}{T}-\frac{v_{0}}{2}\right)^{2}+\left(\frac{v_{0}}{2}\right)^{2}}\right) \tag{6.23}
\end{equation*}
$$

Since

$$
\begin{equation*}
\sqrt{\left(\frac{X}{T}-\frac{v_{0}}{2}\right)^{2}+\left(\frac{v_{0}}{2}\right)^{2}} \geq\left|\frac{X}{T}-\frac{v_{0}}{2}\right| \tag{6.24}
\end{equation*}
$$

(6.23) is fulfilled for

$$
k= \begin{cases}1, & X / T \geq v_{0} / 2  \tag{6.25}\\ -1, & X / T \leq v_{0} / 2\end{cases}
$$

If $X / T=v_{0} / 2$, either sign of $k$ is valid. The difference it will make is whether $t_{1}=0$ or $t_{3}=0$. In both cases $a(t)$ is the same.

The acceleration can be solved for in, e.g. (6.19), giving

$$
\begin{equation*}
a^{*}=\frac{2 v_{t}-v_{0}}{T} \tag{6.26}
\end{equation*}
$$

To see that $a^{*}$ does not have different sign than $v_{t}$ or $\left(v_{t}-v_{0}\right)$, and hence fulfilling (6.8) and (6.16), remember that $v_{t}$ and ( $v_{t}-v_{0}$ ) do not have different signs and that $T \geq 0$. Then consider

$$
\begin{align*}
v_{t}+\left(v_{t}-v_{0}\right) & =2 v_{t}-v_{0} \\
& =a^{*} T \tag{6.27}
\end{align*}
$$

Saturation of velocity, no saturation of acceleration. Now consider the case when the velocity is saturated and hence

$$
\begin{equation*}
v_{t}=V \operatorname{sign}(X) \tag{6.28}
\end{equation*}
$$

It is assumed that the deadline can be met without violating the acceleration constraints, which gives the constraint

$$
\begin{align*}
T & =t_{1}+t_{2}+t_{3} \\
t_{2} & =T-t_{1}-t_{3} \tag{6.29}
\end{align*} \Longleftrightarrow
$$
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Inserting (6.29) into (6.12) gives

$$
\begin{align*}
X & =v_{0} T+a^{*}\left(\frac{t_{1}^{2}}{2}+t_{1}\left(T-t_{1}-t_{3}\right)+t_{1} t_{3}-\frac{t_{3}^{2}}{2}\right) \\
& =\left(v_{0}+a^{*} t_{1}\right) T-a^{*}\left(\frac{t_{1}^{2}}{2}+\frac{t_{3}^{2}}{2}\right)  \tag{6.30}\\
& =v_{t} T-\frac{\left(v_{t}-v_{0}\right)^{2}+v_{t}^{2}}{2 a^{*}}
\end{align*}
$$

where the last equality follows from (6.16). Solving (6.30) for $a^{*}$ gives

$$
\begin{equation*}
a^{*}=\frac{\left(v_{t}-v_{0}\right)^{2}+v_{t}^{2}}{2\left(v_{t} T-X\right)} \tag{6.31}
\end{equation*}
$$

Now we have $v_{t}$ and $a^{*}$ and can get $t_{1}$ and $t_{3}$ from (6.16) and get $t_{2}$ from (6.29). For the solution to be valid we must have $t_{3} \geq 0$, which in combination with (6.16) gives that $v_{t}$ and $a^{*}$ must have the same sign. Applied to (6.31) this gives that $v_{t}$ and $\left(v_{t} T-X\right)$ must have the same sign, which in combination with (6.28) gives

$$
\begin{equation*}
|X|<V T \Longleftrightarrow \frac{|X|}{T}<V \tag{6.32}
\end{equation*}
$$

This requirement is very intuitive, since it means that the mean velocity must be less than the maximum velocity.

No saturation of velocity, saturation of acceleration. In this case it is assumed that the velocity will not be saturated, so $t_{2}=0$. The deadline, however, can not me met, so (6.18) must be relaxed and the maximum possible acceleration will be applied to reach the target as soon as possible. This gives $a^{*}= \pm A$, where the sign will be determined later. The conditions for (6.20) being valid are fulfilled, and solving for $v_{t}$ gives

$$
\begin{equation*}
v_{t}=k \sqrt{X a^{*}+v_{0}^{2} / 2} \tag{6.33}
\end{equation*}
$$

where $k= \pm 1$. It will now be shown that there is always exactly one solution to (6.33) fulfilling

$$
\begin{align*}
& X a^{*}+v_{0}^{2} / 2 \geq 0  \tag{6.34}\\
& t_{1}=\left(v_{t}-v_{0}\right) / a^{*} \geq 0  \tag{6.35}\\
& t_{3}=v_{t} / a^{*} \geq 0 \tag{6.36}
\end{align*}
$$

The condition (6.36) gives

$$
\begin{align*}
& 0 \leq \frac{v_{t}}{a^{*}}=\frac{k}{a^{*}} \sqrt{X a^{*}+v_{0}^{2} / 2} \Longleftrightarrow  \tag{6.37}\\
& k=\operatorname{sign}\left(a^{*}\right)
\end{align*}
$$

- Now assume that $a^{*}=A>0$.

Through (6.33) and (6.37) this gives $v_{t} \geq 0$. Condition (6.34) is then equivalent to

$$
\begin{equation*}
2 X A \geq-v_{0}^{2} \tag{6.38}
\end{equation*}
$$

Condition (6.35) is trivial to verify if $v_{0} \leq 0$ and in the case $v_{0}>0$ it is equivalent to

$$
\begin{align*}
v_{t}-v_{0} & \geq 0 \\
\sqrt{X A+v_{0}^{2} / 2} & \geq v_{0}  \tag{6.39}\\
X A+v_{0}^{2} / 2 & \geq v_{0}^{2} \Longleftrightarrow \\
2 X A & \Longleftrightarrow v_{0}^{2}
\end{align*}
$$

Condition (6.38) is valid for all $v_{0}$ and (6.39) only for $v_{0}>0$. Both conditions are fulfilled if and only if

$$
\begin{equation*}
2 X A \geq v_{0}\left|v_{0}\right| \tag{6.40}
\end{equation*}
$$

- Now assume that $a^{*}=-A<0$.

Through (6.33) and (6.37) this gives $v_{t} \leq 0$. Condition (6.34) is then equivalent to

$$
\begin{equation*}
2 X A \leq v_{0}^{2} \tag{6.41}
\end{equation*}
$$
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Condition (6.35) is trivial to verify if $v_{0} \geq 0$ and in the case $v_{0}<0$ it is equivalent to

$$
\begin{align*}
v_{t}-v_{0} & \leq 0 \Longleftrightarrow \\
-\sqrt{-X A+v_{0}^{2} / 2} & \leq v_{0}  \tag{6.42}\\
-X A+v_{0}^{2} / 2 & \geq v_{0}^{2} \\
2 X A & \Longleftrightarrow-v_{0}^{2}
\end{align*}
$$

Condition (6.41) is valid for all $v_{0}$ and (6.42) only for $v_{0}<0$. Both conditions are fulfilled if and only if

$$
\begin{equation*}
2 X A \leq v_{0}\left|v_{0}\right| \tag{6.43}
\end{equation*}
$$

Since either (6.40) or (6.43) is fulfilled for all values of $X$ and $v_{0}$, there is always a solution for either $a^{*}=A$ or $a^{*}=-A$. On the curve $2 X A=v_{0}\left|v_{0}\right|$ both values of $a^{*}$ are valid. The sign of $a^{*}$ will only affect whether $t_{1}=0$ or $t_{3}=0$ and in both cases $a(t)$ will be the same.

Inserting (6.33) into (6.36) gives

$$
\begin{align*}
t_{3} & =\frac{v_{t}}{a^{*}} \\
& =\frac{\operatorname{sign}\left(a^{*}\right)}{a^{*}} \sqrt{X a^{*}+v_{0}^{2} / 2}  \tag{6.44}\\
& =\frac{1}{A} \sqrt{X a^{*}+v_{0}^{2} / 2}
\end{align*}
$$

Combining (6.35) and (6.36) gives

$$
\begin{align*}
t_{1} & =\frac{v_{t}}{a^{*}}-\frac{v_{0}}{a^{*}} \\
& =t_{3}-\frac{v_{0}}{a^{*}} \tag{6.45}
\end{align*}
$$

Saturation of velocity, saturation of acceleration. In this case it is assumed that both velocity and acceleration become saturated so

$$
\begin{align*}
v_{t} & =V \operatorname{sign}(X)  \tag{6.46}\\
a^{*} & =A \operatorname{sign}(X) \tag{6.47}
\end{align*}
$$

and the deadline can not be met. Inserting (6.16) into (6.12) gives

$$
\begin{align*}
X= & \frac{v_{t} v_{0}-v_{0}^{2}}{a^{*}}+v_{0} t_{2}+\frac{v_{t} v_{0}}{a^{*}} \\
& +a^{*}\left(\frac{v_{t}^{2}-2 v_{t} v_{0}+v_{0}^{2}}{2 a^{* 2}}+\frac{t_{2}}{a^{*}}\left(v_{t}-v_{0}\right)+\frac{v_{t}^{2}-v_{t} v_{0}}{a^{* 2}}-\frac{v_{t}^{2}}{2 a^{* 2}}\right)  \tag{6.48}\\
= & v_{t} t_{2}+\frac{2 v_{t}^{2}-v_{0}^{2}}{2 a^{*}}
\end{align*}
$$

Solving (6.48) for $t_{2}$ gives

$$
\begin{align*}
t_{2} & =\frac{X}{v_{t}}-\frac{v_{t}}{a^{*}}+\frac{v_{0}^{2}}{2 v_{t} a^{*}}  \tag{6.49}\\
& =\frac{|X|}{V}-\frac{V}{A}+\frac{v_{0}^{2}}{2 V A}
\end{align*}
$$

The durations $t_{1}$ and $t_{3}$ can be obtained from (6.16).
Summary of solution. In the following the solution to equations (6.1)-(6.11) for different cases of saturation will be summarized. First try using Case 1 , where neither velocity nor acceleration is saturated.

- Case 1: velocity not saturated, acceleration not saturated

$$
\begin{aligned}
v_{t} & = \begin{cases}X / T+\sqrt{\left(X / T-v_{0} / 2\right)^{2}+\left(v_{0} / 2\right)^{2}}, & X / T \geq v_{0} / 2 \\
X / T-\sqrt{\left(X / T-v_{0} / 2\right)^{2}+\left(v_{0} / 2\right)^{2}}, & X / T \leq v_{0} / 2\end{cases} \\
a^{*} & =\left(2 v_{t}-v_{0}\right) / T \\
t_{1} & =\left(v_{t}-v_{0}\right) / a^{*} \\
t_{2} & =0 \\
t_{3} & =v_{t} / a^{*}
\end{aligned}
$$

If $\left|v_{t}\right|>V$ the velocity constraint is violated and the solution is not valid. Try using Case 2.
If $\left|a^{*}\right|>A$ the acceleration constraint is violated and the solution is not valid. Try using Case 3 . The deadline will not be met.
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- Case 2: velocity saturated, acceleration not saturated

$$
\begin{aligned}
v_{t} & =V \operatorname{sign}(X) \\
a^{*} & =\frac{\left(v_{t}-v_{0}\right)^{2}+v_{t}^{2}}{2\left(v_{t} T-X\right)} \\
t_{1} & =\left(v_{t}-v_{0}\right) / a^{*} \\
t_{3} & =v_{t} / a^{*} \\
t_{2} & =T-t_{1}-t_{3}
\end{aligned}
$$

If $V T<|X|$ or $\left|a^{*}\right|>A$ the solution is not valid. Use Case 4. The deadline will not be met.

- Case 3: velocity not saturated, acceleration saturated

$$
\begin{aligned}
a^{*} & = \begin{cases}A, & 2 X A \geq v_{0}\left|v_{0}\right| \\
-A, & 2 X A \leq v_{0}\left|v_{0}\right|\end{cases} \\
v_{t} & =\operatorname{sign}\left(a^{*}\right) \sqrt{X a^{*}+v_{0}^{2} / 2} \\
t_{3} & =\frac{1}{A} \sqrt{X a^{*}+v_{0}^{2} / 2} \\
t_{2} & =0 \\
t_{1} & =t_{3}-v_{0} / a^{*}
\end{aligned}
$$

If $\left|v_{t}\right|>V$ the velocity constraint is violated and the solution is not valid. Use Case 4.

- Case 4: velocity saturated, acceleration saturated

$$
\begin{aligned}
a^{*} & =A \operatorname{sign}(X) \\
v_{t} & =V \operatorname{sign}(X) \\
t_{1} & =\left(v_{t}-v_{0}\right) / a^{*} \\
t_{2} & =\frac{|X|}{V}-\frac{V}{A}+\frac{v_{0}^{2}}{2 V A} \\
t_{3} & =V / A
\end{aligned}
$$

The above calculations are performed for every joint every time new estimates of $x_{f}$ and $t_{d}$ become available. If one joint can not meet the deadline, the other joints are slowed down so they all reach the end point at the same time. This is an attempt to limit the deviation of the tool point from the plane where $x_{0}$ and all $x_{f}$ are, and can also decrease the acceleration of some joints. The tool will not reach its target position before all joints reach their target position

## Strategy 2: Use Maximum Acceleration

This strategy applies the maximum acceleration to move the joint to $x_{f}$ as fast as possible. Hence the value of $T$ is only used for determining whether the deadline could be met. The motion will be jerkier than with Strategy 1, but the deadlines may be met more often.

The expressions for $a, t_{1}, t_{2}$ and $t_{3}$ are the same as for the case with saturation of the acceleration in Strategy 1.

### 6.4 Experimental Results

## Simulations Based on Real Data

Figures 6.1-6.4 show simulated robot trajectories based on real data generated by the tracker described in Chapter 5. The simulations assumed that the robot had two independent actuators that could move the tool in the $x$ and $y$ directions respectively. The velocity was limited to $V=2[\mathrm{~m} / \mathrm{s}]$ and the acceleration was limited to $A=20\left[\mathrm{~m} / \mathrm{s}^{2}\right]$, giving the robot properties similar to those of an IRB140.

Figures 6.1 and 6.2 are based on the same data, data set 1, but in Fig. 6.1 the trajectory is generated using method 1 and in Fig. 6.2 method 2 is used. Similarly, Figs. 6.3 and 6.4 are based on the same data, data set 2, but in Fig. 6.3 the trajectory is generated using method 1 and in Fig. 6.4 method 2 is used.

In the upper part of each figure the target points estimated by the tracker are marked with blue stars. The stars are connected by blue lines in chronological order and the final target point is marked in red. The simulated robot trajectory is shown as a green curve. The positions the robot was at when new target points arrived are marked
with green stars.
The lower left part of each figure shows the position, velocity and acceleration in the $x$-direction as functions of time, and the lower right part shows the corresponding functions in the $y$-direction. The final target position and time is marked by a star.

Comparing Fig. 6.1 and Fig. 6.2 it can be seen that method 1 used smaller accelerations than method 2 in the beginning and hence avoided making a detour to the first bad estimates of the target position. Due to a late update of the target position method 1 was 0.4 [ mm ] away from the target at the deadline and reached the target $6[\mathrm{~ms}]$ later. Method 2 was only $0.02[\mathrm{~mm}]$ away from the target at the deadline and reached the target $1[\mathrm{~ms}]$ later.

Comparing Fig. 6.3 and Fig. 6.4 it can again be seen that the trajectory generated by method 2 made a bigger detour to the first bad estimates of the target position. Both methods reached the target in time and method 2 even finished 7 [ms] before the deadline. Method 1, however, used less acceleration.

## Real-Time Execution

The trajectory generation methods were implemented in Java and used in real-time to catch balls, as described in Chapter 3. The robot used was an IRB140, and the first three joints were used to move the hole of the box to the catching position. The choice was made to always try to catch the ball where it intersected a vertical plane in front of the robot. For each joint a trajectory was generated according to the following sequence every time a new target position was estimated by the tracker

- Go to the target position before the deadline;
- Wait $0.5[\mathrm{~s}]$;
- Go to the home position in $1[\mathrm{~s}]$.

Usually only the first part of the trajectory was executed when a new target estimate became available and a new trajectory was generated from the current position. Only the trajectory based on the last measurement of a throw was executed to the end. Since a safe return to the home position was generated every time a trajectory was generated, no special action had to be taken for the last estimate, and there was no
risk for a trajectory to end while the robot was moving. The trajectory generation took approximately $0.1[\mathrm{~ms}]$ on a desktop PC with $3[\mathrm{GHz}]$ processor.

Both methods of trajectory generation were tested. Method 1 generated significantly smoother motions and less noise from the robot than method 2. A video of the robot catching balls is available on Youtube [Ball-Catcher Video, 2009].

### 6.5 Discussion

Alternative approaches for generating trajectories are, e.g., dynamic programming [Bellman, 1954] or MPC (model predictive control) [Maciejowski, 2002]. They are, however, based on sampling of the trajectory and require much more computations than the suggested approach.

Related work on real-time trajectory generation can be found in, e.g., [Lambrechts et al., 2004; Bruyninckx, 2005; Macfarlane, 2001].

The suggested method has a constant computation time with respect to the length of the trajectory, and the generated trajectory can be represented as at most three concatenated second order polynomials. The trajectory will still have to be sampled before sending it to the robot controller, but this can be done just before the value is needed. There is no need to sample the entire trajectory if only the first part will be used before a modified trajectory is generated.

The closed form solutions presented on pages $69-70$ can be computed very quickly. In the worst case scenario three of the cases have to be tested to find a valid solution.

For simplicity, it was chosen to aways catch the ball where it intersected a specified vertical plane. It would be possible to instead optimize along the trajectory of the ball, to find the position where the ball could be caught the most easily.
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Figure 6.1 Generated trajectory based on data set 1, using trajectory generation method 1. (Upper) Target points and robot trajectory in the $x y$-plane. (Lower left) Time plots of position, velocity and acceleration in the $x$-direction. (Lower right) Time plots of position, velocity and acceleration in the $y$-direction.

### 6.5 Discussion



Figure 6.2 Generated trajectory based on data set 1, using trajectory generation method 2. (Upper) Target points and robot trajectory in the $x y$-plane. (Lower left) Time plots of position, velocity and acceleration in the $x$-direction. (Lower right) Time plots of position, velocity and acceleration in the $y$-direction.
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Figure 6.3 Generated trajectory based on data set 2, using trajectory generation method 1. (Upper) Target points and robot trajectory in the $x y$-plane. (Lower left) Time plots of position, velocity and acceleration in the $x$-direction. (Lower right) Time plots of position, velocity and acceleration in the $y$-direction.


Figure 6.4 Generated trajectory based on data set 2, using trajectory generation method 2. (Upper) Target points and robot trajectory in the $x y$-plane. (Lower left) Time plots of position, velocity and acceleration in the $x$-direction. (Lower right) Time plots of position, velocity and acceleration in the $y$-direction.

## Part II

## Robotic Assembly

## 7

## Introduction

Chapters $7-10$ present work done on robotic assembly. Traditional position-based robot control is very successful in many applications. In assembly, however, the relative position of the objects to be assembled may require an accuracy that can not be accomplished by a positioncontrolled robot. Additional sources of uncertainty may result from difficulties in gripping the objects accurately.

If contacts can be detected by force sensors, many assembly operations can be performed even if the position accuracy is bad. The following chapters describe a framework that allows a programmer to define and execute force controlled assembly tasks in a convenient way.

The work described in Chapters $7-10$ has been done in close cooperation with Andreas Stolt and we assert equal contribution, except for the work on learning in Sec. 9.3, which was done by me.

A previous approach for performing robotic force control was described in [Khatib, 1987]. In [Bruyninckx et al., 2001] a survey of the requirements for autonomous robotic assembly was presented. In [Olsson et al., 2005] force sensing and vision were used to handle contact transitions. Additional examples of force control were given in [Arai et al., 2006], [Di Xiao et al., 2000] and [Jörg et al., 2000].

## 8

## Control Framework

### 8.1 Task Specification

For the specification of the assembly operations the constraint-based task specification methodology [De Schutter et al., 2007] was used. An overview of the parts relevant for the following chapters will be given here.

The constraint-based task specification methodology provides a convenient way of describing robot motions without being restricted to joint space or Cartesian space. One or several feature chains are defined, relating the tool frame of the robot to the world frame. Each feature chain has six DOFs (degrees of freedom) $\chi_{f}$, which typically are chosen to represent relevant quantities for the task.

The transformation from the world frame to the tool frame can through the robot kinematics be described as a function of the joint positions

$$
\begin{equation*}
T_{q}(q) \tag{8.1}
\end{equation*}
$$

The pose of the tool frame can also be described by a feature chain, which typically consists of a series of translations and reorientations. The transformation from the world frame to the tool frame can be described as a function of the feature coordinates

$$
\begin{equation*}
T_{f}\left(\chi_{f}\right) \tag{8.2}
\end{equation*}
$$

The geometric Jacobians of (8.1) and (8.2) are $J_{q}(q)$ and $J_{f}\left(\chi_{f}\right)$, respectively. The condition that (8.1) and (8.2) describe the same tool frame pose gives the equations

$$
\begin{equation*}
T_{q}(q)=T_{f}\left(\chi_{f}\right) \tag{8.3}
\end{equation*}
$$

$$
\begin{align*}
& J_{q} \dot{q}=J_{f} \dot{\chi}_{f} \Longleftrightarrow \\
& \dot{\chi}_{f}=J_{f}^{-1} J_{q} \dot{q} \tag{8.4}
\end{align*}
$$

The outputs $y$ are defined by

$$
\begin{align*}
& f\left(q, \chi_{f}\right)=y  \tag{8.5}\\
& C_{q}=\frac{\partial f}{\partial q}  \tag{8.6}\\
& C_{f}=\frac{\partial f}{\partial \chi_{f}} \tag{8.7}
\end{align*}
$$

Combining equations (8.4)-(8.7) gives

$$
\begin{align*}
\dot{y} & =C_{q} \dot{q}+C_{f} \dot{\chi}_{f}  \tag{8.8}\\
& =A \dot{q} \\
A & =C_{q}+C_{f} J_{f}^{-1} J_{q} \tag{8.9}
\end{align*}
$$

## Object and Feature Frames

For convenience, object and feature frames can be introduced to facilitate the specification of the feature chain. The relations between the frames are depicted in Fig. 8.1 and an example is shown in Fig. 9.2. Below is a description of the frames and guidelines for how to choose them.

- o1 - object frame 1 . Usually attached to the object to manipulate;
- $f 1$ - feature frame 1 . Usually attached to a feature on the object to manipulate;
- $f 2$ - feature frame 2 . Usually attached to a feature on the robot;
- o2 - object frame 2 . Usually attached to the robot.
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Figure 8.1 Illustration of frame interconnections.

The feature coordinate vector $\chi_{f}$ can be partitioned into three parts according to Fig. 8.1 with $\chi_{f}=\left(\begin{array}{lll}\chi_{f I}^{T} & \chi_{f I I}^{T} & \chi_{f I I I}^{T}\end{array}\right)^{T}$. The six DOFs of $\chi_{f}$ can be distributed between $\chi_{f I}, \chi_{f I I}$ and $\chi_{f I I I}$ as appropriate for the task at hand. In this thesis $q_{1}$ will be constant unless otherwise stated.

## Control

The robot motion is described in terms of the outputs on the velocity level:

$$
\begin{equation*}
\dot{y}=\underbrace{\dot{y}_{d}+C}_{\dot{y}_{d}^{\circ}} \tag{8.10}
\end{equation*}
$$

where $\dot{y}_{d}$ is feed-forward for the desired trajectory and $C$ is a controller using feed-back from, e.g., force sensors, cameras or measured robot joint angles. The desired robot joint velocities can then be obtained as the solution to

$$
\begin{equation*}
\dot{y}_{d}^{\circ}=A \dot{q}_{d} \tag{8.11}
\end{equation*}
$$

Unless $y$ and $q$ have the same dimensions and $A$ has full rank, some kind of pseudoinverse of $A$ has to be used to solve (8.11). For underconstrained systems a possibility is

$$
\begin{equation*}
\dot{q}_{d}=A^{\#} \dot{y}_{d}^{\circ}, \quad A^{\#}=M^{-1} A^{T}\left(A M^{-1} A^{T}\right)^{-1} \tag{8.12}
\end{equation*}
$$

which is the solution to the optimization problem

$$
\begin{align*}
& \min _{\dot{q}_{d}} \dot{q}_{d}^{T} M \dot{q}_{d}  \tag{8.13}\\
& \text { s.t. } \dot{y}_{d}^{\circ}=A \dot{q}_{d}
\end{align*}
$$

The matrix $M$ is a weighting matrix that is used to choose the optimization criterion. If the desired weighting is more easily described in Cartesian space, then this property can easily be handled by using $M=J_{q}^{T}(q) \bar{M} J_{q}(q)$, where $\bar{M}$ describes the weights in the Cartesian space.

The Extctrl interface [Blomdell et al., 2010] to the robot allows sending of joint angle references and feed-forward values for velocities and torques. The $\dot{q}_{d}$ from (8.12) is thus integrated to obtain the robot joint angle references.

## State Estimation

The pose of the tool frame can be obtained from the robot joint angles $q$ through (8.1). The corresponding feature coordinates $\chi_{f}$ that solve (8.3) can be obtained iteratively. Assume that there is an initial guess $\hat{\chi}_{f}^{0}$ of $\chi_{f}$. If $\hat{\chi}_{f}^{i} \neq \chi_{f}$ this results in an error $T_{d}^{i}$ satisfying

$$
\begin{gather*}
T_{q}(q)=T_{d}^{i} T_{f}\left(\hat{\chi}_{f}^{i}\right)  \tag{8.14}\\
T_{d}^{i}=\left[\begin{array}{cc}
R^{i} & t^{i} \\
0 & 1
\end{array}\right] \tag{8.15}
\end{gather*}
$$

where $R^{i}$ is a rotation matrix which can be converted to a rotation vector $v^{i}$ in axis/angle representation [Spong et al., 2006]. The feature coordinates $\chi_{f}$ can then be obtained iteratively by

$$
\hat{\chi}_{f}^{i+1}=\hat{\chi}_{f}^{i}+J_{f}^{-1}\left(\hat{\chi}_{f}^{i}\right)\left[\begin{array}{c}
t^{i}  \tag{8.16}\\
v^{i}
\end{array}\right]
$$

If the system were linear, a single iteration would be needed to arrive at the correct solution. If $\chi_{f}$ is estimated continuously, then the estimate from the previous time step can be used as an initial guess, and one or a few iterations are usually sufficient for convergence.

### 8.2 Control Strategies

Three different control strategies were used in (8.10). Independent scalar controllers were applied to the different components of $y$.

## Position Control

Position control in the operational space was implemented as PI controllers. Each position-controlled component of the output $y$ was governed by

$$
\begin{equation*}
\dot{y}_{d}^{\circ}=\underbrace{\dot{y}_{d}}_{0}+K\left(\left(y-y_{r e f}\right)+\frac{1}{T_{i}} \int\left(y-y_{r e f}\right) d t\right) \tag{8.17}
\end{equation*}
$$

where $y_{\text {ref }}$ is the reference output value and $K$ and $T_{i}$ are controller parameters. The output of the controller is hence the time derivative of the desired output $y_{d}$.

## Velocity Control

Velocity control was implemented like (8.17), but with non-zero $\dot{y}_{d}$ and updating $y_{\text {ref }}$ according to $\dot{y}_{\text {ref }}=\dot{y}_{d}$.

## Impedance Control

Impedance control [Hogan, 1985] was implemented to make the robot behave as if it were a body with mass $M$, a viscous damping $D$ and a force $F_{r e f}$ acting on it. This was realized by

$$
\begin{equation*}
\ddot{y}_{d}^{\circ}=\frac{1}{M}\left(F-F_{r e f}-D \dot{y}_{d}^{\circ}\right) \tag{8.18}
\end{equation*}
$$

where $F$ is the measured force acting on the robot, transformed through the feature coordinates to the outputs.

### 8.3 Software

A framework for specifying and executing tasks described by the con-straint-based task specification methodology was implemented in Matlab/Simulink. The programs were compiled by the Real-Time Workshop toolbox [Real-Time Workshop, 2011] and executed on a real-time

Linux PC [Xenomai, 2011], which connected to the robot controllers via the Extctrl interface [Blomdell et al., 2010].

The program was structured to strictly separate task independent parts from task specific parts. The task independent parts included initialization, controllers, coordinate transformations, kinematics calculations, gravity compensation and overload protection.

All task specific parts were to be implemented in a state machine. State machines used were implemented in, e.g., Stateflow [Stateflow, 2011], JGrafchart [JGrafchart, 2011] or Java [Java, 2011]. The output from the state machine to the task independent parts of the software consisted of the following time-variable parameters:

- feature chains to be used, described as sequences of translations and reorientations;
- active outputs;
- reference values for the outputs;
- controller types (position, velocity or impedance);
- controller parameters.

The state machines made state transitions based on, e.g., robot joint positions or force measurements and varied the parameters to the task independent parts through the execution of the task.

## 9

## Snap Fit Assembly of Emergency Stop Switch

### 9.1 Introduction

Generally, assembly without well-defined fixtures is difficult without support from sensors. This chapter illustrates a successful approach to solve this problem, using feedback from a force/torque sensor. Figure 9.1 shows a partly assembled emergency stop button that was used as an example application of force controlled assembly. This chapter will describe how to attach the dark gray switch to the light gray box using a snap fit.

### 9.2 Task Description

The constraint-based task specification methodology (Sec. 8.1) was used to describe the assembly operation. The object and feature frames, illustrated in Fig. 9.2, were chosen as follows:

- o1 was attached to the box and was related to the world frame by a fix transformation;
- $f 1$ was attached to a point on the switch and had the same ori-


Figure 9.1 Emergency stop button that is to be assembled.


Figure 9.2 Illustration of object and feature frames.
entation as $o 1$;

- $f 2$ had its origin coinciding with the origin of $f 1$, but the orientation was the same as for the robot flange frame;
- o2 coincided with the robot flange frame.

The feature coordinates were defined as:

- $\chi_{f I}=\left(\begin{array}{lll}x & y & z\end{array}\right)^{T}$ described the translation from o1 to $f 1$ with Cartesian coordinates in o1;
- $\chi_{f I I}=\left(\begin{array}{lll}\varphi & \theta & \psi\end{array}\right)^{T}$ described the reorientation from $f 1$ to $f 2$ in ZYX Euler angles;
- $\chi_{f I I I}$ was empty since the transformation between $f 2$ and $o 2$ was fix.

The process outputs were chosen to be the feature coordinates:

$$
y=\chi_{f}=\left(\begin{array}{llllll}
x & y & z & \varphi & \theta & \psi \tag{9.1}
\end{array}\right)^{T}
$$

It was assumed that the position of the box, onto which the switch should be snapped, was only known with an accuracy of a few mm . Under these circumstances position controlled assembly was not possible. Instead, a wrist-mounted force/torque sensor was used to search for contact with the box and hence resolve the uncertainties.

The state machine describing the assembly sequence can be seen in Fig. 9.3 and snapshots from the execution are shown in Fig. 9.4. In order to perform the assembly, the different controller strategies described in Sec. 8.2 were applied to different components of the output $y$ at different stages of the execution.

It was assumed that the position and orientation of the box was known well enough for the switch to hit the bottom of the box in front of the slot where the switch should be mounted. First, all outputs $y$ were position controlled to position the switch over the box. Then a velocity controller on $z$ was used to lower the switch toward the box. When a big contact force was detected in the $z$-direction, the transition to the next state was triggered and an impedance controller was started. This was used during the rest of the execution to maintain contact in the $z$-direction. Similarly, the other contact surfaces were found with guarded search motions and then maintained with impedance


Figure 9.3 State machine describing the assembly sequence.
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Figure 9.4 Snapshots from the execution of the assembly with the state numbers indicated in each image. The arrows indicate the direction of movement.
controllers. Finally the snap was detected and the assembled parts lifted from the fixture.

### 9.3 Learning

When searching for contact between the robot and another object, there is a delay between the moment when contact is made and when the robot actually stops. If the materials are stiff, the contact forces increase very rapidly during this delay and components may break. Hence, the robot has to move quite slowly when searching for contact.

A learning strategy was applied to the assembly operation to reduce the execution time. In the initial implementation of the assembly operation the parameters (initial position, velocities etc.) were set manually. Then, the assembly operation was performed 13 times and for each search operation the value of the corresponding feature coordinate was recorded when contact was made. The empirical distribution of the contact positions was used to determine a region where contact was expected to be made. The velocity of the robot could then be increased in the initial part of each search operation and when it reached the region where contact was expected to be made, the velocity was reduced to the same value as before the learning strategy was applied

## Experimental Results

Figure 9.5 illustrates the performance improvement gained by the learning strategy. The figure shows the states described in Fig. 9.3 as a function of time, with and without learning. As can be seen, the total execution time was reduced from $8.6[\mathrm{~s}]$ to $3.5[\mathrm{~s}]$. This simple learning strategy shows that big performance improvements can be achieved by using learning and feed-forward data. A video of the assembly being performed with and without learning is available through [Stolt et al., 2011].

### 9.4 Transient Detection

The condition for transitioning from state 7 to state 8 in Fig. 9.3 was that the switch snapped in place. When the snap occurred, the signals
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Figure 9.5 Time evolution of the state sequence from the assembly task with and without training. The vertical lines indicate when the assembly operations finish.
of the $z$-force and the $\psi$-torque followed a specific signature. An automatic snap detector was developed to determine whether a sequence of measurements were caused by a snap or not.

An assumption was made that the sequence of force and torque measurements could be considered as an $n$-dimensional multivariate Gaussian random variable, where $n$ is the number of measurements used for the classification. With mean value $\mu$ and covariance matrix $R$ the probability distribution function is

$$
\begin{equation*}
f_{\mu, R}(x)=\frac{1}{(2 \pi)^{n / 2}|R|^{1 / 2}} \exp \left(-\frac{1}{2}(x-\mu)^{T} R^{-1}(x-\mu)\right) \tag{9.2}
\end{equation*}
$$

As a classification criterion to determine whether the measurement sequence $x$ was caused by a snap, the hyper-ellipsoid defined by

$$
\begin{equation*}
h(x)<c^{2} \tag{9.3}
\end{equation*}
$$

was used, where

$$
\begin{equation*}
h(x)=(x-\mu)^{T} R^{-1}(x-\mu) \tag{9.4}
\end{equation*}
$$

Using this criterion was motivated by the fact that all points inside the hyper-ellipsoid have higher probability density than all points outside the hyper-ellipsoid, which can easily be verified by combining (9.2) and (9.4).

The probability of a snap being detected as a snap is given by (9.5) for even $n$ and (9.6) for odd $n$.

$$
\begin{align*}
p & =\int_{(x-\mu)^{T} R^{-1}(x-\mu)<c^{2}} f_{\mu, R}(x) d x \\
& =1-\exp \left(-\frac{c^{2}}{2}\right) \sum_{i=0}^{n / 2-1} \frac{\left(c^{2} / 2\right)^{i}}{i!}  \tag{9.5}\\
p & =\int_{(x-\mu)^{T} R^{-1}(x-\mu)<c^{2}} f_{\mu, R}(x) d x \\
& =\operatorname{erf}\left(\frac{c}{\sqrt{2}}\right)-\sqrt{\frac{2}{\pi}} \exp \left(-\frac{c^{2}}{2}\right) \sum_{i=1}^{(n-1) / 2} \frac{c^{2 i-1}}{\prod_{j=1}^{i}(2 j-1)} \tag{9.6}
\end{align*}
$$

The formulas (9.5) and (9.6) look quite complicated, but are straight forward to evaluate on a computer, and a value of $c$ giving an appropriate level of confidence could be found off-line. During execution $\mu$, $R$ and $c$ were kept constant and at each sampling instant the latest measurement sequence $x$ was applied to (9.3) to determine whether a snap occurred.

## Experimental Results

Two specimens of the switch were available for training of the snap detector. Data from 10 snaps were recorded for each switch. The sampling instant when the snap occurred was manually marked for each data sequence. The 9 samples centered around the snap were then selected and a weighted mean value subtracted. The data from the


Figure 9.6 The data used for training of the snap detection. The dotted curves show the results for the 20 different experiments and the thick curve shows the point-wise mean. Only samples 7-15 were used for the classification. In the plots the data was aligned so the snap occurred at sample 11, and the offset was compensated for by subtracting a weighted mean of samples 7-15.
$z$-force and $\psi$-torque were then considered as the outcome of an 18dimensional random variable, that would be used for detection. The empirical mean value $\mu \in \mathbb{R}^{18}$ and covariance matrix $R \in \mathbb{R}^{18 \times 18}$ for the 20 training snaps were calculated. The training data are shown in Fig. 9.6.

When the detector was used, the 9 latest samples of the $z$-force and $\psi$-torque were used to evaluate the snap detection criterion (9.3) at every sampling instant. In Fig. 9.7 the snap detection is evaluated by applying the method to 6 snaps that were not used in the training;


Figure 9.7 Results from the snap detection. In the plot data from 6 snaps, each with a different color, are concatenated and $h(x)$ in (9.4) is evaluated. The horizontal lines show the decision boundaries for different confidence levels. For $99 \%$ of the snaps, the peak will be higher than the line marked with $99 \%$ and so on.

3 snaps from each specimen of the switch. The six sequences were put side by side with $1 / h(x)$ plotted. The snaps can be seen as very distinct peaks.

In the lower part of Fig. 9.6, it can seen that the two different switches had different signatures, which probably was a consequence of one of the switches being worn out, since it had been snapped in place many times before. The different signatures may have affected the classification performance. In a real application scenario, however, a new switch would be used every time, and if a new switch would be used for every training snap too, the training data would probably be more realistic.
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Figure 9.8 Schematic overview of cooperating robots performing snap fit assembly. The robot joint angles for the different robots are denoted by $q_{1}$ and $q_{2}$, and the feature coordinates for the two feature chains are denoted by $\chi^{a}$ and $\chi^{b}$.

### 9.5 Cooperating Robots

In the assembly operations described in the previous sections of this chapter, the switch was held by a robot and the bottom box was mounted in a fixture. The same assembly was also performed with the bottom box held by a second robot. The setup is schematically described in Fig. 9.8. The box was held by gripper 1 and the switch by gripper 2. The transformation between the box and the switch, described by feature coordinates $\chi^{a}$, was identical to the case with the box in a fixture. Hence the state machine describing the assembly could be reused without modifications. The remaining feature coordinates, $\chi^{b}$, could be kept constant to keep gripper 1 fixed, or be used to superimpose a motion of the parts without affecting the relative position of the grippers. Figure 9.9 shows a photo of an IRB140 and an IRB2400 performing assembly together.

### 9.5 Cooperating Robots



Figure 9.9 Photo of cooperating robots performing snap fit assembly.

## 10

## Dual Robot Lead-Through

### 10.1 Introduction

This chapter describes the implementation of a lead-through system for two robots, shown in Fig. 10.1. Each robot was equipped with a handle mounted on a 6-DOF force/torque sensor, which in turn was mounted on the flange of the robot. The robots were constrained to move so they always had identical positions relative to their respective initial positions. The simultaneous motion of the robots was governed by an impedance controller, giving the robots a virtual mass, moment


Figure 10.1 Lead-through of virtually connected robots.
of inertia and damping.
Forces applied to the handle of one robot, were felt by a hand holding the handle of the other robot. A system like this can hence be used as a haptic device for teleoperation. By applying different gains on the two robots it can be used to, e.g., increase the strength of the user.

### 10.2 System Structure

The forward kinematics will in this chapter be computed for the tool frame, which has the same orientation as the flange frame and has its origin where the hand grips the handle. All robot Jacobians used will be described in the tool frame. The subscript $i$ is used to denote the two different robots, and the subscript $j$ is used to denote one of the six components in a force/torque vector or a translational and rotational velocity vector.

The initial positions of the robots are denoted by

$$
\begin{equation*}
T_{0 i} \tag{10.1}
\end{equation*}
$$

where $i=1$ for one of the robots and $i=2$ for the other. Since both robots have the same motion relative to their initial positions, the output of the controller can easily be described in a robot independent way. The reference position $T_{i}$ is described by the displacement $T_{d}$ for the respective robots:

$$
\begin{equation*}
T_{i}\left(q_{i}\right)=T_{0 i} T_{d} \tag{10.2}
\end{equation*}
$$

which through the inverse kinematics gives the reference positions for the robot joints $q_{i}$. The impedance controller outputs the desired translational and rotational velocity $v$ of the tool frame described in the tool frame, fulfilling

$$
\begin{equation*}
v=J_{i}\left(q_{i}\right) \dot{q}_{i} \tag{10.3}
\end{equation*}
$$
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where $J_{i}$ is the Jacobian of robot $i$, and $v$ has the structure

$$
v=\left[\begin{array}{l}
v_{1}  \tag{10.4}\\
v_{2} \\
v_{3} \\
v_{4} \\
v_{5} \\
v_{6}
\end{array}\right]=\left[\begin{array}{c}
\dot{t} \\
\omega
\end{array}\right]
$$

where $\dot{t}$ is the translational velocity and $\omega$ is the rotational velocity. The desired robot joint velocities can be calculated as

$$
\begin{equation*}
\dot{q}_{i}=J_{i}^{-1}\left(q_{i}\right) v \tag{10.5}
\end{equation*}
$$

The controller is implemented as six independent scalar impedance controllers according to

$$
\begin{equation*}
\dot{v}_{j}=\frac{1}{M_{j}}\left(F_{j}-D_{j} v_{j}\right) \tag{10.6}
\end{equation*}
$$

where $v_{j}$ is one of the six components of $v, F_{j}$ is the applied force/torque in the corresponding direction, $D_{j}$ is the virtual damping and $M_{j}$ is the virtual mass/moment of inertia. The output of the controller, to be used in (10.5), is then obtained by integrating the left hand side of (10.6); $v_{j}=\int \dot{v}_{j} d t$.

Since the output of the controller is a velocity and the interface to the robots requires a reference position, the controller output has to be integrated somehow. This is done in the joint space of robot 1 :

$$
\begin{equation*}
q_{1}=\int J_{1}^{-1}\left(q_{1}\right) v d t \tag{10.7}
\end{equation*}
$$

From the forward kinematics $T_{1}\left(q_{1}\right)$ the displacement can then be calculated as

$$
\begin{equation*}
T_{d}=T_{01}^{-1} T_{1}\left(q_{1}\right) \tag{10.8}
\end{equation*}
$$

The force vector $F$, whose components are used in (10.6), is calculated as a combination of the forces $F_{s i}$ measured by the force/torque sensors and virtual torques $\tau_{q i}$ applied to avoid joint limits:

$$
\begin{equation*}
F=k_{1} F_{s 1}+k_{2} F_{s 2}+J_{1}^{-T}\left(q_{1}\right) \tau_{q 1}+J_{2}^{-T}\left(q_{2}\right) \tau_{q 2} \tag{10.9}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are gains. Since the transformations from the sensor frames to the respective tool frames are fix and the control is done in the tool frame, the sensor measurements can be transformed to $F_{s 1}$ and $F_{s 2}$ using fix transformations. The gains $k_{1}$ and $k_{2}$ can be used to scale how forces applied to one robot are perceived at the other robot.

When a joint limit was close to being violated, a virtual linear spring applied a torque to the corresponding joint in $\tau_{q i}$, and the torque was transformed to the tool frame by means of the robot Jacobian as described in (10.9). By setting the joint limits properly this could also be used to avoid kinematic singularities.

For safety reasons the robots were in teach mode when doing the lead-through, which meant that the robot was to do an emergency stop if any of the motors exceeded a threshold speed. These speed limits were easily exceeded, and to avoid the robot doing emergency stops all the time, a speed limitation was added to the controller on the motor level.

To avoid the robots drifting away, due to noise and offsets of the force measurements, the applied forces to the handles had to exceed some threshold values before the robots started moving.

### 10.3 Experimental Results

The system was successfully implemented, using an ABB IRB140 and an ABB IRB2400, which proves the ability of the system to handle robots with different kinematics. If a person grabbed the handle of one of the robots, the robot could be moved with a perceived virtual mass, moment of inertia and damping. Both robots would make identical motions and if the joint limits of any of the robots were close to being violated, the force of virtual springs were felt in the handle. If a robot made contact with an object, the contact force was perceived by the person holding the handle of the other robot. In one experiment a
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spatula was attached to one of the robots and used to cut a birthday cake.

## 11

## Conclusions

A new way of initializing the Kalman filter has been presented, making it possible to calculate a state estimate that is not influenced by any guess of the initial value of the state. Instead the estimate can be determined completely based on the first measurements. This is accomplished by choosing a new state space where the directions with infinite variance are orthogonal to as many basis vectors as possible.

A strategy for tracking dynamical objects with computer vision was described. It provides a simple way to fuse data from an arbitrary number of pictures captured simultaneously. In combination with a dynamical model of the tracked object, it enables determination of the position of the object in 3D space without any two images being captured at the same time. It also allows tracking of objects in 3D space, using only a single static camera.

A method for generating trajectories with uncertain target points was described. It pays attention to the deadline and uses the smallest acceleration possible to reach the goal in time. When a new target point is received, the trajectory is smoothly modified on the fly.

A method for performing force controlled assembly was described and used to perform snap fit assembly of an emergency stop switch. Learning was used to reduce the execution time.

## A
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