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Abstract

This thesis explores crystal-phase engineering of nanowires to fabricate ad-
vanced quantum structures for charge and spin transport studies. Quantum
dots formed by crystal-phase tuning during epitaxial growth of InAs nanowires
were used as a starting point to realize and electrically characterize two differ-
ent types of parallel-coupled quantum dots; electron-hole quantum dots and
electron-electron quantum dots. In the InAs nanowire, two thin segments of
wurtzite in an otherwise zinc blende crystal structure acted as tunnel barriers
for electron transport and defined the quantum dot in the axial dimension.
We estimated the offset in the conduction-band alignment at the wurtzite-zinc
blende interface to be ∼100 meV. The axial extension of the quantum dot could
be tuned to less than 10 nm, which led to a strong quantum confinement and
enabled the quantum dot to become fully depleted of electrons.

In few-electron InAs quantum dots, pairs of local side gates and a global
back gate were used to reproducibly tune the system from one quantum dot
into parallel double quantum dots, for which we can control the populations
down to the last electrons. Here, the interdot tunnel coupling of the two first
orbitals could be tuned by one order of magnitude, owing to the combination
of hard-wall barriers to the source and drain, shallow interdot tunnel barriers,
and very high single-particle excitation energies (up to ∼ 30 meV). In addition,
the large |g∗|-factors (∼10) facilitated detailed studies of the magnetic-field
dependency of the one- and two-electron states. In particular, we investigated
the magnetic field-induced transition between singlet and triplet two-electron
ground states. Here, the strong spin-orbit coupling in the system hybridized
the single and triplet states. By controlling the interdot tunneling coupling we
demonstrated a widely tunable anticrossing of the ground and excited states.

Parallel electron-hole core-shell quantum dots were realized by using the
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Abstract

InAs nanowire quantum dot as a template for selective radial growth of GaSb
on the zinc blende crystal phase. As a heterostructure in bulk, InAs and
GaSb form a broken band-gap alignment with spatially separated electrons
and holes. In quantum dots, the overlap of the InAs conduction band and
GaSb valence band can be tuned, which is of interest in studies of electron-
hole interactions and transport via hybridized states. The electrical measure-
ments of devices in the many-electron/hole regime showed clear evidence of
transport via parallel quantum dots in the form of a beating pattern of small
and much larger diamonds. We attributed the small-diamond pattern to elec-
tron transport in the core and the larger-diamond pattern to hole transport
via the shell. From shifts in the conduction lines at the degeneracy point, we
extracted an upper estimation of the electron-hole interaction strength of 4.5
meV.

The work presented in this thesis demonstrate the great potential of us-
ing atomically precise crystal-phase design of nanowires to access and probe
fundamental quantum physics.
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Populärvetenskaplig
sammanfattning

Vi är just nu inne i den Andra kvantrevolutionen! Ett av målen
är snabbare datorer, så kallade kvantdatorer, som kan lösa vissa
typer av problem som vanliga "klassiska" datorer inte kan. Det
som har möjliggjort denna revolution är en djupare förståelse av
kvantmekaniska fenomen som superposition av kvanttillstånd, väx-
elverkan mellan elektroner och ljus, supraledande material och ex-
otiska materialfaser.

Den Första kvantrevolutionen
startade runt förra sekelskiftet och
innebar en fundamentalt ny idé om
att små partiklar, som elektroner,
kan bete sig som både vågor och
som partiklar. Även ljus, som klas-
siskt setts som vågor, har dessa dub-
bla egenskaper. Fenomenet kallas
våg-partikel-dualiteten och är en av
grundpelarna i den kraftfulla kvant-
mekaniska teorin som används för att
beskriva egenskaper hos materia och
som ligger bakom att vi förstår det
Periodiska systemet, kemiska bind-
ningar och hur elektroner rör sig i
så kallade halvledarmaterial. Den

teoretiska förståelsen för fundamen-
tala fysikaliska koncept startade en
explosionsartad utveckling av elek-
triska komponenter, som till exempel
transistorn. Transistorn är en förut-
sättning för dagens informations-
samhälle och mycket av den elek-
tronik omkring oss såsom datorer
och smarta telefoner. Den första
transistorn var stor som en näve och
uppfanns i slutet på 40-talet, idag
innehåller en mobiltelefon miljarder
transistorer! Också teknologi som vi
idag tar för givet, såsom solceller och
lasern, föddes ur den första kvantrev-
olutionen.
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Populärvetenskaplig sammanfattning

Det är uppenbart att förut-
sättningen för vidare kvantteknolo-
gisk utveckling är ökad förståelse för
kvantfenomen på ett fundamentalt
plan. På så sätt kan komponen-
ter designas för att utnyttja kvant-
mekaniska effekter och nå nya tek-
nologiska tillämpningar. Även om
fysiken som kvantmekanikens lagar
beskriver kan få makroskopiska ut-
tryck, såsom ledningsförmågan i olika
material, till exempel supraledning,
är det i princip på nära-atomnivå
vi måste designa material för att de
ska få önskade kvantmekaniska egen-
skaper.

Denna avhandling utforskar hur
vi kan designa och bygga kompo-
nenter på atomnivå för att kon-
trollera och studera fundamentala
kvantmekaniska egenskaper. Här
nedan följer beskrivningar av några
koncept som är speciellt viktiga i
detta arbete.

Halvledare. Fasta material de-
las in i tre olika grupper (metaller,
halvledare, isolatorer) baserat på de-
ras förmåga att leda elektrisk ström
(flöde av elektroner). Till skillnad
från metaller, som leder ström mycket
bra och isolatorer, som inte leder alls,
kan ledningsförmågan hos halvledare
styras. Detta utnyttjas i transistorn
där strömmen snabbt kan slås av och
på. Elektroner i halvledare har även
tydligare och ibland unika kvant-

mekaniska beteenden. I avhand-
lingen används halvledarmaterial för
att kunna styra strömmar så små som
enskilda elektroner!

Artificiella atomer & molekyler.
Ett av de mest grundläggande
fenomenen som avhandlingen byg-
ger på är kvantisering av elektroners
energi. I arbetet studeras mycket
små, så kallade nolldimensionella
(0D), strukturer av halvledarmaterial
(1-100 nm). Dessa små strukturer
kallas för kvantprickar eller artifi-
ciella atomer eftersom elektronerna i
dessa strukturer inte kan röra sig fritt
som i tredimensionella strukturer,
utan bara kan ha vissa specifika en-
ergier, liknade energinivåer för elek-
troner i atomer. Detta kallas kvan-
tisering av energi och är en kvant-
mekanisk effekt som blir dominant
i halvledarstrukturer som är mindre
än 10-tals nm. Kopplas två artifi-
ciella atomer på rad, skapas en ar-
tificiell molekyl, som även den har
egenskaper liknade de för riktiga
molekyler. Artificiella atomer och
molekyler kan användas som grund
för att bygga qubits, som är kom-
ponenterna som utför beräkningar i
kvantdatorer istället för transistorn i
den klassiska datorn. I avhandlingen
utvecklas en ny metod för att skapa
artificiella atomer och molekyler, och
förutspådda kvantmekaniska effekter
studeras i experiment med en aldrig

viii



tidigare skådad upplösning.
Nanotrådar. För att kunna

se kvanteffekter måste vi stud-
era strukturer som har dimensioner
motsvarande ett hundratal atomer.
För att skapa och designa så små
strukturer måste vi ha en mycket hög
precision, vi måste i princip ha kon-
troll över varje enskild atom.

Det finns metoder för att skapa
strukturer med hög precision, atom-
lager för atomlager. Nanotrådar
är, som namnet antyder, nanometer-
tunna endimensionella (1D) trådar,
som kan ”växas” genom att placera
en skiva med små guldpartiklar i en
särskild reaktor och tillföra det ämne
som nanotråden ska bestå av i form
av gasmolekyler. Under rätt tem-
peratur och koncentration av tillfört
ämne kommer en nanotråd ta form
under guldpartikeln, atomlager för
atomlager. Nanotrådar bestående av
olika ämnen kan skapas genom att
byta det tillförda ämnet. Även skal
kan ”växas” på nanotråden genom
att ändra bland annat temperaturen
i reaktorn.

I avhandlingen används två
olika kristallstrukturer av samma
halvledarmaterial för att med
hög precision forma kvantprickar.
Kristallstrukturen talar om hur
atomerna sitter i förhållande till
varandra, vilket påverkar hur elek-

troner rör sig i materialet. Det är en-
dast i nanotrådar som olika kristall-
strukturer kan kombineras. Eftersom
nanotrådar är så tunna upplever elek-
troner dem som en endimensionell
struktur, och med det menas att elek-
tronerna bara kan röra sig i en rikt-
ning. Genom att kombinera två olika
kristallstrukturer kan elektronernas
rörelse begränsas och en nolldimen-
sionell kvantprick kan skapas.

Nanokomponenter. För att kunna
kontrollera och studera elektroner-
nas beteende i kvantprickarna måste
nanotrådarna kopplas till elektrisk
utrustning. Genom en rad högte-
knologiska processteg skapas små
metallkontakter till nanotrådarna,
och dessa kontakter kopplas till mä-
tutrustningen.

Mätningar vid låga temperaturer.
Elektriska och magnetiska fält an-
vänds för att styra elektronerna i
nanokomponenterna. Effekterna vi
vill mäta är väldigt små och därför
måste mätningarna ske vid mycket
låga temperaturer, ungefär 0.1 grader
ifrån absoluta nollpunkten. Det finns
en energi som all materia har och som
är förknippad med den omgivande
temperaturen; denna kallas termisk
energi. Om den termiska energin inte
är mycket mindre än energiskillnaden
på de kvantmekaniska effekterna som
vi vill mäta suddas effekterna ut.
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Chapter 1

Introduction

The quantum era started with the development of the quantum theory around
the beginning of the 20th century. The quantum theory gave insights into the
interaction of atoms and the motion of electrons in solid materials such as
semiconductors, and resulted in the birth of technologies such as the LASER
and the transistor. These technologies are building blocks in the information
technology-based society we are living in today. In a similar manner, further
understanding of entangled states and the possibility to manipulate individual
quantum systems are today driving the development of quantum information
technology [1]. Here, the information is carried by quantum states as op-
posed to the classical 1 and 0. One of the most mature technologies when it
comes to quantum computing is using superconducting devices to realize the
information-carrying units, the so-called qubits [2, 3]. However, electron-spin
based qubits have also been extensively studied [4–8]. And recently, topologi-
cal systems, which are intrinsically immune to local noise, have been explored
as candidates for quantum computation platforms [9].

So-called quantum dots are an example of a quantum system that has been
of strong interest for quantum information technologies for many years. A key
feature of quantum dots is their quasi-zero dimensional structure, where the
electrons are spatially confined in all directions, resulting in a quantization of
the energy spectrum [10]. This means that the electrons cannot move freely,
but are bound to specific discrete energy states. Furthermore, the electrical
and optical properties can be tailored by tuning the size and material of the
system. Quantum dots are widely studied and are today already employed
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Chapter 1. Introduction

in for example opto-electronics to improve light sources such as LEDs and
LASERs [11] and to realize true RGB pixels in displays [12]. In electronics,
single electron transistors [13], realized using quantum dots, have been studied
for decades. And in medicine, quantum dots are utilized to obtain tunable
dye [14]. In addition, since single spins can be isolated and manipulated [15]
in quantum dots, they are also a platform for studies of fundamental quantum
physics [16]. Due to the control of the spin dynamics, single quantum dots,
or multiple coupled quantum dots, are employed to realize spin-based qubits
for quantum computing [4, 6, 8, 17].

Let us take a step back and address the origin of the quantization of the
energy states in quantum dots. In bulk crystalline structures, such as met-
als or semiconductors, the so-called valence electrons (the electrons that are
more weakly bound to the nucleus), can in the effective mass approximation
be treated as freely moving electrons, similar to electrons in vacuum. How-
ever, interactions with the periodic potential of the atomic lattice are in this
approximation parametrized by the "effective" electron mass, which is used
instead of the free electron mass. This "free" electron model results in a con-
tinuum of states in the electron-energy spectrum. If the spatial extent of
the structure is decreased in one direction, to the order of the (de Broglie)
wavelength (λelectron) associated with the electrons in the material (typically
∼ nm in semiconductors), the electrons will be confined in that particular
dimension, see Figure 1.1. This confinement quantizes the electron motion,
which leads to a modification of the energy spectrum. If the electrons are

3D
2D 1D

0D

~ electron

Figure 1.1: The motion of the valence electrons (indicated by the arrows) in a
semiconductor or a metal is limited if the dimension of the material is on the order
of the electron wavelength (λelectron). In a zero-dimensional structure, the electrons
are confined in all spatial directions, resulting in quantized energy states.

2



confined in all three dimensions, the energy spectrum will be quantized and
electrons are only allowed to occupy discrete energy levels. The quantized
states of quantum dots resemble those of atoms, where valence electrons are
electrostatically confined by the positive nucleus charge. Therefore, quantum
dots are sometimes referred to as artificial atoms. However, since the distance
between the discrete energy levels scales as one over the length square of the
system, this spacing is on the order of meV in quantum dots as opposed to eV
in atoms.

The quantum-dot material can be used as a design parameter. For in-
stance, the quantum confinement effects are more pronounced in semicon-
ductors than in metals, owing to the longer electron wavelength in semicon-
ductors. Furthermore, electrons in semiconductor compounds composed of
heavier atoms, such as InAs and InSb, have lower effective masses and there-
fore exhibit stronger quantum confinement effects than for instance GaAs. In
addition, these heavier-atom compounds exhibit a pronounced spin-orbit in-
teraction (SOI), which means that the orbital motion of electrons is coupled
to the electron spin. This enables manipulations of spin states by electric
fields, which is used for manipulation spin-qubits. A strong SOI is also a key
ingredient in the pursuit of realizing Majorana-based quantum computing [9].

The quasi-zero-dimensionality of quantum dots can be obtained by either
the intrinsic dimensions of the material or by electrostatic gating. Typically, a
combination of the two is used to achieve the confinement. A more extensive
description of different approaches to form quantum dots is presented in Sec-
tion 2.1. Nanowires, which are the focus of this thesis, are excellent structures
in which to form quantum dots. In a nanowire, which is a quasi-one dimen-
sional structure (diameters of 10-100 nm), the electrons are confined in the
radial direction and are only free to move in the longitudinal direction. Here,
quantum dots can be formed by local electrostatic gating or by imposing two

- -

QDNanowire

Tunnel barriers

Figure 1.2: A quantum dot in a nanowire defined by two thin segments (dark blue)
of a different semiconductor compound (heterostructure) or crystal phase (homostruc-
ture).
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Chapter 1. Introduction

0 100 200 300 400

0

X (nm)

En
er

gy
 (e

V)

InAs GaSb

ECB

EVB

~150 meV

Figure 1.3: Energy band diagram of the InAs-GaSb bulk heterostructure. Here,
the InAs conduction band overlaps with the GaSb valence band by approximately
150 meV. ECB and EV B are the conduction band and valence band edge, respectively.

closely spaced segments of a larger bandgap material [18]. The small diameter
of the nanowire relaxes the constraint of lattice matching, allowing for a large
variety of material combinations, many of which are not possible in two or
three dimensions. In addition, a unique feature of nanowires is that many of
the III-V semiconductor compounds, that only exist in the zinc blende crystal
phase in bulk, can be tuned to exhibit both zinc blende and wurtzite crys-
tal phases depending on the growth conditions [19, 20]. In InAs nanowires,
a quantum dot can be formed between two thin segments of wurtzite in an
otherwise zinc blende nanowire, as demonstrated in Paper I.

As mentioned above, tunnel-coupled quantum dots, which is the founda-
tion of spin-based qubits, but also charge-qubits [21], can be realized in such
systems. Furthermore, two tunnel-coupled quantum dots exhibit molecular
properties, such as bonding and anti-bonding orbitals, and are therefore called
artificial molecules. Such artificial molecules are model systems for studying
spin-spin interactions and dynamics. In Paper III, we demonstrate a novel ap-
proach to form parallel-coupled quantum dots using crystal phase-engineered
InAs nanowires. These parallel-coupled quantum dots exhibit strongly tun-
able and extremely well-resolved transport properties of the first electron spin
states (Paper IV). We predicted this system to be ideal for fundamental stud-
ies of many-body correlated transport, such as spin- Kondo effect [22] and
Cooper-pair splitting [23, 24].

Due to significant advances within the field of material science it is now
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possible to define parallel-coupled electron and hole quantum dots by epitax-
ial growth of two different materials such as InAs and GaSb in a core-shell
configuration. As a heterostructure, InAs and GaSb form the exotic type-II
broken gap band alignment, where the conduction band in InAs and valence
band in GaSb overlap, see Figure 1.3. This overlap results in spatially sepa-
rated electrons and holes, which opens possibilities for studies of electron-hole
interactions in quantum dot systems [25]. However, the electrical properties of
the parallel-coupled electron and hole quantum dots are highly sensitive to the
geometrical parameters such as radius and shell thickness. Employing crys-
tal phase-defined quantum dots in InAs nanowires as a template for selective
radial growth of GaSb [26, 27] leads to a highly tunable system. The demon-
stration of the InAs/GaSb core-shell quantum dot in Paper II is a first step
towards the realization of more complex three-dimensional core-shell nanowire
designs with close-to-atomic precision.

This thesis is organized as follows:
Chapter 2 covers the design and fabrication of the different nanowire de-

vices. In particular, the crystal phase engineering in InAs nanowires and its
role in the quantum dot design are discussed. This chapter partly serves as
an introduction and extension to Paper I.

Chapter 3 provides an introduction to the transport physics of the single
quantum dot. Examples from both the many- and few-electron regimes in the
crystal phase-defined quantum dots are given. Also, both first- and higher-
order transport processes are addressed as well as magnetic field-dependent
transport. This chapter serves as an introduction to Paper I with an extended
discussion.

Chapter 4 introduces the transport of double quantum dots, with focus
on the parallel-coupled case and the implication of coherent tunnel coupling
of the two dots. The focus is on the zero-one-two electron transitions and
the magnetic field evolution of these states. Also, the formation and tuning of
the parallel-coupled quantum dots in the crystal phase-defined single quantum
dots are explored. This chapter is an introduction to and an expansion of the
discussion in Paper III and IV.

Chapter 5 begins with an introduction of the special features of the InAs-
GaSb heterostructure, covering the two- one- and zero-dimensional devices.
Furthermore, a more detailed description of the development and electrical
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Chapter 1. Introduction

characterization of the parallel-coupled electron and hole quantum dots in
InAs/GaSb core-shell nanowires is presented. This chapter serves as a com-
plement to Paper II.
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Chapter 2

The nanowire device - design
and fabrication

This chapter gives a brief introduction to different methods for forming quan-
tum dots for transport measurements, and particularly discusses crystal phase-
defined nanowire quantum dots; the structure that constitutes the corner stone
of this thesis. In addition to addressing the nanowire material, the growth pro-
cess and the device design, the processing involved in sample preparation prior
to nanowire growth and for metal contacting of nanowires is discussed.

2.1 Forming quantum dots for transport
measurements - An overview

Single quantum dots can be fabricated by different means. One of the most
widely employed methods to obtain the zero-dimensionality is to start from a
two-dimensional electron gas and create the additional confinement by elec-
trostatic top-gating [28, 29]. Here, the two-dimensional gas can be formed
by epitaxially grown semiconductor heretostructures, typically AlGaAs/GaAs
[30] or graphene [31]. A great advantage of this method is that the growth
process of the semiconductor layers and the lithography processing of metal
contacts are mature and highly controlled technologies favorable for parallel
and automatized device processing. In addition, a combination of gating and
top-down etching can be used to obtain a hybrid quantum dot device similar
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Chapter 2. The nanowire device - design and fabrication

to the type studied in this thesis [32].
A second method is to use a one-dimensional structure as a starting point,

such as a carbon nanotube or a semiconductor nanowire, and impose ad-
ditional confinement by Schottky barriers at the source and drain contacts,
electrostatic gating, or in the case of nanowires, by switching the semiconduc-
tor compound during the epitaxial growth. One advantage of starting from
a one-dimensional material is the built-in leads to the quantum dot; how-
ever, fabricating metal contacts to lateral carbon nanotubes or nanowires is a
semi-automatic process with limited reproducibility due to the sensitive elec-
tronic properties of the one-dimensional structure. Quantum dots formed in
nanowires are discussed in more detail in Section 2.1.1.

A third method is to directly obtain the confinement in all three dimensions
by reducing the physical extension of the system using colloidal particles [33],
epitaxially grown pyramid-shaped semiconductor crystals by means of the so-
called Stranski–Krastanow growth mode [34, 35], or even single atoms [36].
One advantage with colloidal particles and pyramids is that they are created by
self-assembly, and do not necessitate advanced processing. However, to explore
electrical properties the quantum dots need to be connected to electrodes, and
the contact alignment process can be challenging in this case.

2.1.1 Forming quantum dots in nanowires

Nanowires have a quasi-one-dimensional geometry where electron transport
is limited to the axial direction. This built-in radial confinement makes
nanowires excellent starting points for fabricating quantum dots. Here, quan-
tum dots can be realized by imposing two closely spaced tunnel barriers in the
axial direction. The electronic properties of such devices have been extensively
studied for more than one decade [18].

There are different methods for forming quantum dots in nanowires. The
first reported quantum dots in nanowires were defined by the tunnel barriers
formed at the source and drain contacts on InP wires [37]. A second approach
to define quantum dots in nanowires, using InAs-InP heterostructures, was
reported shortly after [38]. Tunnel barriers can also be induced by electrostatic
gating of nanowires [39], or by modulation doping [40, 41].

The concept behind heterostructure-defined electron quantum dots is to
insert two closely spaced, narrow segments of a second material to form an
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2.2. Crystal phase-defined quantum dots in InAs nanowires

offset in the conduction-band edge (ECB) alignment at the heterostructure in-
terface, as illustrated in Figure 2.1. These segments will act as tunnel barriers;
the electrical properties of the quantum dot depend on the geometry of the
barriers and their separation. The barrier-energy height (offset) is a material
property, dependent on the material combination used, whereas the barrier
length is determined during the nanowire growth. One unique feature of the
nanowire is that the small diameter relaxes the constraint of lattice matching
at the interface of the heterostructure [42, 43], which reduces the limitation
on possible material combinations compared with two- and three dimensional
structures. Furthermore, utilizing heterostructures to form quantum dots of-
fers more control over the quantum dot dimensions as opposed to relying on
the barriers formed at the contact interfaces, since the heterostructure barriers
can be designed with close to atomic precision. One additional advantage of
the heterostructure barriers, with an approximately hard-wall potential pro-
file in the axial direction of the nanowire, is that the system is less sensitive
to electrostatic fluctuations compared with the (harmonic) potential profile
obtained by electrostatic gating.

Similar to heterostructure-defined quantum dots, different crystal phases
of a single semiconductor compound can be used to form quantum dots in
nanowires [27, 44–46]. Such structures are sometimes referred to as homostruc-
tures and are unique to nanowires. Crystal phase-defined quantum dots in
InAs nanowires represent the foundation of the work presented in this thesis,
and will be discussed in more detail in Section 2.2.

2.2 Crystal phase-defined quantum dots in InAs
nanowires

The small nanowire diameter allows for epitaxial growth of both wurtzite
and zinc blende crystal phases [19, 20, 47], whereas most two- and three-
dimensional materials exist in the zinc blende crystal phase only. However,
typical nanowires exhibit a mixture of wurtzite and zinc blende. Since the
crystal phase has a large impact on transport properties [48, 49], great efforts
have been made to obtain single crystal phase nanowires. Due to considerable
advances in the science of nanowire growth, it is possible to controllably switch
between zinc blende and wurtzite with close-to-atomic precision during the
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Figure 2.1: (a) Schematic illustration of a quantum dot defined by wurtzite seg-
ments in an otherwise zinc blende InAs nanowire. (b) Sketched conduction-band
(ECB) alignment of the corresponding system, where the wurtzite segments are as-
sumed to form square potential barriers in the conduction band. (c) SEM image of a
crystal phase-defined quantum dot; using information from TEM images on the struc-
tural composition of typical nanowires from the same growth substrate, the wurtzite
segments can be distinguished in the contrast profile, see Section 2.6.

growth process [20, 47, 50]. More details on the zinc blende and wurtzite
crystal phases are given in Section 2.4.

In the case of InAs, it has been theoretically predicted that wurtzite has
a larger bandgap than zinc blende [51], with a positive conduction-band edge
offset of up to 126 meV [52] at the crystal phase interface. Figure 2.1(a)
shows an illustration of a quantum dot defined by wurtzite segments in a zinc
blende InAs nanowire. Here, a simplified picture is used where the wurtzite
segments were assumed to form square potential barriers in the conduction-
band edge alignment, see Figure 2.1(b). In the SEM image in panel (c), the
wurtzite segments as well as twinned segments in the zinc blende crystal phase
are visible using electron channeling contrast imaging (ECCI) [53, 54]. This
technique is discussed in more detail in Section 2.6. Signatures of single-
electron transport in crystal phase-defined quantum dots in InAs was first
experimentally demonstrated by Dick et al. [44].
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2.3. Nanowire growth process

From transport measurements in Paper I, a lower boundary estimate of
the effective barrier height of ∼95 meV was obtained, and it was in line with
the estimated value of ∼135 meV obtained from thermionic emission measure-
ments on longer wurtzite segments in zinc blende InAs nanowires performed by
Chen et al. [55]. Both these estimates were from measurements on nanowires
with native oxide. In contrast, results from scanning tunneling spectroscopy
of hydrogen-cleaned InAs nanowires revealed no detectable offset in the con-
duction band, however, the lack of offset was attributed to the intrinsic n-type
characteristic of InAs masking the fundamental offset [56, 57].

2.3 Nanowire growth process

The nanowires studied in this work were grown by a vapor-liquid-solid (VLS)
process using metal organic vapor phase epitaxy (MOVPE). The growth pro-
cess was catalyzed either by aerosol [Paper I and II], or electron beam lithogra-
phy (EBL) defined arrays [Paper III and IV] of Au seed particles deposited on
(1̄1̄1̄)-oriented InAs substrates. For growth of InAs, trimethylindium (TMIn)
and arsine (AsH3) were used as group-III and group-V precursors, and for
GaSb trimethylgallium (TMGa) and trimethylantimony (TMSb) were em-
ployed.

Now follows a brief description of the III-V semiconductor nanowire growth
process, for details, see [58]. Once the substrate with the gold catalyst particles
was placed in the growth chamber, the sample was annealed during a couple
of minutes under an elevated temperature of 550 ◦C to desorb native oxides
and other contaminants from the surface of the substrate. Since the group-
V material has a higher vapor pressure, an over-pressure of a mixture of H2
and the group-V precursor was maintained during the annealing to prevent
decomposition of the substrate due to degassing of the group-V material.
As a consequence of the elevated temperature, the gold particles melted and
formed liquid droplets that alloyed with the substrate. After annealing, the
temperature was set to a constant value used throughout the growth. In this
work, a higher growth temperature (∼460 ◦C) was used compared to [44] (380
◦C), which resulted in a reduction of carbon incorporation during growth. In
Ref. [44], carbon acted as an n-type dopant and made the system difficult to
deplete of electrons. The next step was to introduce the group-III precursor.
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The vapor-phase precursors decomposed when they came into contact with
the substrate, which resulted in physisorbed atomic-species of group-III and
V on the substrate. The atomic-species diffused on the substrate (and the
nanowire surface), and dissolved in the gold droplet. Once the droplet reached
so-called supersaturation of the group III-material, local nucleation of the
semiconductor III-V crystal appeared at the substrate-droplet interface. The
epitaxial growth of the nanowire continues as long as new precursor material
is provided. The growth rate depends mainly on the size and the areal density
of the droplets, the precursor flow rate and the temperature. However, other
factors such as the surface of the substrate and crystal phase of the nanowire
also affect the growth rate.

Heterostructures are obtained by changing the precursor materials. The
nucleation at the nanowire/particle interface is an axial growth process, but
radial growth can be promoted (or suppressed) by tuning the growth param-
eters. It is also possible to use the crystal phase as a template for radial
growth [26], to obtain advanced three-dimensional core-shell structures. This
is discussed further in Chapter 5.

The electrical properties of a quantum dot are to a great extent governed by
the geometry of the structure. The axial length and diameter of the quantum
dot set the quantization energy of the bound states and the axial length of the
tunnel barrier segments affects the tunnel rate, and thus also the extent of the
localization of the states in the quantum dot. It is of utmost importance to,
during growth, tune parameters such as the diameter, the lengths of different
segments and the thickness of the radial shell with high precision. For instance,
substantial efforts have been made to decrease the radial dimension of the InAs
nanowire in order to study the effects anticipated in highly quantum-confined
core-shell systems, such as tuning the overlap of the core and shell states, see
Chapter 5. However, decreasing the diameter without losing the pure crystal
phase is challenging, since the crystal phase depends strongly on the diameter
[59]. Defects in the crystal phase can result in unwanted electrical properties
of the nanowire [48], such as random quantum dot formation [60]. One way
to increase the control during growth is to use well-defined arrays of seed
particles, as was employed in Paper III and IV. Arrays of seed particles are
addressed in Section 2.8.
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2.4 Crystal phases - zinc blende and wurtzite

Zinc blende and wurtzite are the two most important crystal phases in III-
V semiconductor compounds [61]. The crystal phase describes the stacking
sequence of the atomic layers in the axial direction in the nanowire. In the
case of wurtzite, also called a hexagonal close-packed (hcp) structure, the
bilayers are repeated in an ABAB-type order. In zinc blende, on the other
hand, also called a cubic close packed (ccp) structure, the order of the bilayers
is ABCABC, as illustrated in Figure 2.2(a).

There are different means to control the crystal phase of a nanowire. For
instance, the diameter of the seed particle affects the crystal phase; typically,
smaller diameters are prone to form a wurtzite crystal phase, while larger di-
ameters form zinc blende [59]. Controlled crystal phase-tuning during growth
was first reported by tuning the temperature [InAs] [47], and the dopant in-
corporation [InP] [62].

In the work presented in this thesis, the different crystal phases were ob-
tained by modulating the III/V precursor ratio, either by changing the molar
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Figure 2.2: (a) Sketched projection of the atomic structure of the wurtzite and zinc
blende crystal phases. The bilayer sequence ABAB for wurtzite (ABCABC for zinc
blend) is indicated. (b) and (c) Transmission electron microscope (TEM) images of
crystal phase-defined quantum dots in InAs nanowires, where the growth time for the
quantum dot zinc blende segment was 20 s (b) and 40 s (c), and 5 s for the wurtzite
barriers in both cases. The dimensions were (b): wurtzite segment lengths 16 nm/20
nm, and zinc blende quantum dot length 66 nm, (c): wurtzite segment lengths 25
nm, and zinc blende quantum dot length 32 nm.
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fraction of the two growth species or only group V. Zinc blende was grown
at a higher III/V precursor ratio. Increasing the group V flow to obtain zinc
blende has been reported as a general scheme in III-V nanowire growth [20].
Figures 2.2(b) and (c) show transmission electron microscope (TEM) images
of nanowires with crystal phase defined-quantum dots, where the axial exten-
sion of the quantum dot was modulated by tuning the growth time of the zinc
blend quantum dot segment. The striped contrast profile of the zinc blende
segments was due to rotational twining which corresponds to a 60◦ rotation
of the atomic layer around the growth axis [61].

2.5 Nanowire device design

Now follows an overview of the nanowire device designs based on two dif-
ferent types on nanowire structures that are explored in this thesis. The
first type of nanowire was InAs nanowires where electron quantum dots were
defined by wurtzite segments in an otherwise zinc blende crystal phase, see
Figures 2.3(a-c). Here, the quantum confinement was tuned by controlling
the distance between the wurtzite barriers during epitaxial growth. Paper
I goes beyond proof of concept and presents an in-depth study of the effect
of wurtzite barriers on single-electron transport in the many-electron regime,
where the precise control of the crystal phase during nanowire growth allows
tuning of the electrical properties of the quantum-dot devices.

When the quantum-dot size was reduced as illustrated in Figure 2.3(b),
the system could be tuned into the few-electron regime and further into full
depletion of electrons. In quantum transport measurements, knowing the
orbital number of the studied state is highly desirable, which is possible in
this regime.

In Paper III and IV, additional local side-gates [Figure 2.3(c)] were fabri-
cated to controllably tune the single, strongly confined quantum dot, into two
parallel quantum dots.

The second type of nanowire structure was the InAs/GaSb core-shell quan-
tum dot [Figure 2.3(d)], where the electron and hole interaction were investi-
gated [27]. As a vital step in realizing this type of structure, Namazi et al. [26]
demonstrated that the relatively lower surface energy of wurtzite InAs com-
pared to zinc blende could be used to suppress radial growth of GaSb. This
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Figure 2.3: Nanowire device designs developed and studied in this thesis work. All
devices consisted of Ohmic source and drain contacts and the oxide covered substrate
acted as a capacitively coupled global back-gate. Devices (a)-(c) employed crystal
phase-defined quantum dots with (a) weaker and (b,c) stronger quantum confinement.
Device type (c) had additional local side gates. (d) InAs/GaSb core-shell quantum
dot.

enabled the tailoring of zinc blende InAs/GaSb core-shell segments separated
with wurtzite InAs-only segments.

2.6 Extracting geometrical dimensions of quantum
dots

To investigate the role of the nanowire geometry on the electrical properties,
and conclude that it is indeed the wurtzite segments that define the quantum
dot, it is important to extract the barrier and quantum dot axial extensions
of electrically characterized nanowire devices. As seen in Figure 2.2(b,c),
the axial configuration of wurtzite and zinc blende can be extracted from
TEM images. However, to perform TEM, the nanowires need to be deposited
on a transparent substrate, such as a copper grid-supported lacey carbon
film, which is not a suitable substrate for contact processing. Although it is
possible, transferring contacted wires to TEM grids is tedious work. Thus,
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Chapter 2. The nanowire device - design and fabrication

it is highly desirable to extract the geometry parameters from SEM imaging
after electrical characterization. Figure 2.4 shows an SEM image of a typical
quantum dot device. By aligning the electron beam with the crystal planes in
the nanowire the different crystal phases could be distinguished using electron
channeling contrast imaging (ECCI), a method typically used to detect defects
in crystalline materials [53, 54].
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Figure 2.4: Scanning electron microscope (SEM) image of a nanowire device, with
source and drain contacts (yellow); the inset shows a high-resolution image of the
quantum dot area where the contrast profile is obtained by tilting the sample holder
to exploit the electron channeling effect. Here, the wurtzite (red) and zinc blende
(blue) segments have been indicated. The axial extension of the quantum dot and
barriers segments were extracted from the intensity profile of the SEM image; the
wurtzite segments were discriminated from the twinned segments in zinc blende using
information on the structural composition from TEM analysis of nanowires from the
same growth sample.

ECCI is based on the interaction of the wave nature of the electrons con-
stituting the electron beam in the SEM and the crystal lattice of the sam-
ple. When the primary electron beam enters the crystalline sample, a lattice-
coherent standing electron-density wave forms in the crystal. The amount of
backscattering of electrons depends on the alignment of the electron beam
and the lattice. More precisely, if the maxima of the electron-probability den-
sity coincide the with atomic sites in the crystal there occurs an increase in
the backscattered signal. In the opposite case, if the maxima of the electron
probability density are located between the atomic sites, the backscattering
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becomes suppressed. When minimum backscattering is obtained, the process
is called electron channeling.

Due to the different atomic orientations in zinc blende and wurtzite, the
dimensions of both the wurtzite barriers and zinc blende quantum dot can be
extracted from the intensity profile obtained in SEM images when the sample
holder angle is optimized.

2.7 Estimation of tunnel barrier height

The tunnel current through a barrier is exponentially dependent on the height
and width of the barrier. In the case of barriers defining a quantum dot, the
height determines the number of possible bound states in the dot. As described
in Paper I, we estimated the height of the barriers that the wurtzite segments
imposed on the electron transport to ∼ 95 meV. The electron concentration
in the quantum dot was extracted by counting the number of Coulomb oscil-
lations and dividing by the volume extracted from SEM images of the device.
Figure 2.5 shows conductance as a function of gate voltage, starting from the
region where we began to detect Coulomb oscillations (Vg ≈ −7 V) to a point
where the regular oscillations ceased (Vg ≈ 0 V). Here, it is important to note
that the quantum dot was not necessarily depleted at Vg ≈ −7 V; and that the
Fermi level at Vg ≈ 0 V was not necessarily aligned with the conduction-band
edge in wurtzite, see the illustration in Figure 2.5. When the Fermi level ap-
proached the top of the barriers, additional transport processes, such as higher
order tunneling and thermionic emission, was dominating the transport. How-
ever, by counting the oscillations between these points in gate voltage, a lower
limit of the electron concentration in the quantum dot can be extracted. For
details on the estimation, see Paper I.

2.8 EBL-defined seed particles for nanowire
growth

2.8.1 Limitations in nanowire growth using aerosol particles

When developing advanced quantum dot-structures it is important to be able
to tune the geometry with high control during epitaxial growth. For the
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Figure 2.5: Conductance (G) as a function of gate voltage (Vg). The color cod-
ing indicates that this graph consists of several individual measurements merged to-
gether. The inset illustrates alignment of the conduction-band edge (ECB) with the
Fermi level (EF ) at the point where the Coulomb oscillations cease at approximately
Vg = 0 V.

nanowire devices studied in this work, two different sets of Au aerosol particles,
with approximate diameters of 40 nm and 30 nm, respectively, were used as
seed particles to enable growth. These particles were randomly distributed
on the growth substrate with an approximate areal density of 1 μm−2, see
Figure 2.6(a). In terms of seed particles, there are two important factors
contributing to a variation of the nanowire and quantum dot geometry. First,
the nominal variation in diameter of the seed particles (2 − 3 nm) gives rise
to a variation in diameter of the nanowires. In addition, the difference in
diameter also affects the length of different segments in the nanowire since
the growth rates are roughly inversely proportional to the diameter of the
seed particle, resulting in shorter segments for larger particle diameters. One
should also note that the diameter affects the growth window for the different
crystal phases [59]. Second, the spread in the areal density of the seed particles
gives a variation in the length of the nanowire segments due to competition for
material during growth. Nanowires located where the areal density of the seed
particle is nominally lower, experience a higher concentration of precursors,
giving rise to a faster growth rate.

2.8.2 Arrays of seed particles

Using arrays of seed particles for nanowire growth increases control and re-
producibility of the dimensions. The fabrication process of electron beam
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Figure 2.6: SEM images: (a) Au aerosol particles with a diameter of 39 (±5.5 nm
and an areal density of 0.87 μm−2 (Image contribution: Robert Hallberg). (b) and
(c) Low and high resolution images of EBL-defined Au particles with a 1 μm pitch
and a diameter of approximately 25 nm. For exposure, VOYAGER High speed EBL
from Raith with 50 kV acceleration voltage and 3 fC dose was used. (d) Overview
image of a sample after nanowire growth with square fields with different particle
sizes. (e) A zoomed-in view of nanowire arrays.

lithography (EBL)-defined seed particles follows roughly the same steps as
the contact fabrication. (1̄1̄1̄)-oriented InAs substrates identical to the ones
used for the aerosol particles were employed for EBL-defined particles. Here,
a clean substrate was vital before starting the process of depositing resist
(ARP 6200.09). After EBL exposure and development of resist, 20 nm Au
was evaporated on the substrate. Figures 2.6(b) and (c) show SEM images of
the resulting particles after the lift-off was complete.

In contrast to the random distribution of aerosol particles on the substrate,
an exact pitch can be defined when designing the EBL pattern. Here, a
hexagonal pattern with a pitch of 1 μm was used. Having equidistant particles
resulted in a more equal precursor concentration at all particle sites within a
certain distance from the edge of the pattern, and thus more uniform quantum
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dot dimensions.

As mentioned above, the size of the particles is of utmost importance. A
sample containing different particle sizes was designed in order to optimize the
process of obtaining nanowires with suitable quantum dot geometries. Here,
different electron doses in the point-exposure mode were used to vary the
particle sizes. Figure 2.8(d) displays such a sample after nanowire growth.
The lower left corner, with the lowest electron dose of 1 fC, did not result
in high quality arrays and thus exhibited no nanowire growth. Figure 2.8(e)
shows an image of one region with successful nanowire growth.

2.9 Nanowire device fabrication

This section will give a description of the processing involved in fabrication
of single nanowire devices for transport measurements. First, the nanowires
were mechanically transferred from the growth substrate to a measurement
substrate. In the case of nanowires grown from aerosol particles, the tip of
a cleanroom tissue paper was used in the transfer process. Whereas in the
case of nanowires grown from arrays, a micro-manipulator tool was used for
increased control during the transfer process [63]. The measurement substrate
was a degenerately n-doped silicon chip covered with a 110-nm thick layer of
thermally grown SiO2, and had predefined Au pads, EBL-alignment markers
and coordinate system, see Figures 2.7(a) and (b). The back of the substrate
was covered with Au and functioned as a global back-gate during electrical
measurements.

2.9.1 The measurement substrate

The measurement substrates were fabricated using standard EBL and UV-
lithographic techniques, starting from a 2" silicon wafer. A photo of such a
wafer after the completion of the fabrication process is shown in Figure 2.7(c).
The wafer was subsequently cleaved into approximately 3 mm by 6 mm chips
using a semi-automatic scriber.
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(b) (c)(a)

Figure 2.7: (a) Optical microscope image of a "gap" where the number 1 indicates
the origin of the coordinate system. The four L-shaped markers were located 20 μm
from the origin in both the y- and x-directions. The distance between the small
dots was 2.5 μm. (b) Optical microscope image of a single measurement substrate
containing 24 "gaps" with Au pads and leads. (c) Photo of a 2" Si wafer, containing
several measurement substrates, after completing the processing.

2.9.2 Fabrication of source, drain and side-gate contacts

After deposition of nanowires on the measurement substrate, suitable device
candidates were located using low-resolution SEM imaging, see Figure 2.8(a).
There images were later imported into a LabVIEW program developed by
Claes Thelander [64] to semi-automatically create design files used in the EBL
exposure, see Figure 2.8(b). Figure 2.8(c) shows the original SEM images with
a superimposed contact design.

Figure 2.9 shows the different processing steps involved in defining source
and drain contacts on nanowires. After deposition of nanowires on the mea-
surement substrate, see Figure 2.9(a), and the SEM imaging described above,
the measurement substrate was spin-coated with EBL-resist (polymethyl metha-
crylate, PMMA 950 A5) and baked on a hotplate for 10 min, see Figure 2.9(b).
Subsequently, the design files created in LabVIEW were used to define the
contacts using EBL [Figure 2.9(c)]. PMMA is a positive resist at moder-
ate exposure doses, meaning that during development the areas exposed to
the electron beam will dissolve [Figure 2.9(d)]. Next, O2-plasma ashing and
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Chapter 2. The nanowire device - design and fabrication

(a) (b) (c)

Figure 2.8: (a) Low-resolution SEM image of a nanowire selected for contact pro-
cessing. (b) Visualization of the design file used in the EBL exposure. (c) The original
SEM image with the design file superimposed. The L-shaped structure is a part of
the coordinate system on the measurement substrates that enables alignment of the
contacts.

chemical wet etching were performed to remove resist residue and native ox-
ide, respectively, on the exposed nanowire areas. In the work presented here,
HCl(37% bulk solution):H2O (1:20) was used in the etching process for all
samples to keep the processing identical, since it is suitable for both InAs and
GaSb surfaces. It is worth noting that sulphur passivation (NH4Sx at elevated
temperature), which is commonly used for obtaining good ohmic contacts on
wurtzite InAs nanowires, resulted in an increased electron concentration and
undepletable devices when used on the InAs crystal phase quantum dot de-
vices. In the next step, the sample was covered with a thin layer of metal
(Ni/Au or Ti/Au) [Figure 2.9(e)] by physical vapor deposition prior to lift-
off in hot acetone [Figure 2.9(e)]. Finally, the pre-fabricated gold pads and
thus the nanowire devices were connected to macroscopic voltage sources and
measurement equipment by means of metallic wire bonds that were mounted
using a semi-automatic wire-bonding machine.

2.9.3 Fabrication of top-gate contacts

As a step in the development of the InAs/GaSb core-shell structures, local
top-gates have been used to probe the interplay of electrons and holes in
one-dimensional structures, such as reported by Namasi et al. [26]. Here, a
stronger gate coupling to the nanowire was obtained by connecting the top-
gate and the global back-gate. However, the additional non-native oxide cov-
ering the nanowire when the top-gate design was used, introduced additional
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lift-off
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Figure 2.9: Schematic illustration of the processing steps involved when defining
metal contacts on nanowires. (a) Nanowires were deposited on a measurement sub-
strate. (b) The substrate was spin-coated with EBL-resist. (c) The contact design
was projected onto the sample using electron-beam writing. (d) The exposed regions
dissolved during resist development. (e) A thin layer of metal was evaporated on
the substrate. Here, two metals were used, a very thin layer of Ni or Ti for better
adhesion, followed by gold.

surface-charge states which could affect the electric properties of the system.
The top-gates were fabricated in a similar manner as the source and drain

contacts. When the processing of source and drain contacts was complete, re-
sist residues were removed in a second O2-plasma etching step. Subsequently,
an HfO2 gate oxide layer (7 nm) was deposited using atomic layer deposition
(ALD). Next, windows in the oxide layer were created using focused ion beam
milling in order to connect the EBL defined gate-contacts to the predefined
Au pads on the measurement substrate. Finally, the EBL and metallization
processes described in Figure 2.9 were repeated to create the gate contacts.
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Chapter 3

Single quantum dots

This chapter provides an introduction to charge and spin transport in sin-
gle quantum dots. The commonly used characterization tool, the Coulomb
charge stability diagram, is introduced, starting from the constant interaction
model. Experimental data from transport in both the many-electron and the
fully depletable few-electron regimes is presented. Furthermore, both first-
and second-order tunnel processes are addressed as well as the effect of the
quasi-one-dimensional properties of the semiconductor leads on the transport.
Finally, spin-related phenomena such as the Zeeman effect and spin-orbit inter-
action are introduced.

3.1 Quantization effects

There are two aspects leading to the quantization of the electron transport
via quantum dots. First, the quantized nature of the electron charge together
with the electrostatic Coulomb interaction between the electrons in the quan-
tum dot give rise to a quantization effect. The change in the electrochemical
potential needed to overcome this quantization energy, and add an electron to
the quantum dot, is called the charging energy (EC). The charging energy in-
creases for decreasing quantum dot sizes. Second, quantum confinement gives
rise to a single-particle energy level separation (EΔ), which is inversely pro-
portional to the square of the length of the system in the direction where the
system is largest and to the effective mass (m∗) of the charge carriers in the
material. In the artificial atom picture, the single-particle energy levels are
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Chapter 3. Single quantum dots

sometimes referred to as orbitals, and these expressions are used interchange-
ably in this thesis. Typically, it is said that quantum confinement effects start
to become important when the de Broglie wavelength (≈ Fermi wavelength)
λF = h/

√
(2m∗EF ) of the electrons is comparable to the size of the system.

Here, EF is the electrochemical potential, or the so-called Fermi level of the
system. Although the Fermi wavelength depends on the Fermi level, as an
indication of the magnitude, Fermi wavelengths between 22-33 nm [65] and
17-22 nm [66] have been reported for non-intentionally doped InAs nanowires.
However, it should be noted that the temperature (T ) plays an important
role; the quantization effect becomes detectable when kT < EΔ, EC , where k

is the Boltzmann constant.

3.2 Constant interaction model

A widely used simple model to describe the energetics of quantum dots is the
constant interaction (CI) model [29]. In the CI model, two assumptions are
made; first, the interactions of electrons in the quantum dot and the surround-
ing electrons are assumed to be parameterized by one constant capacitance,
the self-capacitance. Second, the quantum dot orbitals are assumed not to de-
pend on the number of electrons (N) in the quantum dot. These assumptions
are crude approximations when the quantum dot is populated with only a few
electrons. In the few-electron limit, the capacitance is no longer a geometrical
property due to the poor screening in the quantum dot, and is instead strongly
dependent on N and the specific potential landscape, such as charged surface
states [29, 67]. However, the CI model is useful for estimating energy scales
even in the few-electron regime. This section derives the change in electro-
chemical potential of the quantum dot required to add an electron, based on
Refs. [68, 69].

Figure 3.1(a) shows a schematic illustration of the equivalent circuit for the
quantum dot used in the CI model. Here, the quantum dot is tunnel-coupled
to the source (Cs, Rs) and drain (Cd, Rd) contacts and capacitively coupled to
the gate contact (Cg). In general, the charge on a conductor i (quantum dot)
surrounded by m conductors (source, drain and gate contacts) is given by

Qi =
m∑

j=0
CijVj , (3.1)
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3.2. Constant interaction model

where Cij is the capacitance between the quantum dot i and contact j, and
Vj is the electrostatic potential of the contact j. If the quantum dot is defined
as i = 0, the electrostatic potential of the quantum dot can be written as

V0(Q0) =
1

CΣ

⎛
⎝Q0 −

m∑
j=1

C0jVj ,

⎞
⎠ , (3.2)

where the self-capacitance (C00 ≡ CΣ) is equal to the negative sum of all
capacitances to the quantum dot due to charge neutrality (

∑m
j=0 C0j = 0).

Here, the electrostatic potential from the charge in the quantum dot when
source, drain and gate electrostatic potentials are zero have been omitted.
The total electrostatic energy of a quantum dot charged with N electrons
(Q0 = −eN) at fixed Vj is

U(N) =
∫ −eN

0
V0(Q0)dQ0 =

e2N2

2CΣ
+ eN

⎛
⎝ m∑

j=1

C0j

CΣ
Vj

⎞
⎠ . (3.3)

In order to obtain the total energy (E(N)) of the quantum dot, the discrete
values of the single-particle energy (εi) due to quantum confinement must
be considered. Since these energies are assumed to be constant, hence inde-
pendent of N , they are simply added to the electrostatic energy (given that
εi < εi+1)

E(N) =
N∑

i=1
εi + U(N) =

N∑
i=1

εi +
e2N2

2CΣ
+ eN

⎛
⎝ m∑

j=1

C0j

CΣ
Vj

⎞
⎠ . (3.4)

Next, the electrochemical potential (μN ), defined as the change in the
total energy of the quantum dot when adding the Nth electron to it, can be
deduced according to

μN = E(N) − E(N − 1) = εN +
e2

CΣ

(
N − 1

2

)
− e

⎛
⎝ m∑

j=1
αjVj

⎞
⎠ , (3.5)

where the lever arm αj = −C0j

CΣ
of contact j is introduced. Here, αg is the

gate-lever arm and can be used to translate the gate voltage to the energy scale
of the induced shifts of electrochemical potential in the quantum dot. Finally,
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Figure 3.1: (a) Schematic illustration of the equivalent circuit used to describe
a single quantum dot in the CI model where source and drain (gate) are tunnel
(capacitively)-coupled to the quantum dot. (b) Schematic diagram of the electro-
chemical potential levels of a single quantum dot coupled to source and drain electro-
chemical potentials (μs and μd) in the Coulomb blockade regime. Here, the quantum
dot has a constant occupation of N − 1 electrons. A small bias (Vd) is applied as
indicated by the blue shaded area. The electrochemical potential levels in the quan-
tum dot can be shifted relative to μs and μd by tuning the gate voltage (Vg). (c)
The Coulomb blockade is lifted when the electrochemical potential level μN enters
the bias window and the electron occupancy in the quantum dot alternates between
N − 1 and N .

the addition energy (Eadd(N)) is introduced as the change in electrochemical
potential when adding the Nth electron to the quantum dot

Eadd(N) ≡ ΔμN = μN − μN−1 = εN − εN−1 +
e2

CΣ
. (3.6)

This can be written in a more condensed manner,

Eadd(N) = EΔ(N) + EC , (3.7)

where the spacing of the single-particle energy levels (EΔ(N)) is the chemical
contribution and the charging energy (EC = e2

CΣ
) is the electrostatic contribu-

tion.
Figures 3.1(b) and (c) show schematic illustrations of the electrochemical

potential diagram of a quantum dot tunnel-coupled to source and drain elec-
trodes. In (b), no electrochemical potential level in the quantum dot is aligned
with the bias window (indicated as a blue shaded area) and the system is in

28



3.2. Constant interaction model

the so-called Coulomb blockade regime, where no single-electron tunneling
processes are allowed. However, the electrochemical potential levels can be
shifted electrostatically by means of the gate. In (c), an electrochemical po-
tential level is aligned with the bias window, leading to a current through the
quantum dot due to a sequential tunneling of electrons. This means that the
current can be turned ON and OFF by tuning the potential on the gate, just
like a transistor, and such a device is in fact called a single-electron transistor.

There are two conditions that need to be met in order to observe single-
electron tunneling due to the quantized nature of the electron charge:

1. Rt > h
e2 = 25.8 kΩ, i.e., the tunnel resistance per barrier (Rt) must be

smaller than the quantum resistance. This condition is necessary for the
energy uncertainty to be smaller than EC , leading to localized states in
the quantum dot. A simple, intuitive motivation of the condition can
be made using the Heisenberg uncertainty principle; the fluctuations of
the electron population in the dot due to tunneling must occur on a
smaller time scale than the measurements (∼ charge/current), which
gives a lower boundary for the time to charge/discharge the dot Δt =
RtCΣ. From this, the given condition on Rt can be extracted from the
Heisenberg uncertainty principle: ΔEΔt � h [(e2/CΣ)RtCΣ � h] [29].

2. e2

CΣ
= EC > kT to prohibit thermal smearing of the Coulomb blockade.

In addition, if Vd < EC
e = e

CΣ
, only events where an electron tunneling into

the dot, followed by an electron tunneling out of the dot prior to a second
electron tunneling into the dot, are allowed. However, if EΔ < EC , several
single-particle energy levels can contribute to the electron transport, but if
Vd < EC

e , this merely affects the tunnel probability due to the extra tunnel
channels, and not the number of electrons tunneling into the dot before an
electron tunnels out.

The quantization of the electrochemical potential in the quantum dot re-
sults in an oscillating current level (Id) through the system when sweeping the
gate voltage (Vg) at small bias (Vd), referred to as Coulomb oscillations, see
Figure 3.2. The frequency of the oscillations is dependent on the quantum dot
size. In the case of the longer quantum dot in (a), the frequency is constant,
indicating a dominant electrostatic contribution to the addition energy with
no detectable quantum confinement effect, thus Eadd = EC . However, in
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Figure 3.2: Conductance (G) as a function of gate voltage (Vg) recorded for InAs
nanowire devices containing: (a) a longer quantum dot (LQD = 81 nm, D = 78 nm)
and (b) a shorter quantum dot (LQD = 27 nm, D = 71 nm), where LQD and D are the
quantum dot length and diameter, respectively. The measurements were performed
at Vd = 0.36 mV and T = 4.2 K.

the case of the smaller quantum dot in (b), where the radius ≈ 35 nm is the
larger dimension, an odd-even pattern of the peak spacing is seen. This is
typical for systems where the spin-degenerate quantized single-particle energy
levels are resolved. Here, Eadd = EΔ + EC for populating a single-particle
energy level with the first electron (odd N) and Eadd = EC for populating
the same single-particle energy level with a second electron of opposite spin
(even N). In addition, Figure 3.2 shows that EC increased when the geo-
metrical dimensions of the quantum dot decreased (increase in confinement).
This quantum dot-size reduction was also reflected in a decrease of Cg. Fur-
thermore, gate-voltage dependence in the amplitude of the Coulomb peaks
was seen. This dependence was due to both the energy-dependent density of
states in the quasi-one-dimensional semiconductor leads and a variation in the
tunnel-coupling between different states in the quantum dot and conducting
subbands in the leads.
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3.3. Coulomb charge stability diagram

3.3 Coulomb charge stability diagram

In order to characterize the electron transport through a quantum dot in de-
tail and extract parameters such as EC , EΔ and Cg, a so-called Coulomb
charge stability diagram can be recorded. Figure 3.3 shows an illustration of
such a two-dimensional intensity diagram where the differential conductance
(dId/dVd) is typically plotted as a function of source-drain bias (Vd) and gate
potential (Vg). In Figure 3.3, each transition via a state in the quantum dot
is associated with a "V"-shaped black line, which corresponds to a change in
conductance. Here, a negative slope means that the electrochemical potential
of the particular state in the quantum dot is aligned with μs and a positive
slope indicates that the electrochemical potential of the state is aligned with
μd. "V"-shapes associated with different transitions (via subsequent ground
states) define the borders of the so-called Coulomb diamonds (white regions),
which correspond to regions where no single-electron tunnel processes are al-
lowed and where the electron occupation (N) in the quantum dot is fixed.
This situation is referred to as Coulomb blockade. Here, transport via excited
states and second-order tunneling have been neglected in the discussion, and
are instead addressed in Section 3.6.

Now follows a detailed discussion of electrochemical-potential alignment
at different points in the stability diagram. Starting from the bottom, the
large, non-closing Coulomb diamond indicates a quantum dot fully depleted of
electrons (N = 0). By increasing Vg, the electrochemical potential level of the
first state in the quantum dot aligns with the electrochemical potentials of the
source and drain at point (A) (Vd = 0 V) and the black lines originating from
this point (defining the adjacent diamonds) are associated with permission of
transport via the first orbital in the quantum dot. In the light blue areas,
only one electrochemical potential level is situated in the bias window and
the transport is of the single-electron type. Here, the electron occupation
in the quantum dot fluctuates between N and N + 1. The lines defining the
dark blue areas are associated with an onset (offset) of two-electron transport.
Here, two electrochemical potential levels are in the bias window allowing two
electrons to tunnel into the dot before one electron tunnels out.

Moving towards more positive Vg, in point (F), the second electrochemical
potential level in the quantum dot is aligned with the electrochemical poten-
tials of the source and drain. As for point (A), the black lines originating
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Figure 3.3: Schematic illustration of a charge stability diagram (spin-degenerate
system) where the black lines indicate a change in the conductance (Id/Vd) as a
function bias (Vd) of gate voltage (Vg). Here, the source is grounded and the drain is
voltage biased. Within the white areas, the so-called Coulomb diamonds, the system
is in Coulomb blockade, hence, the electron population in the quantum dot is fixed.
In the light (dark) blue areas, one (two) energy level(s) in the quantum dot is (are)
located in the bias window. Electrochemical-potential diagrams at different points
(A - J) in the transport process are illustrated.
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3.4. Transport in many-electron quantum dots

from point (F) (defining the adjacent diamonds) are associated with the onset
(offset) of transport of a second electron in the quantum dot. However, this
transport involves the same single-particle energy level as in (A) but with op-
posite spin. This odd-even pattern of small and large Coulomb diamonds is
typical for a spin-degenerate system with EC ∼ EΔ > kT . If EC >> EΔ, the
charge diagram would consist exclusively of smaller diamonds.

From the height of the diamonds, measured from Vd = 0 V, values for
Eadd can be extracted, see Figure 3.3. In the case of the smaller diamonds
Eadd = EC and, assuming constant EC within an orbital, EΔ can be estimated
from the height of the larger diamonds using Eadd = EC + EΔ (Eq. 3.7). In
addition, EΔ can also be directly extracted from the diamond-intersection
points of conduction lines associated with transport involving excited sates;
this is discussed further in Sections 3.5 and 4.5. Furthermore, Cg = e

ΔVg
can

be determined from the width (ΔVg) of the smaller diamonds.
Symmetric diamonds shown here are typical for systems where the source

and drain capacitances are similar in magnitude, and dominating the system
(Cs ≈ Cd > Cg), which is often the case for back-gated quantum dots in
nanowires. The expressions for the slopes of the diamond edges noted in
Figure 3.3 can be derived from Eq. 3.5, in a similar manner as in Ref. [69].
However, here, asymmetric biasing has been assumed where Vs is grounded, see
Figure 3.1(a). Assuming Cs ≈ Cd > Cg, the gate lever arm can be extracted
from the height and width of a diamond:

eΔVg =
EC

αg
, (3.8)

where ΔVg is the width of one diamond at Vd = 0 V and

αg =
ΔVd

ΔVg
. (3.9)

3.4 Transport in many-electron quantum dots

By tuning the geometrical dimensions of the quantum dot and electrostatic
potential via gate electrodes, the electron population of the quantum dot can
be controlled. A system is considered to be in the many-electron regime when
the electron population is in the limit where electron screening results in an
orbital-independent charging energy (EC). Paper I, describes the investigation
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Figure 3.4: (a) Charging energy (EC) as a function of 1
D2 , where D is the quantum

dot diameter. (b) Gate capacitance (Cg) as a function of length of the quantum dot
segment: experimental (blue) and analytical (black) data. The red lines are linear
fits to the experimental data.

of the relation between parameters such as the charging energy (EC) and gate
capacitance (Cg), and the dimensions of the quantum dot in the many-electron
regime, see Figure 3.4. The motivation for this was to verify that it was in-
deed the wurtzite barriers that defined the quantum dot. In Figure 3.4(a),
EC increases linearly with respect to 1

D2 , where D is the quantum dot di-
ameter. This is typical for disc-shaped quantum dots where the source and
drain capacitances dominate (EC = e2

CΣ
). In a simple picture one would also

expect a linear trend of extracted Cg in Figure 3.4(b). However, Device B has
a somewhat higher value of Cg than the linear trend, which can be explained
by the larger diameter of the nanowire leading to a higher capacitance to the
gate. The analytical result for Cg, obtained using an infinite-cylinder-on-a-
plane type of model [45], agreed rather well with the experimentally extracted
values, particularly in the case of Device A which was the longest quantum
dot. However, a discrepancy was seen in the case of the three shorter devices,
which can be explained by non-neglectable fringe capacitances at the tunnel
barriers. For details on the analytical method, see Paper I and Ref. [70].

Signatures of almost orbital independent charging energy (Ec ≈ 4 meV)
over a large back-gate region is visible in the Coulomb charge stability diagram
[Figure 3.5] recoded in the many-electron regime for a quantum dot of similar
axial length as device D in Figure 3.4. The single-orbital energy separation
was estimated to be ∼ 1 − 2 meV from EΔ = Eadd − Ec. In addition to the
Coulomb blockade patterns, positive conductance lines running perpendicular
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Figure 3.5: Coulomb change stability diagram in the many-electron regime showing
the differential conductance (dId/dVd) as a function of source-drain bias (Id) and back-
gate (Vg) recorded at an approximate electron temperature of 150 mK. The quantum
dot diameter was ∼ 100 nm and the axial length was ∼ 20 − 30 nm. ΔN indicates
the change in the number of electrons (N) populating the dot. The charging energy
(EC) and the addition (Eadd) were extracted from the height of the diamonds with
odd and even ΔN , respectively. Two conductance lines originating from transitions
via excited states are indicated with arrows. Dashed lines have been added to guide
the eye at the ΔN = 10 − 11 transition.

to the diamond edges, corresponding to the onset of tunnel transport via
excited states, are visible in Figure 3.5, and indicated with arrows. Here, the
transport was still sequential, however the tunneling could occur either via the
ground state or the excited state, resulting in an increase in tunnel probability
and hence in conductance. Transport via excited states is addressed in more
detail in Section 3.6. Furthermore, both positive and negative differential
conductance lines appeared due to fluctuations in tunnel-coupling between
lead- and quantum-dot states, which is further discussed in Section 3.4.1.

3.4.1 Lead states

In the Coulomb stability diagrams in Figures 3.5 and 3.6(d), peaks in dif-
ferential conductance not involving modulation of the quantum dot states
are clearly visible as lines/stripes running outside of the blockade regions.
These variations arose from gate modulation of the one-dimensional energy
subbands in the semiconductor leads. When tuning the gate potential, the
coupling strength between different lead states and the quantum dot states
became modulated. This modulation is reflected as an increase (blue) or de-
crease (red) of the conductance in the system. Such signatures are commonly
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observed in quantum dot systems with semiconductor leads. However, in
quantum dot systems with metal leads, these effects are not visible due to the
absence of gate modulation of the lead-density of states.

3.5 Transport in few-electron quantum dots

When the quantum confinement of the quantum dot is increased further, the
electron population can be controlled down to a completely depleted quantum
dot. In this limit, typically referred to as the few-electron region, the charging
energy is highly orbital-dependent. Few-electron quantum dots are desirable
for studies on few-electron Coulomb interaction, spin- and correlation effects.

One major issue when approaching depletion of quantum dots with nanowire
leads by electrostatic gating is that also the electron concentration in the
quasi-one-dimensional leads becomes reduced, and formation of unwanted se-
rial quantum dots may appear [67]. This is especially prominent in nanowires
of the wurtzite crystal phase where the electron concentration is lower than
for zinc blende. Multi-dot formation can be avoided by a strong axial con-
finement which results in the energy states of the quantum dot shifting up as
compared to the lead states.

Experimental data from a strongly confined quantum dot is shown in Fig-
ure 3.6(a), where full depletion is confirmed by the abrupt drop in conductance
as the back-gate voltage decreases. In the few-electron regime, sweeping the
gate potential towards more negative values did not only affect the electron
population in the quantum dot, but also substantially modulated the confin-
ing potential and shifted the spatial extension of the quantum dot towards
the top part of the nanowire cross section, as illustrated in Figure 3.6(b). The
Coulomb charge stability diagram [Figure 3.6(d)] also shows the signature of
a depleted quantum dot in the non-closing of the N = 0 blockade region.
When populating the quantum dot, by increasing the back-gate voltage, the
typical odd-even pattern of the Coulomb diamonds appears, characteristic
of spin-degenerate orbitals. Here, the height of the small diamonds directly
give the charging energy for the states with odd N , whereas for the states
with even N the diamond height together with the energy extracted from
the excited-state lines (indicated by arrows) are used to obtain the charging
energy. Furthermore, cotunneling involving the excited state is seen in the
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Figure 3.6: (a) Conductance (G) as a function of back-gate (Vg) for a strongly
confined quantum dot with axial extension of (∼ 5 nm.) and a diameter of ∼ 80 nm.
(b) Illustration of the spatial extension of the quantum dot (QD, dark blue) in the
nanowire cross section when a negative gate potential is applied. (c) Extracted ad-
dition energy (Eadd), charging energy (EC) and single orbital energy spacing (EΔ).
(d) Coulomb charge stability diagram in the few-electron regime showing differential
conductance (dId/dVd) as a function of source-drain bias (Id) and back-gate (Vg)
recorded at an approximate electron temperature of 150 mK. The red arrows indicate
the conductance lines associated with transport involving the excited state.

even-N Coulomb-blockade diamonds. The cotunneling process is discussed
further in Section 3.6. As seen in Figure 3.6(c), the quantum dot exhibited
strong quantum confinement, and both the orbital spacing and charging en-
ergy varied between states. A maximum single-orbital spacing of the first and
second orbitals of close to 30 meV was measured for this type of nanowire
quantum dot device.

3.6 Transport via excited states and cotunneling

In addition to sequential tunneling via ground states, also sequential tun-
neling via excited states and higher-order (in tunnel coupling) tunneling can
contribute to transport in quantum dot devices. The latter, also called cotun-
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neling, involves coherent tunneling events of several electrons [71, 72]. Fig-
ure 3.7 shows a sketch of a Coulomb blockade diamond where the different
tunnel processes are indicated.

First, the sequential tunneling via excited states is addressed. This process
occurs outside of the blockade regions (diamonds) when an excited state enters
the bias window, as illustrated by marker A in Figure 3.7. Here, the bias
window is not large enough to allow sequential addition of two electrons into
the dot, however, the addition of an extra transport channel gives rise to a
peak in the differential conductance, and thus a line in the stability diagram.

In contrast to the previous case, cotunneling can occur in the blockade
regions. Here, the "blockade" refers to a blockade of single-electron tunneling.
Cotunneling involves correlated tunneling events of several electrons, with
an intermediate, energetically forbidden state, or virtual state. The virtual
state is allowed if the tunneling time scale is shorter than the time scale in
the Heisenberg uncertainty principle. Thus, the prevalence of cotunneling
is strongly dependent of the quantum dot-to-source/drain coupling strength.
Cotunneling is divided into elastic and inelastic processes. Elastic cotunneling
involves the ground state, and can occur at any source/drain bias. This process
is indicated by the B-marker in Figure 3.7. When increasing the source/drain
bias corresponding to the energy separation of the ground and excited states,
an onset of inelastic cotunneling occurs, see Figure 3.7 panel (C) and (D).
Although the total energy of the system is conserved, the quantum dot starts
in the ground state and ends up in an excited state, hence the name inelastic.
If the excited state is located in the bias window, as in panel (C) in Figure 3.7,
the cotunneling event ends with the possibility of a sequential tunneling event.
This is called cotunneling-assisted sequential tunneling [73, 74]. However, if
the excited state is located below the bias widow, as in panel (D), sequential
tunneling is not allowed.

In the cotunneling process described above, the spin does not play a crucial
role. However, if a spin-degenerate state in the quantum dot is populated
with one spin and the coupling between the dot and the leads are strong, a
many-body singlet state of the spin on the dot and delocalized spins in the
leads can form. The tunneling process of this state gives rise to a zero-bias
conductance peak in the diamond and a spin-flip of the quantum-dot state.
This phenomena is referred to as the Kondo effect [75–78].

38



3.6. Transport via excited states and cotunneling

A

So
ur
ce

D
ra
in

Vg

Vd

A μN+1

So
ur
ce

D
ra
in

μN+1

So
ur
ce

D
ra
in

μN+1

So
ur
ce

D
ra
in C

D

C μN+1

μN μN
μN

μN

So
ur
ce

D
ra
in

μN+1

μN So
ur
ce

D
ra
in

μN+1

μN So
ur
ce

D
ra
in

μN+1

μN

So
ur
ce

D
ra
in

C

D
μN+1

μN

So
ur
ce

D
ra
in

μN+1

μN

So
ur
ce

D
ra
in

μN+1

μN

So
ur
ce

D
ra
in

μN+1

μN

So
ur
ce

D
ra
in

B B μN+1

So
ur
ce

D
ra
in

μN+1

So
ur
ce

D
ra
in

μN+1

μN μN
μN

(1) (2)

(1) (2)

Figure 3.7: Sketch of a Coulomb-blockade diamond with an electron population
of N . Four different tunneling processes are indicated in the stability diagram and
illustrated by schematic electrochemical-potential diagrams (A)-(D), where ΔE is
the energy difference between the levels; (A) Sequential tunneling via the ground
or excited state. (B) Elastic cotunneling, allowed inside the whole Coulomb dia-
mond. In (B)-(D) the energetically forbidden, virtual states are indicated with green
dashed boxes. (C) Inelastic cotunneling with cotunneling-assisted sequential tunnel-
ing allowed in the regions with blue shading in the Coulomb diamond. (D) Inelastic
cotunneling without cotunneling-assisted sequential tunneling, allowed in the gray
regions in the Coulomb diamond.
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Chapter 3. Single quantum dots

3.7 Zeeman effect in few-electron quantum dots

In an external magnetic field (B), the spin-degenerate orbital states split into
two separate energy states. At moderate B-fields, the energy separation can
be described by the difference in the linear Zeeman energy ΔEz = (s↑ −
s↓)|g∗|μBB, where s↑ = 1

2 and s↓ = −1
2 are the spin states of the electrons, g∗

is the effective g-factor (which can be orbital dependent) and μB is the Bohr
magneton [32, 79].
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Figure 3.8: (a)-(c) Coulomb charge stability diagrams showing differential con-
ductance (dId/dVd) in log-scale for the first four electrons (N = 1-4) as a function of
source-drain bias (Id) and back-gate (Vg) recorded at different external magnetic fields
(B) perpendicular to the substrate. Sloped conductance lines inside the Coulomb di-
amonds were attributed to elastic cotunneling, where the slope of the lines was due
to the gate-induced modulation of the coupling between the quantum dot and the
lead states. (d) Sketch of an odd-N Coulomb diamond where the |g∗|-factor was
extracted from the onset of inelastic cotunneling using the Zeeman energy (Ez). (e)
The B-field evolution of the onset of inelastic cotunneling. (f) The |g∗|-factor for the
three first orbitals were extracted from the slope of the extracted separation of the
inelastic cotunneling onset (2ΔEz) as a function of B.
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3.8. Spin-orbit interaction and anisotropic |g∗|-factor

In bulk semiconductor structures, the g∗-factors typically differ from the
value of the free electron (+2), and are in many cases negative [g∗ = -14.8
(InAs), -7.8 (GaSb)] [80, 81]. This renormalization is due to the spin-orbit
interaction (SOI) coupling the spin and orbital-angular momentum, leading
to a momentum-dependent Zeeman energy [82]. The resulting g∗-factor varies
greatly for different crystal-phase orientations [83, 84], degrees of quantum
confinement [85–89] and orbitals [90–93]. The SOI and anisotropy of the g∗-
factor are discussed further in Section 3.8.

|g∗|-factors are commonly extracted from the magnetic field evolution of
the quantum dot states as a function of gate potential or source/drain bias [91].
However, another method is to use the B-field dependent onset of inelastic
cotunneling in the odd populated diamond [94], see Figure 3.8. Here, the
ground and excited states involved in the cotunneling are the Zeeman split
spin-up and spin-down states. This method is used to extract the |g∗|-factors
for the three first orbitals [Figure 3.8] in the strongly confined quantum dot
discussed in Figure 3.6. In contrast to other reports [90, 91], we saw no
apparent orbital dependence of the |g∗|-factors.

3.8 Spin-orbit interaction and anisotropic
|g∗|-factor

An electron moving in an electric field will experience an effective magnetic
field which will act on the magnetic moment (spin) of the electron. This results
in an effective coupling between the orbital motion and spin, referred to as the
spin-orbit interaction (SOI). The SOI can be introduced in the Schrödinger
equation as a relativistic correction: HSO = −(�/4m2c2)(σ · p × ∇V ), where
m and c are the electron mass and the speed of light, σ is the Pauli operator,
p is the momentum operator and V is the potential [95]. In atoms, the SOI
appears as a consequence of the electrons moving in the Coulomb potential
from the nucleus, and the effect increases for heavier atoms with stronger
nuclear fields.

In semiconductors there are two distinguishable sources of SOI: one in-
trinsic contribution due to bulk inversion asymmetry (BIA) of the zinc blende
crystal phase, called the Dresselhaus term. The second one, called the Rashba
term, is an extrinsic contribution due to structural inversion asymmetry (SIA)
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Chapter 3. Single quantum dots

Table 3.1: The effective |g|-factors (|g∗|) of the three lowest orbitals (n) for the
magnetic field aligned with the three principal axes of the nanowire.

Orbital |g∗| |g∗| |g∗|
(n) (φ = 0) (θ + θ0 = 0, φ = 90) (θ + θ0 = 90, φ = 90)

1 8.7 8.2 6.6

2 8.8 8.0 6.1

3 8.4 7.7 6.1

arising from asymmetry in the confining potential. This confining potential
asymmetry can be due to heterostructures, external gating and electric fields
at the surface of the system. In quantum dots, the SOI hybridizes states
with different spin and orbitals, such as singlet and triplet states, and assists
non-spin conserving transitions [16]. This is addressed further in Chapter 4.

Furthermore, both BIA and SIA contribute to the renormalization of the
g-factor, and the anisotropic nature of the SOI results in an anisotropic |g∗|-
factor [35, 94, 96–99]. In general, the three-dimensional anisotropy of the
|g∗|-factor can be expressed by a diagonal tensor [92, 94, 96, 97, 100]

|g∗|(B) =
1

|B|
√

(g1B1)2 + (g2B2)2 + (g3B3)2) (3.10)

where g1(2,3) and B1(2,3) are the effective g-factor and magnetic field compo-
nent in the principal axes.

In Figure 3.9, experimental values of the |g∗|-factors (extracted as previ-
ously discussed) as a function of the in-substrate plane angle (θ) for the three
first orbitals (n) are fitted with the phenomenological expression

|g∗|(θ) =
√

(|g1|cos(θ + θ0))2 + ((|g2|sin(θ + θ0))2. (3.11)

Here, θ0 = 33◦ is the offset angle of the nanowire relative to the principal axis
of the B-field. From this analysis, the maximum and minimum |g∗|-factors
coincide with the B-field being respectively aligned with and perpendicular to
the axial direction of the nanowire. Table 3.1 summarize the |g∗|-factors of
the three lowest orbitals for the principal axes of the nanowire.
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Figure 3.9: The effective |g|-factors (|g∗|) of the three first orbitals (n = 1 − 3)
as a function of the in-substrate plane angle (θ). The alignment of the B-field with
respect to the nanowire is illustrated in the insets.
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Chapter 4

Parallel-coupled double
quantum dots

This chapter provides an introduction to charge and spin transport in parallel-
coupled double quantum dots. The focus is on the few-electron regime, includ-
ing the transitions from a fully depleted system to one- and two-electron pop-
ulation of the first orbitals in the system. Also, the implication of hybridized
states on the transport is addressed. Furthermore, the parallel-coupled dou-
ble quantum dot system discussed in Papers III and IV is introduced together
with experimental data. Finally, the tuning of the spin transport is broken
down in more detail.

4.1 Forming double quantum dots - parallel and
serial coupling

Similar to the single quantum dots discussed in Section 2.1, double quan-
tum dots can be realized in various material systems such as by gating pla-
nar GaAs/AlGaAs 2DEGs [101], in carbon nanotubes [102–105] or in self-
assembled quasi-one-dimensional structurers [23]. Here, I highlight two com-
prehensive review papers on the transport physics in serial-coupled double
quantum dots by Hanson et al. and van der Wiel et al. [16, 106].

Double quantum dots are categorized by their tunnel-coupling (Γ) geom-
etry to the source and drain being either parallel- or serial-coupled, as de-
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Figure 4.1: Sketch of (a) parallel and (b) serial tunnel coupling (Γ) of the double
dots (1 and 2) to the source (S) and drain (D). In (b), the grey arrows ΓD(S)1(2)
denote the cotunneling rate, a tunnel process allowed even when the electrochemical
potentials on the two dots are not aligned.

picted in Figure 4.1. There also exist additional coupling geometries that
fall in between these categories [107]. Serial-coupled quantum dots are em-
ployed as building blocks to realize qubits [4] using the possibility of spin
filtering via the Pauli-spin blockade, and is the most studied coupling-type.
For low-biased serial-coupled quantum dots, only the regime where the elec-
trochemical potential of dot 1 and 2 are aligned can be probed by first-order
tunneling spectroscopy. Higher-order tunneling processes can be probed when
only the electrochemical potential of one of the dots is in the bias window.
This type of process is indicated by grey arrows in Figure 4.1. In order to
obtain a full charge stability diagram of the system, charge sensors located in
the vicinity of the double dots are routinely used to detect all types of charge
transitions, including transitions between the two dots.

The parallel-coupling configuration opens the door to full probing of the
first-order tunneling charge transitions with DC-measurements of the current
through the double dot system. Since the work included in this thesis concerns
parallel-coupled quantum dots, the focus will from now on be on this type of
coupling.

Parallel-coupled quantum dots have been extensively studied in the GaAs
system by Hatano et al. [108–111]. However, the low bulk |g∗|-factor (∼ 0.44)
and weak spin-orbit coupling in GaAs limits the possibility to manipulate
and study the evolution of spin states in this system. The same group also
studied parallel-coupled quantum dots in the InAs material system [23, 24].
In addition to a stronger quantization effect, the InAs material system offered
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4.2. The constant interaction model

a larger bulk |g∗|-factor (∼ -14.8) and a stronger spin-orbit coupling.
A similar system as the one described in Paper III and IV was studied in

Refs. [112, 113]. Their devices consisted of side-gated InAs wurtzite nanowires
with quantum dots formed by InP barriers. However, the authors did not
address the formation of parallel-coupled double dots in this system.

4.2 The constant interaction model

In a manner similar to the single quantum dot discussed in Section 3.2, the
electrostatics of the double quantum dot can be described in a purely classi-
cal regime by capacitors using the constant interaction model. An equivalent
circuit of the double dot system is displayed in Figure 4.2(a). The resistances
have been obmitted in the sketch. Both the left (l) and right (r) dots were
capacitively coupled to the global back-gate (CBGl(r)) and the local side-gates
(CL(R)l(r), CL(R)r(l)). The couplings to the source and drain are represented
by a parallel-coupled capacitance CD,l(r), CS,l(r). The additional interdot cou-
pling was parametrized by the capacitance Cm. Nl(r) denotes the electron
population for the left (right) dot. The model presented here is a modified
version based on the physical concepts derived by van der Wiel et al. in [106].
Next, we considered the linear transport regime (VSD ∼ 0), and for the sake
of simplicity the cross capacitances, such as between left (right) dot and right
(left) side-gate or other stray capacitances were assumed to be negligible. The
electrostatic energy of the double dot system can be derived as

U(Nl, Nr) = 1
2N2

l ECl + 1
2N2

r ECr + NlNrVinter

+f(VL, VR),
(4.1)

f(VL, VR) = 1
−|e| [CL,lVL,l (NlECl + NrVinter)

+CR,rVR,r (NlVinter + NrECr)]

1
e2 [1

2C2
L,lV

2
L,lECl + 1

2C2
R,rV 2

R,rECr

+CL,lVL,lCR,rVR,rVinter],

where ECl(r) and e are the charging energies of the left (right) dot and the
elementary charge, respectively, and Vinter is the electrostatic coupling energy,
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thus the change in energy of one dot when an electron is added to the other
dot. These energies can be expressed as

ECl =
e2

Cl

⎛
⎝ 1

1 − C2
m

ClCr

⎞
⎠ , (4.2)

ECr =
e2

Cr

⎛
⎝ 1

1 − C2
m

ClCr

⎞
⎠ , (4.3)

Vinter =
e2

Cm

⎛
⎝ 1

ClCr

C2
m

− 1

⎞
⎠ , (4.4)

where Cl(r) = CL(R),l(r) + CS,l(r) + CD,l(r) + Cm is the sum of the capacitances
to the left (right) dot.

Using the expression for the electrostatic energy (Eq. 4.1), the following
electrochemical potentials of the two dots can be derived

μl(Nl, Nr) ≡ U(Nl, Nr) − U(Nl − 1, Nr)

=
(
Nl − 1

2

)
ECl + NrVinter − 1

|e| (CL,lVLECl + CR,rVRVinter)
(4.5)

μr(Nl, Nr) ≡ U(Nl, Nr) − U(Nl, Nr − 1)

=
(
Nr − 1

2

)
ECr + NlVinter − 1

|e| (CL,lVLVinter + CR,rVRECr) .

(4.6)
Let us first discuss two extreme cases when it comes to the interdot cou-

pling. Negligible coupling Cm = 0 means two capacitively uncoupled quantum
dots. The total energy of the system reduces to the sum of the energies of the
two separate dots. In this case, adding an electron to one dot will not affect
the electrostatics on the other dot. This is illustrated by the straight lines in
Figure 4.2(b), which shows a schematic charge stability diagram of the equi-
librium electron numbers (Nl, Nr) as a function of the side-gate voltages (VL,
VR). Here, the electrochemical potential on the source and drain is defined
as zero in the absence of an applied bias, and the lines indicate a change in
the equilibrium charge numbers in the dots when μl(r) = 0 aligned with μs

and μd. In the other extreme case, where Cm is the dominant capacitance,
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the system is effectively one single big dot with a total charge of Nl + Nr.
A sketch of the charge stability diagram in the single dot regime is shown in
Figure 4.2(c). Here, both side-gates affect the equilibrium electron numbers,
reflected in the straight lines with identical slopes.
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Figure 4.2: (a) Network of resistors and capacitors representing the two parallel-
coupled quantum dots in the constant interaction model. Tunnel barriers connect
both dots to the source and drain. The dots are capacitively coupled to three gates.
(b)-(d) Charge stability diagrams showing the charge transition borders as a function
of the two side gates for: (b) a decoupled double quantum dot, (c) a fully capacitively
coupled double quantum dot (single dot) and (d) an intermediate capacitively cou-
pled double quantum dot (honeycomb diagram). The equilibrium electron numbers
(Nl, Nr) are indicated.
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In the region of intermediate capacitive coupling, the lines indicating a
change in the equilibrium charge numbers in the dots form a honeycomb pat-
tern, see Figure 4.2(d). Adding the cross-capacitances (CL(R),r(l)) modulated
the slopes of the lines further away from the uncoupled case in Figure 4.2(b).
The points connected by the red lines in Figure 4.2(d) are called triple points.
At these points, and along the red lines, the electrochemical potential of the
two dots are aligned. The distance between the triple points is determined by
the interdot charging energy (Vinter). Crossing a red line corresponds to an
electron tunneling from one dot to the other and does not change the total
number of electrons on the double dot. Such a transition can be recorded in
charge-sensing devices used when probing transport in serial-coupled quantum
dots and the line will show in the measurements [16]. However, in parallel-
coupled dots, where the full honeycomb stability diagram for first-order trans-
port can be recorded directly by DC measurements, a charge transition be-
tween the dots will not be detected in the measurements, and thus no line
connecting the triple points will appear.

4.3 Interdot tunnel coupling - hybridization of
states

The previous section discussed the classical aspect of the interdot coupling. In
addition to capacitive coupling, coherent tunneling between the two quantum
dots couples the single-dot orbitals of the two dots. This tunnel coupling
results in hybridization of single-dot orbitals, and the two new hybridized
states, called the bonding and antibonding states, anticross when the energy of
the uncoupled state is tuned into alignment. This is the same physical concept
that gives rise to bonding and antibonding orbitals and molecular bonds, thus
motivating the use of the term artificial molecules when addressing double
dots.

A simple two-level model can be used to describe the coupling between
single-dot orbitals [106]. The eigenstates |φ1〉 and |φ2〉 of the uncoupled sys-
tem, with eigenvalues E1 and E2, become hybridized mediated by the tunnel-
coupling (t), resulting in two new delocalized states: the bonding (|φB〉) and
antibonding (|φAB〉) states. Maximum hybridization is reached at the crossing
of the unperturbed states, and here the bonding and antibonding states can
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Figure 4.3: Energies for an uncoupled (E1, E2) and a coupled (EB , EAB) two-level
system as a function of energy detuning (ε) of the uncoupled states. In the coupled
case, the states anticross at ε = 0 with a magnitude of 2 × interdot tunnel coupling
(t). In this calculation t = 1 meV.

be written as a superposition of the unperturbed states

|φB〉 =
1√
2

(|φ1〉 − |φ2〉) (4.7)

|φAB〉 =
1√
2

(|φ1〉 + |φ2〉). (4.8)

The hybridized states are separated in energy according to

ΔE = EAB − EB =
√

(2t)2 + ε2, (4.9)

where EB and EAB are the energies of the bonding and antiboning states,
respectively, and ε = E2 − E1 is the energy detuning of the uncoupled states.
Figure 4.3 shows the energies of the coupled and uncoupled states as a function
of ε. The minimum energy separation is determined by the tunnel coupling
2t. This energy decrease t of the ground state (bonding state) is reflected in
the honeycomb stability diagram as a downwards shift and smoothing of the
curvature of the transition line representing the addition of the first electron
close to the triple points where ε = 0, see Figure 4.4. Note that this electron
will populate a delocalized orbital, and in this regime the integers Nl(r) are
no longer well defined when the system is in an energy eigenstate. Since the
bonding orbital is double spin degenerate one would expect the addition
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Figure 4.4: Sketch of a charge stability diagram zoomed-in on the first two triple
points. The alignment of the electrochemical potentials (μl(r)) of the two dots and
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top of the blue shaded area symbolizes the electrochemical potentials of the source
and drain, which are both assumed to be zero (linear transport regime VSD ∼ 0).
The interdot tunnel coupling shifts the ground state (bonding) down by an energy of
t. Vinter is the interdot charging energy. Adapted from [16].
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energy to be only the charging energy. However, in a simple picture where
exchange interaction is omitted, when adding a second electron to the double
dot system, the addition energy is the charging energy + 2t. This discrepancy
is explained by the strong Coulomb interaction between the two electrons,
again localizing the states. The reduction with t when adding the first electron
now has to be paid back. The orbital energy of the two-electron state is equal
to E1 + E2 = EB + EAB [16].

In conclusion, larger interdot tunnel coupling will give a softer curvature
of the transition lines in the honeycomb stability diagram which can be clearly
seen in the experimental results shown in Figure 4.5. Here, the tunnel cou-
pling can be tuned continuously from a weak regime, where the two dots are
localized and the capacitive coupling is dominant, to a strong regime, where
the two dots effectively form a single quantum dot.
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Figure 4.5: Honeycomb charge stability diagrams recorded in the weak (a) and
strong (b) interdot tunnel coupling regimes. The equilibrium electron numbers
(Nl, Nr) are noted. The arrows indicate the gate-vector connecting the two first
triple points.

4.4 Exchange interaction - the singlet-triplet
energy difference

The two-electron states with the electron population (1,1) can be either a
spin singlet state (S(1,1)) or one of the spin triplet states (T+(1,1), T0(1,1),
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T−(1,1)). These states are defined as follows

S(1, 1) = (|↑1↓2〉 − | ↓1↑2〉) /
√

2 (4.10)

T+(1, 1) = (|↑1↑2〉) (4.11)

T0(1, 1) = (|↑1↓2〉 + | ↓1↑2〉) /
√

2 (4.12)

T−(1, 1) = (|↓1↓2〉) (4.13)

where the subscript denotes in which dot the electrons reside. The triplet
states (T (1,1)) are energetically degenerate in the absence of an external mag-
netic field. It is well known that the Coulomb energy for this two-electron sys-
tem will be spin-dependent. This is understood since the total wave function
of a pair of Fermions must be antisymmetric with respect to the interchange of
electron coordinates. Thus, a singlet spin configuration which is antisymmetric
must have a symmetric orbital wave function, and a triplet spin configuration
(symmetric wave function) must have an antisymmetric orbital wave function.
An antisymmetric orbital wave function means less spatial overlap between the
electrons, and therefore a decreased Coulomb interaction compared with the
case of a symmetric orbital wave function. This is called exchange interaction
and it involves the same physical effect that is behind Hund’s rule resulting in
parallel spin-filling of orbitals in atomic subshells and ferromagnetism. This
difference in Coulomb energy of symmetric and antisymmetric orbital wave
functions is described by 2 times the exchange integral (Vx). Furthermore,
the energy difference between single and triplet states (J) is often, somewhat
confusingly, referred to as the exchange energy. However, J depends on both
the interdot tunnel-coupling strength (t) and the exchange integral. In a sim-
ple version of the Hund-Muliken approximation [109, 114], where symmetric
quantum dots and aligned single-dot orbitals are assumed, J can be expressed
as

J =
(2t)2

(Uintra − Vinter)
− 2Vx. (4.14)

Here, Uintra and Vinter are the single-dot and inter-dot charging energies. This
simplified expression of J is only valid in the limit where t << (Uintra −
Vinter). Intuitively, the expression can be understood as follows; since the spin
triplet means one electron occupying each hybridized orbital, due to the Pauli
exclusion principle, the larger the tunnel coupling between single-dot orbitals,
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the larger the split of the hybridized orbitals, which leads to a larger J . In the
case of a spin singlet, the two electrons can occupy the same hybridized orbital.
The relation between the Coulomb interaction within one dot and between the
dots modulates the tendency of single-dot and double-dot population. Thus,
the exchange energy can be electrostatically tuned by the gates via the tunnel-
coupling and the spatial distribution of the wave function [115].

In the double quantum dot system studied in Paper III and IV, the tunnel
coupling can be tuned into a strong tunnel coupling regime where Eq. 4.14 is
no longer valid. To reproduce the experimental results from the full range of
tunnel couplings, a model including a single orbital in each dot is employed in
Paper IV. This model was adapted from Stepanenko et al. [116]; for details
on the model see the Supplementary information of Paper IV. Experimentally
extracted values of the interdot tunnel coupling (t) and the intradot charging
energies (Uintra) were used as input parameters for the simulations. Here,
it is not possible to independently extract values for the interdot charging
energy (Vinter) from the experimental data; the value that can be directly
extracted includes the exchange integral. In contrast to Ref. [109], where Vx

was assumed to be neglectable, we found that it was necessary to include
Vx to obtain an agreement between experimental and modeled results. A
value of Vx ≈ 50 μeV was estimated by numerical fitting of the modeled J to
the J extracted from the experimental data. This value could be compared
with the value (Vx ≈ 15 μeV) obtained in Ref. [109] by simply assuming that
the discrepancy between J extracted from the experimental results and from
Eq. 4.14 arose from the 2Vx term.

4.5 Extracting excited-state energies

Excited-state energies for both the one- and two electron states were extracted
from the Coulomb charge stability diagrams recorded along the gate-vector
running through the two triple points as indicated with arrows in Figure 4.5.
Figure 4.6(c) shows such a stability diagram where the conductance lines as-
sociated with transitions involving the antibonding one-electron state are in-
dicated with arrows. The possible energy transitions of the system going from
one to two electrons are illustrated in Figure 4.6(a). These energy-transitions
were transformed into electrochemical potentials in Figure 4.6(b) which are
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Figure 4.6: (a) Energy levels of the one- and two-electron states of the double dot
system at zero external magnetic field. N denotes the total electron number in the
system. The bonding (B) and antibonding (AB) states are separated by two times the
interdot tunnel coupling (t) and the singlet (S) and triplet (T ) are separated by the
exchange energy (J). The colored arrows indicate possible energy transitions which
are translated into a diagram of electrochemical potential in panel (b). The electro-
chemical potentials are probed in Coulomb charge stability measurements shown in
panel (c). This diagram is recorded along the gate-vector connecting the first two
triple points, as indicated by the arrows in Figure 4.5. The red arrows highlight
conduction lines associated with transitions involving antibonding states, and these
lines intersect with the diamond borders at eVSD = 2t. In a similar manner, J can
be extracted from the intersection of the triplet line and the diamond border. (d)
Schematic Coulomb stability diagram showing the conduction lines associated with
the electrochemical potentials in panel (b).
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directly related to the conductance lines constituting the Coulomb stability
diagram sketched in Figure 4.6(d). The one-electron excited state energy, i.e.,
the energy difference between the bonding (B) and antibonding (AB) states
(2t), was extracted from the crossing point of the 0−B and 0−AB transitions.
In a similar manner, the two-electron excited state energy (J) was extracted
from the crossing point of B − S and B − T transitions.

Note that crossing a conductance line with negative slope from the left, for
instance the yellow 0 − AB, means that the electrochemical potential for that
particular transition enters the bias window from the top in the schematic
electrochemical-potential diagram, allowing the transition from zero to one
electron in the antibonding orbital. On the other hand, crossing the yellow
conductance line with a positive slope from the right, is associated with the
electrochemical potential entering the bias window from the bottom allowing
the system to go from one electron in the antibonding state to zero electrons.
With this in mind, going back to the experimental data in Figure 4.6(c), one
sees that all conductance lines involving the transition starting from the one-
electron ground state B as well as the two-electron ground and excited states S

and T are visible. However, transitions starting from the excited one-electron
state AB and going to zero electrons are not, which can be explained by a
faster deexcitation rate to the B state than the tunneling rate in and out of
the double dot.
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4.6 Formation of parallel-coupled double quantum
dots in nanowires

Papers III and IV address parallel-coupled quantum dots formed in a single
crystal phase-defined quantum dot. Figure 4.7(a) shows an SEM image of
a typical nanowire device coupled to a source-drain with bias (VSD) and a
set of three gates; a global back-gate (VBG) and the two side-gates (VL(R)).
When an external magnetic field is applied, it is aligned perpendicularly to
the substrate, as indicated in the image. The thin (< 10 nm) disk-shaped
crystal phase-defined quantum dot can be seen in the high-resolution TEM
image shown in Figure 4.7(b).

V
L (

V)
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VL VR

VSD

VBG

10 nm
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(a)
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Figure 4.7: (a) Scanning electron microscope image of a typical side-gated (VL(R))
quantum dot-nanowire device connected to a source-drain bias (VSD) and a global
back-gate (VBG). When applied, the external magnetic field becomes perpendicularly
aligned to the substrate. (b) High-resolution transmission electron microscope image
viewed along a 〈110〉-direction of a typical crystal phase-defined single quantum dot.
The axial extension of the zinc blende quantum dot was 4 nm, the wurtzite segments
were 22 and 28 nm (highlighted) and the nanowire diameter of the single QD was
67 nm.
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4.6. Formation of parallel-coupled double quantum dots in nanowires

Figure 4.8(a) schematically shows a cross section of a nanowire with two
potential pockets (quantum dots). These pockets can be formed by tuning
the set of gates, or they can form spontaneously when the electron population
approaches full depletion. We attribute the formation of parallel-coupled dots
to an uneven distribution of surface charges on the circumferences of the disc-
shaped quantum dot.
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Figure 4.8: (a) Sketch of the nanowire cross-section indicating the uneven distri-
bution of surface charges and the resulting formation of potential pockets (quantum
dots) by darker regions. (b) Simplified diagram of the conduction-band bending at
the nanowire surface creating a shallow tunnel barrier between the quantum dots. As
the electron population of the double dots increase the two dots merge into one single
dot. (c) Honeycomb charge stability diagram as a function of the left (right) side-
gates (VL(R)) at a fixed back-gate (VBG) showing the transition from a double-dot
to a single-dot system. (d) Coulomb charge stability diagram recorded for a similar
disc-shaped quantum dot device as shown in Figure 4.7 but without side gates. An
external magnetic field (B = 8 T) is applied at this particular recording but is not
essential for the spontaneous formation of parallel quantum dots.
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InAs is known to exhibit bending of the conduction-band edge at the sur-
face due to surface states such as intrinsic adatoms [117, 118], native oxide
[119, 120] or adsorption of hydrogen [118, 121, 122]. In nanowires, the trans-
port characteristics due to this accumulation layer at the surface are highly
contributing to the overall transport properties, and become increasingly im-
portant when the radius is decreased [123–125]. It is known that an uneven
distribution of surface charges along the nanowire axis can create potential
pockets at the surface resulting in serial quantum dots [67]. Here, an uneven
distribution of surface charges along the circumference of the quantum dot
causes a variation in the band bending giving rise to the formation of parallel-
coupled quantum dots. Figure 4.8(b) shows a sketch of the conduction-band
edge as a function of the length of the nanowire cross-section.

By sweeping the side-gates at a fixed back-gate, the formation of the dou-
ble dot can be tuned and a honeycomb stability diagram can be recorded,
see Figure 4.8(c). Here, the large open white area in the lower left corner
serves as a solid indication that the system is fully depleted of electrons. The
sharp edges at the first couple of triple points reveal a dominantly capacitively
coupled system. Since the potential wells defining the dot were shallow, as
indicated in Figure 4.8(b), filling the double dots with electrons would bring
the system into a region of strong overlap between the spatial electron distri-
butions of the two dots. This effectively created a single dot, resulting in the
straight conduction line in the upper right corner.

While tuning the set of gates allows to split the single quantum dot in a
controlled manner, we also observed the spontaneous formation of parallel-
coupled double quantum dots without applying side-gate voltages. As pre-
viously discussed, this was believed to be related to an uneven distribution
of surface charges along the circumference of the quantum dot illustrated in
Figure 4.8(a). Figure 4.8(d) shows a Coulomb stability diagram recorded for
a solely back-gated device, where a characteristic superposition of diamond
patterns of different slopes appeared close to electron depletion, indicating
such a spontaneous formation of parallel-coupled dots.

The spatial overlap of the electron distributions, and thus the interdot
tunnel coupling was tuned by the gates, as shown in Figure 4.9(a). Typically,
around VBG ∼ 0 V, minimum overlap was obtained, as indicated by the in-
sets showing the real part of the electron wave function of the bonding state
for the first electron. As the back-gate decreased (increased), the wave func-
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4.7. Spin transport in the one- and two-electron regimes

tion was pushed (pulled) to the top (bottom) of the nanowire cross-section,
effectively leading to an increase in overlap (see inset) and interdot tunnel cou-
pling. Since the energy separation between the single and triplet (J) depends
on t, J was also modulated with the back-gate, as seen in Figure 4.9(b). Fig-
ure 4.9(c) shows a close to linear correlation between J and (2t)2, as predicted
by equation 4.14.
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Figure 4.9: (a) interdot tunnel coupling (t) and (b) singlet/triplet energy separation
(J) as a function of the back-gate (VBG) recorded for three separate cooldowns. The
insets in (a) show the real part of the electron wave function of the bonding states
at corresponding gate configurations. The wave functions were calculated by solving
the Poisson equation using finite element simulations. For more details, see Paper
III. (c) Singlet/triplet energy separation (J) as a function of (2t)2.

4.7 Spin transport in the one- and two-electron
regimes

When an external B-field is applied, in addition to the Zeeman split of the
one-electron states B and AB, the T states Zeeman splits into three separate
states (T+, T0, T−). T+ decreases in energy by two times the Zeeman energy
2|Ez| = ΔEz = |g∗|μBB, where μB is the Bohr magneton, and aligns with S

when JB=0 = ΔEz (4.15), assuming a linear energy dependence on the B-field
and orbital-independent g∗-factors.

Figure 4.10 shows the B-field dependences of the S and T energy states.
These results come from the model employed in Paper IV, using input param-
eters from both the intermediate (2t = 2.5 meV) and strong (2t = 4.6 meV)
tunnel-coupling regime. At the transition between the singlet and triplet
ground state, the states anticross due to the SOI. So far, the S and T states
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Chapter 4. Parallel-coupled double quantum dots

have been regarded as unperturbed states, although the SOI will mix these
states, which is discussed further in Section 4.8. For now, the two-electron
ground and excited states are treated as pure S and T states.
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Figure 4.10: Modeled energy diagram of the singlet (S(1,1)) and triplet
(T0(+,−)(1,1)) states as a function of B-field for strong (red) and intermediate (blue)
interdot tunnel coupling (t). The gray shaded areas indicate the singlet-ground state
region in the two regimes. J is the energy separation of the singlet and triplet states
at B = 0 T and the triplet states split with the Zeeman-energy splitting (ΔEz) for
finite magnetic fields.

When an external magnetic field is applied, additional conductance lines
will show up in the Coulomb stability diagram due to the Zeeman splitting
of the one- and two-electron states. All allowed energy transitions between
one and two electrons, assuming no SOI or other non-spin conserving pro-
cesses, are illustrated in Figure 4.11(a). Some of these transitions occur at
the same energy difference indicated by same-color arrows in the figure. In a
manner similar to that in Figure 4.6, the energies related to the 1-2 electron
transitions are translated into electrochemical potentials in Figure 4.11(b).
These electrochemical potentials are indicated in the sketched charge stability
diagram in Figure 4.11(d). Let us now consider the experimental recorded
stability diagram zoomed-in on the the conduction region between N = 1 and
N = 2 blockade diamonds in Figure 4.11(c). The electrochemical potentials
associated with the conductance lines are identified by the Roman numerals,
where the red color indicates that
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Figure 4.11: (a) Energy levels of one- and two-electron states of the double dot sys-
tem at a finite external magnetic field. N denotes the total number of electrons in the
system. The colored arrows indicate possible energy transitions which are translated
into a diagram of electrochemical potential in panel (b). Some transitions are ener-
getically degenerate. The electrochemical potentials are probed in Coulomb charge
stability measurements shown in panel (c). This diagram is recorded along the gate-
vector connecting the first two triple points, as indicated by the arrows in Figure 4.5.
The red and black arrows and Roman numerals highlight conduction lines associated
with transitions involving antibonding and bonding states. (d) Schematic Coulomb
stability diagram showing the conduction lines associated with the electrochemical
potentials in panel (b). Here, the black arrows indicate the spin configuration.
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the one-electron state involved in the transition was the antibonding state,
whereas the color black indicates that the bonding state was involved in the
transition. Here, the Zeeman split is clearly visible and it should be noted that
all transitions between one and two electrons predicted in Figure 4.11(b) are
resolved. Once again, we note that the transitions starting from the antibondig
states going to zero (yellow) are not visible, indicating a fast relaxation from
the antibonding to the bonding state.

4.8 Spin-orbit interaction - mixing of singlet and
triplet states

As was previously mentioned, when an external magnetic field tunes the S

and T+ states to become energetically aligned, the states anticross. This is
due to a mixing of the pure S and T+ states. Two effects that can couple the
singlet and triplet states are the hyperfine interaction and the spin-orbit in-
teraction. The hyperfine interaction arises from the electron spins interacting
with the nuclear spins of the host material. The nuclear spins can be partially
polarized and give rise to an effective (fluctuating) magnetic field, called the
Overhauser field. In a double quantum dot in the two-electron state, the two
orbital wave functions have different spatial distributions and interact with
slightly different sets of nuclei. This results in a difference in the experienced
nuclear field and this difference couples the singlet and triplet states. In the
GaAs material system, the hyperfine interaction has been found to be an im-
portant contribution to the spin relaxation process [126–128]. In contrast,
small hyperfine interaction effects have been reported for InAs serial doubled
dots in the strong interdot tunnel-coupling regime [129, 130]. Nadj-Perge et al.
estimated the characteristic energy scale over which the hyperfine interaction
was effective to the order of ∼ 0.1 μeV [130], which is considerably smaller
than the anticrossing of the singlet and triplet according to the measurements
in Paper IV (∼ 100 μeV). As a consequence, the hyperfine interaction is from
here on omitted in the discussion related to the mixing of singlet and triplet
states.

In the case of one-electron states, the SOI only couples states with both
different orbitals and spins [16]. In the two-electron case, the singlet and
triplet spin states involve different orbital states and are thus directly cou-
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4.8. Spin-orbit interaction - mixing of singlet and triplet states

pled by the SOI. The pure S and T states hybridize (S and T0 do not couple
to the lowest order due to spin selection rules), and the admixture weakens
inversely with the energy difference between the two states [16]. At an inter-
mediate t, where the unperturbed triplet states are well separated around the
unperturbed singlet/triplet-transition point, it is reasonable to assume that
S and T+ are the dominating contributions to the new two-electron ground
(GS(1, 1)) and the first excited (ES(1, 1)) states. In a two-level model the
states can be written as

GS(1, 1) ≈ β(J)|S〉 − γ(J)|T+〉 (4.16)

and
ES(1, 1) ≈ γ(J)|S〉 + β(J)|T+〉. (4.17)

Here, β(J) and γ(J) are J(B) dependent weight functions. At the unper-
turbed singlet/triplet ground state transition point, the S and T+ states reach
maximum mixing, resulting in an anticrossing magnitude of Δ∗

ST .
Figures 4.12(a)-(c) show experimental results of the magnetic field evo-

lution of the transitions involving the S and T states. The measurements
are recorded at the constant gate configuration indicated by the dashed line
in Figure 4.12(d). By tuning the gates and, thus the tunnel coupling, the
magnitude of the anticrossing is tuned. Gate-tuning of the spin-orbit cou-
pling has been reported for an unknown electron population in self-assembled
single InAs quantum dots [98]. However, the results presentes in Paper IV
demonstrate an almost twofold increase in tuning range (∼ 200 μeV) of Δ∗

ST .
Extracted values of Δ∗

ST as a function of the interdot tunnel coupling are
shown in Figure 4.12(e). As indicated in Figure 4.12(f), the increase in t was
here obtained by either making the back-gate more negative, effectively push-
ing the wave function up to the top part of the nanowire-cross section (blue
trace), or making it more positive, pulling the wave functions downwards (red
trace).

Now, let us consider the possible energy transitions between the one- to
two-electron states at a magnetic field where the system is tuned to the cross-
ing point of the unperturbed singlet/triplet. Figure 4.13(a) shows the energy
diagram where the transitions previously involving the unperturbed S and
T+ states are now modified by the SOI coupling, forming the GS(1, 1) and
ES(1, 1). This is a simple correction to Figure 4.11(a) where any other mixing
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Figure 4.12: (a)-(c) Differential conductance (dI/DVSD) as a function of source-
drain bias (VSD) and magnetic field (B), recorded at different constant gate settings
indicated by the dashed line in the Coulomb stability diagram zoomed-in around the
(0,0) to (1,1) electron population in panel (d). In (a), the two-electron states involved
in the transitions corresponding to the different conductance lines are indicated. (e)
Extracted singlet/triplet anticrossing (Δ∗

ST ) as a function of interdot tunnel coupling
(t). Trace A and B correspond to the tuning of t by either going to more negative
or more positive back-gate potential, as illustrated in panel (f). The black trace is
model values; for details see Paper IV.
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of the states is neglected. As a consequence of including the effect of SOI to
the energy diagram, the electrochemical potentials in Figure 4.13(b) also be-
comes modified. These modifications are translated into the sketched charge
stability diagram in Figure 4.14. In the experimental data shown in Fig-
ure 4.13(c), we can discern a pairing of conductance lines, previously associ-
ated with transitions involving S and T+ states, with an energy separation of
2Δ∗

ST . The conductance lines involving the GS(1, 1) and ES(1, 1) states are
in Figure 4.13(c) marked by the one-electron state involved in the transition.
All transitions predicted by the simple model in Figure 4.13(b) are visible in
the experimental measurements in Figure 4.13(c), except for B ↓ −T0 and
AB ↓ −T0. These excited-excited state transitions are however visible in the
modeling, see Paper IV.

When continuing to increase the magnetic field, moving away from the
maximum mixing point, the pairing of conductance lines involving the hy-
bridized states persists in the experimental data shown in Figure 4.13(d).
Here, some of the conductance lines are weak but nevertheless visible. In the
case of the transitions involving B ↓, two strong conductance lines are visible
affirming the presence of non-spin conservation and indicating that SOI still
contributes to a significant hybridization of the S and T+ states.
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Figure 4.13: (a) Energy levels of one- and two-electron states of the double dot sys-
tem at external magnetic field aligning the unperturbed S and T+ states. N denotes
the total electron number in the system. The bonding (B) and antibonding (AB), and
the triplet (T ) states are split by the Zeeman-energy splitting (ΔEz). GS(1, 1) and
ES(1, 1) are the ground and excited two-electron states, resulting from the spin-orbit
coupling parametrized by Δ∗

ST . The color-coded arrows indicate possible energy tran-
sitions which are translated into a diagram of electrochemical potential in panel (b).
(c) and (d) Coulomb charge stability diagrams recorded along the gate-vector con-
necting the first two triple points, as indicated by the arrows in Figure 4.5, zoomed-in
on the region between the one- and two-electron blockade diamonds. Here, the con-
ductance lines corresponding to transitions involving the GS(1, 1) and ES(1, 1) are
indicated by the one-electron states involved in the transitions, and transitions in-
volving unperturbed states are noted by the corresponding Roman numeral. (c) is
recorded at a magnetic field where the unperturbed S and T+ states are aligned and
(d) is recoded at larger B-field.
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Chapter 5

InAs/GaSb core-shell devices

This chapter serves to introduce Paper II and provides a short overview of the
InAs/GaSb heterostructure, covering transport properties of two-, one- and
zero-dimensional devices. Furthermore, the development of the InAs/GaSb
core-shell quantum dot, starting from core-shell nanowires, is discussed.

5.1 InAs/GaSb heterostructures

InAs (m∗
e = 0.023 m0)∗ and GaSb (m∗

h = 0.40 m0) have some of the low-
est electron and hole effective masses, respectively, among the III-V semi-
conductor compounds. This leads to high mobilities and large quantization
effects, especially in InAs. Even more importantly, as a heterostructure in
bulk, InAs/GaSb form the uncommon type-II broken-gap band alignment,
where the conduction-band edge (ECB) in InAs is located approximately 150
meV below the valence band-edge (EV B) in GaSb [131], see Figure 5.1(a). In
addition, the two materials are nearly lattice matched, with a lattice constant
of approximately 6.1 Å, leading to negligible strain at the heterostructure in-
terface. At equilibrium, charge transfer of electrons from the GaSb valence
band to the InAs conduction band has taken place, and spatially separated
electrons and holes coexist at the interface, see Figure 5.1(b). For a topical
review on the material system, see [132].

∗The values are given at 300 K.

71



Chapter 5. InAs/GaSb core-shell devices

GaSbInAs

EVB

EVB

ECB

ECB

Eg = 0.42 eV

Eg = 0.81 eV

 ~ 0.15 eV

InAs

EVB

EVB

ECB

HolesElectronsECB EF

GaSb(a) (b)

Figure 5.1: (a) Schematic band diagram of the InAs and GaSb heterostructure
interface in bulk, where the band gap (Eg) and the overlap (Δ) of the GaSb valence
band and the InAs conduction band are indicated [133]. (b) Band-edge alignment at
equilibrium.

5.2 Low-dimensional InAs/GaSb heterostructures

The overlap between the InAs conduction band and the GaSb valence band can
be tuned by decreasing the size of the heterostructure system, hence increasing
quantum confinement. Figure 5.2(a) shows a schematic of the one-dimensional
band dispersion of an InAs/GaSb heterostructure with small quantum con-
finement. Here, only a single electron 1D subband (E1) in InAs and a single
hole 1D subband (H1) in GaSb are shown. In line with the previous discussion,
the lowest conduction band state (E1) in InAs lies below the highest valence
band state (H1) in GaSb. In bulk, the energy of E1 and H1 would correspond
to ECB in InAs and EV B in GaSb, respectively. This results in an inverted
band structure with a negative effective band gap (ΔE), and such systems
are called semimetals. Depending on the strength of the coupling between
the 1D states, hybridized states, consisting of conduction band states in InAs
and valence band states in GaSb, will appear, see Figure 5.2(a). Due to the
hybridization, a so-called "hybridization gap" emerges in the band dispersion.
The magnitude (Δ) of this gap depends on the overlap and the relative con-
tribution of conduction and valence band states. In the InAs/GaSb quantum
well system, these parameters can partly be tuned by electrostatic gating. If
the quantum confinement is increased, the states will shift and at some point
a positive band gap will appear, see Figure 5.2(c).

Esaki et al. were pioneers in studying the electronic properties of super

72



5.2. Low-dimensional InAs/GaSb heterostructures

H1 

E1 (a)
E < 0 

Semimetal

H1 

E1 

k (a.u.) 

En
er

gy
 (a

.u
.) (c)

E > 0 
SemiconductorHybridization

-point -point

(b)

-point

GS 

ES 

k (a.u.) k (a.u.) 

En
er

gy
 (a

.u
.) 

En
er

gy
 (a

.u
.) 

Figure 5.2: Schematic illustrations of band dispersion of an InAs/GaSb nanowire
heterostructure. Only a single InAs conduction subband (E1) and a single GaSb
valence subband (H1) are shown. (a) Small radial quantum confinement leading to
overlap (negative band gap (ΔE)) and hybridization of the subbands. (b) Hybridiza-
tion of the E1 and H1, results in a new ground sates (GS), excited states (ES) and a
hybridization gap of magnitude Δ. The dashed lines indicate the dispersion of edge
states that might appear in the system. (c) Strong quantum confinement leading to
a positive band gap (ΔE).

lattices of InAs/GaSb heterostructures [131], and the transition between the
semimetallic and semiconducting phase has been both theoretically predicted
and experimentally studied in two dimensional InAs/GaSb systems [134–136].

One major reason for the recent interest in the InAs/GaSb two-dimensional
system is the predicted so-called topologically protected edge states [137].
These topological edge states, combined with induced superconductivity, can
host exotic Majorana fermion modes which can be used for topological quan-
tum computation [138], or the edge states can be employed to realize dissipa-
tionless transistors for quantum computers based on the quantum spin Hall
effect. According to theory, these states appear at the edge of the InAs/GaSb
interface in the "hybridization gap" that opens up in the energy dispersion of
the hybridized states at a certain geometrical dimension of the wells and at
the right tuning of the gate potential [139]. The topologically protected states
are robust against perturbations like scattering. However, although claims
of experimental evidence of topological insulating states and topological edge
states have been reported [140–143], the most recent publications explain their
findings by trivial (non-topological) phase edge transport [144, 145].

In quasi-one-dimensional core-shell InAs/GaSb nanowires, the bandstruc-
ture of core-shell nanowires has been modeled [146] and the effects of the
band overlap and hybridization on the electronic structure of [001]-oriented
[147] and [111]-oriented [148, 149] InAs/GaSb core-shell nanowires have been
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theoretically studied. Also, the impact of the relative core radius and shell
thickness has been theoretically investigated. Here, it should be noted that
according to symmetry arguments the one-dimensional system is not predicted
to host topologically protected states [150]. However, the possibility for topo-
logically protected states in the quasi-one-dimensional core-shell nanowires is
not fully explored [151].

InAs/GaSb nanowire heterostructures have been grown with both axial
[152] and radial (GaSb/InAsSb) [153] (InAs/GaSb) [26, 154] material transi-
tions. Also, the electronic properties, such as ambipolar transport, of core-
shell InAs/GaSb [26] and GaSb/InAs [153, 155, 156] have been experimentally
investigated. In a device perspective, the overlapping conduction band and
valence band make the material system suitable for realizing tunnel field-effect
transistors [157, 158].

Electron-hole interactions in quasi-zero-dimensional zinc blende GaSb/InAs
core-shell systems have been studied [25]. Here, the quantum dots were formed
between the tunnel barriers at the source and drain contacts. The electrical
properties of the system were found to be highly dependent on the radial
and axial geometry, and the tunnel coupling to the source and drain. Un-
fortunately, tuning the radius of GaSb nanowires, without losing the pure
crystal phase, is challenging which limits the possibilities of tailoring the elec-
trical properties. It is also challenging to control the tunnel coupling to the
source and drain contacts. In Paper II, we utilized the selective shell growth
demonstrated by Namazi et al. in Ref. [26] to form InAs/GaSb core-shell
quantum dots during epitaxial growth. This method provided greater control
of the electrical properties which could open the door to experimental studies
of excitonic ground states theoretically predicted in quantum dot in similar
material systems [159]. The development leading to the devices presented in
Paper II are described in more detail in the following sections.

5.3 Electrical characterization of InAs/GaSb
core-shell nanowires

As a step towards realizing InAs/GaSb core-shell quantum dots, we stud-
ied electron-hole transport in InAs/GaSb core-shell nanowires. The relative
contribution to transport of the electrons in the core and the holes in the
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shell was very sensitive to the nanowire diameter and the GaSb shell thick-
ness. Hence, the geometrical properties had to be tuned with high precision
to obtain the desired electrical characteristics. Figure 5.3(a) displays an SEM
image of a typical device with a top-gate configuration. The results of the
electrical characterization of three types of devices, at 295 K and 4.2 K, are
shown in Figures 5.3(b) and (c), respectively. The green trace corresponds to
a pure InAs device, which owing to surface donor states, had an n-type con-
duction profile [123], and thus became depleted at negative Vg, as expected.
In contrast, the core-shell InAs/GaSb device (black trace) showed ambipolar
transport characteristics. At 4.2 K, an up-turn in conductance was seen at
negative Vg, attributed to an onset of hole transport in the GaSb shell. This
is consistent with the typically p-type behavior of nominally undoped GaSb
[160]. The decrease in conductance at positive Vg compared with the bare
InAs nanowire could be due to surface states in the GaSb and lower carrier
injection to the InAs core via the shell. In addition, Figures 5.3(b) and (c)
show results from a third device consisting of an InAs core, GaSb shell and a
second thin (∼ 2 nm) InAs shell (blue trace). The quantum confinement was
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Figure 5.3: (a) SEM image (false color, 30◦ tilt) of a core-shell nanowire device with
a top-gate (green) contact configuration and approximately 420 nm distance between
the source and drain contacts (yellow). (b) and (c) Conductance (G) as a function
of the gate voltage (Vg) at 295 K and 4.2 K, respectively, recorded for three different
nanowire devices with the contact configuration shown in (a); pure InAs D ≈ 48 nm
(green), InAs core with GaSb shell D ≈ 58 nm (black) and InAs/GaSb core-shell
structure with a thin passivating InAs shell D ≈ 66 nm (blue). Here, D denotes
the total diameter of the nanowire. The GaSb shell thickness, extracted from TEM
images of typical devices, was approximately 8-9 nm.

75



Chapter 5. InAs/GaSb core-shell devices

very strong in this outer InAs shell, leading to a depletion of electrons and
thus no contribution to transport. However, the shell acted as a passivating
layer, protecting the GaSb from surface oxidation and modulating the Fermi
level pinning at the GaSb surface, which led to an improved hole mobility. In
addition, the resulting accumulation of holes at the GaSb surface improved
the carrier injection at the contacts [161] and increased the conductance at
both negative and positive Vg. The observed passivation effect was consistent
with previous findings for the GaSb/InAs system [153, 155].

5.4 InAs/GaSb core-shell quantum dots

Quantum dots formed by wurtzite segments in zinc blende InAs nanowires
were used as a starting point to realize InAs/GaSb core-shell quantum dots
during epitaxial growth. As demonstrated in Ref. [26], radial growth of
GaSb on wurtzite InAs can be suppressed due to the lower surface energy
of wurtzite compared to zinc blende. Thus, InAs nanowires can act as a
template for selective overgrowth of GaSb to obtain coupled parallel quantum
dots, with built-in leads, by self-assembly with high-precision design. Here,
the wurtzite segments have two roles: first, as tunnel barriers to define the
electron quantum dot in the InAs core; second, to suppress radial growth
and thus define the shell hole quantum dot. Figure 5.4(a) shows a sketch
of the quantum dot nanowire design. A simple version of the alignment of
the InAs conduction band (ECB) and GaSb valence band (EV B) together
with the Fermi level (EF ) is illustrated in Figure 5.4(b). Figure 5.4(c) shows
an SEM image of one of the first-generation core-shell quantum dot devices
studied, without a passivating InAs shell. The suppression of the GaSb shell
growth on the wurtzite InAs segment is clearly visible in the TEM image of a
nanowire hosting such a quantum dot, shown in Figure 5.4(d). The electrical
characterization of these devices (not shown here) provides evidence of single
electron transport; however, the hole transport was weak which was attributed
to a poor GaSb surface.

5.4.1 Electrical characterization of core-shell quantum dots

For the second generation of devices, a thin (∼ 1 − 3 nm) passivating InAs
shell was added to improve the hole transport. The next step was to fine-tune
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Figure 5.4: (a) Sketch of the core-shell quantum dot nanowire design, consist-
ing of three zinc blende segments in an otherwise wurtzite nanowire. (b) Sketch of
the InAs conduction band (ECB), GaSb valence band (EV B) and Fermi level (EF )
alignment in the core-shell quantum dots. (c) SEM image (false color) of a typical
first-generation core-shell InAs/GaSb zinc blende quantum dot defined by wurtzite
segments, connected to source and drain contacts (yellow). The zinc blende segments
of the nanowire are highlighted in green. The quantum dot length and diameter were
approximately 355 nm and 140 nm, respectively and the wurtzite barrier lengths
were 15-20 nm. (d) Bright field TEM image of a wurtzite segment in an otherwise
zinc blende core-shell nanowire (imaged along the [112] zone axis). TEM image by
Sebastian Lehmann.

the geometrical dimension of the nanowire. Figure 5.5(a) shows the gate re-
sponse for two devices with different relative dimensions of core diameter and
shell thickness, and wurtzite section lengths. Both devices showed ambipolar
transport characteristics. However, in the case of Device 2, the ambipolarity
was not as pronounced, and the transition point between p-type and n-type
conductance is shifted towards Vg ≈ 7 V, indicating that hole transport dom-
inated. By tuning the relative dimensions of the core diameter and the shell
thickness, symmetric ambipolar transport was obtained, as can be seen for
Device 3 (the device displayed in Figure 4 in Paper II). In addition, at the
transition point between n-type and p-type conductance, a decrease in con-
ductance on the order of two magnitudes was seen for Device 3 as compared
to Device 2. This decrease can, in addition to the change in radial compo-
sition, be attributed to the longer wurtzite barriers. The comparably higher
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Table 5.1: Diameters and lengths of the quantum dot (QD) segments, wurtzite
(WZ) barrier lengths and shell thicknesses for three devices with passivating InAs
shell. The parameters for Device 2 and the shell thicknesses stated for Devices 3 and
4 were extracted from TEM images of typical devices from the same growth batch.

Device Diameter QD length WZ barrier length GaSb/InAs
(nm) (nm) (nm) shell thickness (nm)

2 ∼90 ∼140 10-20 unknown

3 90 37 36 ∼3-5/1-3

4 76 73 29 ∼3-5/1-3

conductance at larger positive Vg for Device 3 could be explained by stronger
gate-coupling due to a thinner GaSb shell.

Figure 5.5(b) presents the gate capacitance (Cg) extracted from Coulomb
blockade of electrons as a function of quantum dot length for the devices
discussed here. The quantum dot device without an InAs passivating shell
is denoted 1, whereas the devices discussed in the previous paragraph are
denoted 2 and 3. The data point denoted 4 is from a device presented in
Figure 5.6(b). A linear scaling of the Cg with the quantum dot length could be
observed, in agreement with what we reported in Paper I and what is shown
in Figure 3.4, again showing that the wurtzite segments effectively defined
the quantum dot. It should be noted that factors beside the than quantum
dot length, such as the thickness of the GaSb(InAs) shell, affected the gate
capacitance. However, the linear trend in Figure 5.5(b) surely affirmed that
the electron quantum dot was formed between the wurtzite barriers. Table 5.1
shows an overview of the geometry of the three devices with an InAs shell
discussed in this chapter.

Figure 5.6(a) shows a charge stability diagram recorded for Device 2 [Fig-
ure 5.5(a)] in the gate voltage region where the p-branch and n-branch meet.
In this region we expect electrons and holes to coexist in the two dots. A pat-
tern of regular smaller diamonds attributed to the Coulomb blockade in the
electron transport in the core, modulated by a larger pattern attributed to the
Coulomb blockade in the hole transport in the shell, was observed. This is a
typical sign of transport via parallel-coupled quantum dots with a pronounced
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Figure 5.5: (a) Conductance (G) as a function of gate voltage (Vg) for quantum
dot devices with passivating InAs shells from two different growth batches (different
growth parameters and growth equipment). The length of the wurtzite segments and
quantum dot differed in the two cases. Device 2 had shorter wurtzite (10-20 nm) and
longer quantum dot (∼140 nm) segments. Device 3 had longer wurtzite (36 nm) and
shorter quantum dot (37 nm) segments. The total diameter of the nanowires was
approximately 90 nm. (b) Gate capacitance (Cg) as a function of the length of the
quantum dot segment for the four core-shell quantum dot devices discussed here. The
quantum dot lengths used for Devices 1 and 2 were averages extracted from TEM
imaging of nanowires from the same growth batch, whereas the quantum dot lengths
for Devices 3 and 4 were extracted from SEM images of the electrically characterized
devices. The red line is a linear fit to the data points.

size difference. In the gate voltage range of 7.75 V - 8.85 V, a Cg of approxi-
mately 10 aF could be extracted from the smaller diamonds. This value was
approximately a third of the Cg extracted for the first-generation quantum
dot, which was consistent with the decrease in quantum dot length by a fac-
tor of three, see Figure 5.5(b). In order to see a more well-defined Coulomb
blockade pattern, an increase in tunnel barrier resistance was needed. This
resistance increase was obtained by increasing the wurtzite-segment lengths
as was done for the nanowire devices presented in Paper III.

Figure 5.6(b) displays a charge stability diagram recorded in the region
where the n- and p-branches meet for a device from the same growth batch
as Device 3 in Figure 5.5(a). This device is referred to as Device 4 and
was also discussed in Figure 3 of Paper III. A beating pattern of smaller
diamonds (electron blockade) and larger diamonds (hole blockade) was clearly
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Figure 5.6: Charge stability diagram recorded for (a) Device 2 and (b) Device 4 at
the transition point between the n-branch and p-branch at an electron temperature of
approximately 400 mK. (c) Recording for Device 4 at more negative gate potentials.
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visible. Here, we observed that a higher tunneling resistance led to a more
well-defined Coulomb blockade pattern as opposed to in Figure 5.6(a). From
electron diamonds at positive Vg, Cg = 5.5 aF was extracted, which again
was consistent with the decrease in quantum dot length, see data point 4
in Figure 5.5(b). The beating pattern persisted even at more negative gate
potential, as seen in Figure 5.6(c). Although reference devices comprising of
bare InAs quantum dots with similar dimensions are difficult to fully deplete,
the current levels typically reached very low values at Vg between -3 V and
-7 V. Thus, from Figure 5.6(c), it is evident that the holes in the shell screened
the gate, leading to a shift in the depletion point of the core quantum dot.

Figure 5.7(a) displays a charge stability diagram zoomed-in on a region
where the Coulomb hole blockade was lifted, recorded for Device 3. The elec-
tron and hole population in the blockade regimes are indicated in black and
red, respectively. Reading the image from the left to right, a shift in the hole
conduction line, where the hole population alternated between h+1 and h (red
dashed line), occurred when the electron population changed from e − 1 to e.
This shift was due to an attractive electrostatic interaction between spatially
separated electrons and holes; the addition of an electron to the core quan-
tum dot increased the change in chemical potential needed to remove a hole
from the shell quantum dot. From the shift, we can extract an upper estima-
tion of the electron-hole electrostatic interaction strength Δe−h ≈ 4.5 meV.
Here, symmetric capacitive coupling to the source and drain was assumed.
Figure 5.7(b) shows schematic illustrations of the electrochemical potential
alignment for hole transport in the system at the two different electron pop-
ulations in the core quantum dot. The red solid and dashed lines represent
the hole transport channel at e − 1 and e electrons on the core quantum dot,
respectively.

By using the capacitance and resistance model of the parallel quantum dot
system shown in Figure 5.7(d), key features of the transport behavior can be
reproduced, see Figure 5.7(c). Here, the model consists of a metallic quantum
dot interacting with a quantum dot that has only a single level. Although
transport via excited states and effects such as the energy-dependent density
of states in the leads (seen in the experimental results) are not captured in
the simulation, the relatively simple model manages to reproduce features
involving ground state transport in good agreement with the experimental
results.
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Figure 5.7: (a) Charge stability diagram experimentally recorded for Device 3 in
a Vg interval where the hole blockade was lifted. The electron and hole population
are marked in black and red, respectively. An upper bound of the electron-hole
interaction strength Δe−h ≈ 4.5 meV was extracted. (b) Schematic illustration of
the electrochemical potential alignment for hole transport at an electron population
of e − 1 and e on the core quantum dot, respectively. (c) Simulated charge stability
diagram by means of a capacitance and resistance model of the system shown in (d).

Comparing the features in Figure 5.6(a) and (b), such as the smaller di-
amonds (weaker quantization effect) and the less defined hole transport in
Figure 5.6(b), it is clear that the electrical properties are strongly dependent
on the geometrical dimensions of the system. This calls for a precise tuning of
dimensions during the growth. It should be noted that all types of core-shell
nanowires presented in this thesis were grown using aerosol gold seed particles,
limiting the control of the geometrical dimensions of individual nanowires. In
order to improve the possibility for studies on electron-hole interactions of
single orbitals, the n- and p-branches need to be further separated. This
is achieved by increasing the quantum confinement and, possibly the length
of the wurtzite segments. A concern here is whether the mechanism of the
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shell growth will limit the possibility of quantum dot size reduction while
maintaining a sufficient shell thickness, since the radial growth rate decreases
when the InAs quantum dot size is reduced. However, preliminary growth
results using EBL-defined arrays of seed particles show predominantly p-type
electrical characteristics, indicating the possibility of obtaining sufficient shell
thicknesses.
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Chapter 6

Conclusions and outlook

This thesis has demonstrated the formation of robust electron quantum dots
in zinc blende InAs nanowires by means of closely spaced wurtzite segments.
A lower bound of the height of the tunnel barriers was estimated to 95 meV.
Furthermore, the dimensions of the quantum dots and hence the electrical
properties could be tuned during the nanowire growth process to obtain fully
depletable quantum dots. By employing a set of three gates we could split the
few-electron single quantum dots into two parallel-coupled quantum dots.

The combination of hard-wall potential barriers to the source and drain
and the sets of gates together with the InAs surface properties and its strong
spin-orbit interaction gave rise to a system with highly tunable charge and
spin states.

We expect the surface properties of InAs to have a key role in the for-
mation of the parallel-coupled quantum dots. Yet, the relative impact of
the nanowire "bulk" properties and the surface characteristics on the electron
transport in the single quantum dot is not completely clear. We saw signs
of increased electron concentration in the electrical characteristics of devices
where sulphur passivation of the nanowire surface was performed during the
contact-fabrication process. To some extent, the increased electron concen-
tration washed out the single-electron transport. We attributed this increase
to the sulphur solution seeping in under the resist, affecting the surface of the
nanowire away from the contact regions. A means to investigate the effect of
surface states would be to perform in-situ studies of the transport properties
before and after cleaning of the surface with atomic hydrogen. Although the
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parallel-coupled double dot formation was repeatable and seen in several de-
vices, the tuning range of the interdot tunnel coupling varied between devices
and also between subsequent cooling cycles of the same device. Here, a treat-
ment resulting in increased control of the surface properties would be highly
desirable.

The thesis also presents initial magnetotransport studies on the single
quantum dot. Here, an anisotropy in the SOI was reflected in the depen-
dence of the |g∗|-factor on the magnetic-field direction. However, a micro-
scopic model is needed to fully understand the influence of the different crystal
phases and asymmetric confining potential on the SOI. In addition, aligning
the nanowire quantum dot with a strong external magnetic field, could provide
a system suitable for studies of the Paschen-Back effect.

Furthermore, the double dot system was studied in the region of transitions
changing the electron population from (0,0) to (1,1). The next step is naturally
to investigate asymmetric transitions such as (2,0) to (1,1), with particular
relevance for spin-based qubits.

We believe that this system of parallel-coupled quantum dots is ideal for
fundamental studies of many-body correlated transport, such as the spin-
Kondo effect and Cooper-pair splitting. To probe Kondo physics, a strong
tunnel coupling to the source and drain is necessary. Instead of modulating
the tunnel coupling by tuning the length of the wurtzite segments during the
nanowire growth, additional side-gates could be employed to obtain electrically
tunable tunnel couplings.

Going back to the last part of the thesis, by using InAs electron quantum
dots as a template, core-shell electron-hole quantum dots were realized uti-
lizing suppression of GaSb radial growth on segments with a wurtzite crystal
phase. In such parallel electron-hole quantum dots, a clear beating pattern of
Coulomb blockade diamonds associated with electron and hole transport was
demonstrated. We also saw signs of electrostatic interactions between elec-
trons and holes, and extracted an upper limit of the electron-hole interaction
strength of approximately 4.5 meV.

By increasing the quantum confinement of the core-shell electron-hole
quantum dots, the energy separation between states will increase, which might
allow for studies of hybridization of specific electron and hole energy levels.
Preliminary results indicate that it is indeed possible to grow GaSb shells on
the thin disc-shaped zinc blende segments needed to reach the few electron

86



regime in the bare InAs single quantum dot. The next step is to tune the InAs
quantum dot length and relative shell thickness to reach the few electron/hole
regime. Here, side-gates can be employed to increase the control of overlap of
the electron and hole wave functions.

In addition, superconducting contacts on InAs/GaSb core-shell nanowire
structures could allow studies of Cooper pairs coupling to hybrid electron and
hole states. Also, normal contacts on designed core-shell nanowires could open
up for studies of coupled excitonic ground states.

Finally, the level of control in the fabrication of the crystal-phase-based
quantum dots and the quality of the electrical properties demonstrated in
this thesis, in combination with a variety of ideas for future experiments,
highlights the great potential of using atomically precise crystal-phase designs
of nanowires to access and probe fundamental quantum physics.
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