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STATE ESTIMATION IN POWER NETWORKS IT

A.3.M. van QOverbesek

HBSTR&CT ¢

The results of a comparison of three different state sstimation
methods are presented., These methods are a version of the weighted
least squares estimator of F,C, Schuweppe, the method devélopped

by Systems Contrel, Inc..and the linsflow method in use with

the American Electric Power Sefvice Corporation. All methods

are tested on the same network usihg the same measurements, The
method of Systems Control turned ocut to be best because it exploits
the slowly changing state. fhe other two methods do not use the
information contained in the old estimate. An othér conclusion is
that the choice of bhusvoltages as state variables is doubtful

since the power tlow in the nz¥mork is detarmgned by the

differences between the nsarly equal busvoltages.
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Introduction.

— - e

In & previous report /1/% a literature survey was given an
state estimation methods in power networks. A distinction

was made between methods using the information that the state
does not change too much between two timepoints and methods
that do not use this information. Three methods were pre-
sented for further comparison. In this report the results of
this comparison are presented. In a companion teport /2/ the
programs develqped for this comparison ‘are described.

The three chosen methods are: a version of the weighted least
squares estimatar of F,C.Schueppe (method A), the method de-
ueléped by Systems Control,.lnc and the Boﬁneuille Pouwer
ﬁdministration (method B) and rinally the lineflow method in
.use with the American Electiriec Power Service Qorp. (method C).

In the remainder of this report these methods will be re-

L

ferred to as method A, B and C rBSpectiuély.
The next chapter gives a description of these three methods.
The power natwork used for simuiation and the chosen test

quantities for comparison and the simulation in general are

the subject of chapter 3. In chapter 4 the properties of the

three methods are described. The comparison proper is the sub-

Ject of chapter 5, followed by the conclusions in chapter 6.

A1)l methods are tested on the same network and use the same

measurements, The comparison is not at all completetwhat
ﬁgppens when e.g. the measurements have bias, one or a feuw
measurements are in gross error, or the estimators use wrong
network parameters or an incorrect network structure, is not

investigated.

o
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2. The three methods chosen Tor comparison.

The first method, methed A, is a version of the weighted least
squares estimatar of F.C. Schusppe /3, 4/,
The estimate at btimepoint k + 1 can be determined in an itera-
tive way:

o LT -1 91T -1 -
with
the estimate after iteration 1i.
G(il) the jacobian evaluated at the last lineari-

zation point: X,.

R diagonal weighting matrix {covariance matrix)
of measurement srrors.

y the measurement veétor at t = k + 1.

g(gk}i? the measurement function based on the esti-
mate after i iterations, v

Brat,0 = 2k

Under normal operaticn one iteration is sufficient to obtain a
new estimatse, but For start up purposes more iterations are ne-
cessary. Wherse and ‘how often G(il) is.computed is treated in

.chapter 4.

The second method, method B, uses sequential processing of
measurements with relinearization after each measurement /4, 5, 6/,
At £t = k.+ 1 the estimate after processing the j + 1-st:measurs-

ment is given by:




B

Rjpq = X5 4 Kja»’i{yjﬂ - gjﬂ(%N
_ T /o T 3 -1 .
Kiq = ijjn‘vi‘j)[Gjm(3j)pfj+1 (371.)_+ RJ.H:] (2-2)
P =Py - dlag[Kj+1GJ+,}(§j)Pj]
?O = Pk + B
with %J+1 the estimate atfter processing j + 1 measurements,.
Y 541 the j + t-st measursment.
8

J*1 the j + 1-s8t measurement function .

1

Gj+1 the jacobian row associated with the j + T1~st measure-
ment.
Pj the diagonal covariance mafrix after processing J
measurements,
R311 the weighting factor for the j + 1-st measuremant.
Q- diagonal matrix to be added to P indicating héw much

weight should be placed on the old estimate,

Also here morse iterations are possible, but usually one iteration

is sufficient, even For startup (see chapter 4).

The last method, method C, first computes the linevoltages from
lineflow méasurements and considers these as new measurement
variahles /7, 8, 9,.18/. The relationship between the lipe and
busvoltages is linear and only dspendent on network strgcture,
Since the nsw measuremsnt variables are dependent on the state
{(the power needed for charging the line is dependent on the bus-
voltage) the estimate has to bhe Sbtained in an iterative way.
The linevoltage j in iteration i + 1 at £ = k + 1 is computed

from the .J-th lineflouw measurement as:




(2-3)

"‘y.yf
z z : m% KL
J ab, j s a8, ] Llg]
1 :
with 2 the j-th linevoltage.
zab F the series impedance of the line concernsd.
yj the complex lineflow measurement.
Ri i the busvoltage at the line-~end concerned,.
¥
aa, j the shunt admittance at the line-~end Doncérmed.
2
#* denotes complex conjugate.

The linear relationship betwsen the new measurement variables

Z and the state

variables x is given by:

z = Ax + e = BE + B FE + &
with g measurement error.,
Eg reference voltags,
Ag matrix column of A assoc;ated with referanne
voltage,
B matrix A minus column Hg.
E busvoltages minus reference voltage.

The new estimate is ohtained as:

(2-4)
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- T -1 _
Fi,q = [BADBJ tzy, 4 - AQEQ}
(2.5
. £
% Sl
e I E
g
D diagonal matrix of linevoltage weighting factors
comptited from the lineflow weighting factors as
W, .
5 dJ
ii TR
ab, ]
and & = %X

Methods A and C do not use informetion from older measurements
but only the information contained in the new measuremsnt set,
while method B may be sesn as averaging over more than one

measurement set,
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Set up of the comparison,

The first part of this chapter is devoted to the treatment of
the CIGRE powsr network used to test the three meﬁhods, and

its properties. These characteristics, common to many power
networks, are responsible for much of the properties of the
different estimation methods. The 1atte£ part of this chapter
treats the simulation proper: the test guantities, the different
measurement systems, measurement accuracies and load patterns

chosen For simulation.

A e e ol T T gy WUy et

The power network used for simulation is the CIGRE network
consisting of 10 buses and 13 lines. It was chosen because of
its reasenable sizs and because it is known From sconomic load
dispatoh studies. Fig. 3-1 shows the network with the bus, line
and generator numbers,

These numbers are used throughout the simulation.

The tweo ends of each line are marked A and B respe;tively,

All calculations are done in the per unit system with a base
voltage of 220 kY and a hase power of 100 MUA, Table 3-1 gives
the network parameters in per unit values. ALl lines are
modglled as W-sections with aqual purely capacitive shunt ad-

mittances.
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Line Aend Bend Shunt capaci- Real part of Imag. part

tance at both series imped, of series imp.

line ends

g i 2 0.09680 0.01033 0.05062
2 1 3 . 09680 0.01188 .0.05785
3 1 8 0.09680 0.04711 0.12934
4 1 10 0,14520 0.01240 0.08161"
5 2 10 0.04840 0.0%033 0.05062 ;
6 3 5 0.09680 6.05103 0.20061
7 3 10 0,09680 6.05103 0.20041
8 4 10 0.09680 0.00413 0.02066
g 5 3 0.09680 0.01963 0.06570
10 5 9 0.14520 0.01240 0.08161
11 6 10 0.04849 0.00775 0.05114
12 7 8 0.14520 0.01705 0.06674
13 7 10 0.14520 0.01705 0.06818

Table 3-1¢: The network parameters.

Table 3-2 gives the generator parameters in per unit values:

The minimum and maximum generated active powsr for each generator
plus the.cuefficien#s 84 and 2, of the generator cost Function |
aqueﬁ_+h829§8n

These copefficients are used in a lgad dispatch. The reactive
"generator limits are not used in the simulation and therefore not

includdd. For more details on the use of the generator data, see

the next sectieon,
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enerator minimum maximum a? a,

2

active active

power power
1. 0.8 2,17 0,773 0.340
2 0.8 2,17 0.395 0.443
3 0. 8 2.17 0.538 0.407
4 0.8 2,17 1.489 0.393
5 0.4 1.08 0,675 1,033
6 0.4 1.08 0.803 0.966
7 0.8 ' 2,17 0.394 0,392
B 0.4 1.08 1.367 0.623
g 0.3 0,72 1.513 0.602
10 0.4 1.08 0.678  0.773
11 0.8 2,17 0.768 0,350
12 0.8 2.17 0.623 0.384
13 0.4 1.08 0,636 1.008
14 - 0.4 1.08 0.696 0..978

Table 3-2: Benerator data,

The minimum and maximum active and reactive loads are given in

table 3-3., Buses 1, 2 and 4 have no load,




"RBus minimum minimum maximum- maximum
active raactive active rgactive
load load load ' load

1.2 .90 : 2.6 1.70
0.6 0.30 1.5 0.75
0.6 0.20 1.0 0.35
0.6 0.25 T.1 0.55
1.0 0.60 2,5 1.70
0.5 8.15 .0 0.35
10 5.1 3.10 16.0 630

- Table 3-3: Load data,

‘Heavy load buses ars busses 10, 8 and 3, Buses 10, 2 and 8 have
the most generating powsr available, Lines ﬁ? 2, 5 and 8 turned
out to be the most heauilyuidaded lines. These arte drawn with

thick lines in fig, 3.1,

The powerflow in = powser network is determined by the busuo?ﬁages.
The positions of the busualtages at minimum demand is given. in

Fig. 3.2. Note that all busualtages lie very close tagetherg In the
top halfr is drawn on scale the distance of the picturs %o ZBero;

The powerflow in each line 1s mainly datarmlned by the vnlﬁage

difference across the line, These lineveoltages are glsg drawn in
Fig, 3.2, Sznce the powerflow mainly is determlned by the voltage
differences, it is necessary te know the busvultages with a larger

_relative accuracy than the llnaumltages Flg‘ 3.3 show how ths bus~
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Note that the busvoltages change faster in the beginning than at
the end of the load rise. The bus and linevoltages at maximum
demand are shouwn in-Fig4 3.4, Note the linevoltages assccilated

with the heavy loaded lines 1, 2 and 5,

What the methods try to do is to estimate a number of nearly eqgual
husvoltages while the powerfliow in the netwark is determined by

the differencss between the busvoltages, This is valid for thishand
many powernetworks in practice but not for powernetworks with VEéy
leng hiohly loaded lines and éherefore large angle differences '
between busvoltages, A énnsequence of this property is that the
powerflow in the network does not change very much mﬁen the whole
structurs of linevoltages wmoves along the real axis in Fig. 3.2

or 3.4, Only the currents through the shunt admittances will be

affected and these are relatively small compared with the’currents

through the series impedances.

" To compare the three methods a total of 41 subroutines and 4 main
programs were written,

These are described in /2/. Fig. 3.5 gives a simplified flowdiagram
of the main simulation program. At each timepoint the true state

is computed from the power demand because this is clasest to
reality, First the total active demand is divided over the gene-
rators by an sconomic load dispatch neglecting linelosses., This
dispatch needs the genaratér characteristics of table 3-2. The
reactive demand is divided over the generators in the same ratio

as the active demand.
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' i START }

ot

read data

I

print data

4

bl

compute the power demand
; _

. (compute the tvie state
vactor and all other
trie variables

o .
carpute all possible
reasurenents

i

call the estirraﬁor

c&zzpute and -store the
error guantities

y

last tine point?

noc

ves

print results

Fig., 3.5 Mainprogram used for simulation.
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This means that all generators are operated at the same cas a.
Now the businjections can be computed in order to do a con-
ventional Newton-Raphson load flow to compute the true state,
Bus 10 is chosen as slack bus since this bus has the largest
generating capaecity. Fram the true state the measurements are
computed by adding measurement noise. The measurement noise is
modelled as a x full scale + B x true valuse. The measurements

3
B

used in the comparison are voltage, active and resactive lineflow
¢

measurements, The Full scale valuss For these measurements are

giuen in the following table:

mhmm“mn_"nlu“ml—l—wl'—-"—-—

Em A Rt S W em e md M e M SRR G b e R e (v W P Amr sm Ane A hed e e wh mce Dl S i et i g e Gk M B Wb Rer heh ARy e Py Ard At BN s s e

a_lins.
line full scale value
1 5.0
2 5.0
3 1.0
4 2.0
5 5.0
6 1.0
7 1.0
g8 5.0
9 2.0
10 : 2.0
11 | 2.0
12 1.0
13 | 1.0

Table 3-4: Full scale values,.
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5,3 Maasu:ement-systems;

PRI A

To campare the influence of the choice of measurement syste
three different ones WeIe chosen: ona voltage peasurement at |
the reference bus (bus 10) and all lineflouw measurements on

hoth ends of each line, One yoltage measurement at bus 10 and

all lineflou measurements on both ends of each line and finally
all voltage measurements and all 1ipeflow measurements on One
end of each line. The former two are used with all three methods
while the,latter.one 15 used opnly with method A and B, This is
done to check how these methods behaved when using a different
measurement system as necessary for methad C, The influence of .
moasurement accuracy was tested by choosing botﬁ o and B 0.01 '
and 0.0% respectively. The value 0.05 is very Ead compared to
réality‘ This value.mas_chosen to test the influence of a larger’

redundancy compared ta a larger acocuray. 0.01 is much more realistic.

8.

o -

ﬁs‘said before the true state is calculated from the load de-
mand at each timepoint. Each simulation‘lasts 360 timepoints.
* If the-sampling spterval is get to 20 secs this means a total
‘time of tuwo hours. . | J
Three load patterns were ysed: a constant one to test tha esti-
mators under guiet operation;, a atep c%ange in all loads from

minimum to maximum at timepoint 1680 te test the estimators on

their ability to Follow a sudden change and finally a ramp to
imitate the load rise during the garly morning tours. In the
léimulation the loads on all buses rise at the same rate from

minimum to maximum in one hour (timepoint 91#270).

T
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The simulations are named after the following conventions.

S S T
{ Jooee
method measurament measuiement load pattern
systam agocuracy
measurement systems
1L busuoitage at bus 10 plus active and reactive lineflow
at one end of each line. K
LY all busvoltages plus active and reactive lineflow at
one end of each line, | |
2L busvoltage at bus 10 plus active and reactive lineflow
measurements at both ends of each line,
measugement accuracy:
1 1% case: o = B = 0.01.
5 5% casa: O = B = 0,05,
load pattern:
F constant demand,
8 step change at t = 180.
R “ramp from t = 91 i1l t = 270.

Table 3-5:

Name conventions for simulation.

These names are used in the remainder of this report,
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. 3.5 Test guantities,

P A M Bk S ke R ke wan e S

Three tesl guantities were chaosen For comparing the three methods:
The estimation error, the lineflow error and the measurement index,
The estimation error is the norm of the vector difference between

the estimate and the true state:
gstimation error = “3 - Etrue” - {(3.1)

fhis indicates how close the estimate is to the true state, Frhm

k]

the estimate a number of quantities can be computed, A small ,
estimation error does not have to mean a small error in the quanti-
ties computed from the estimate, Important quantities computed from
the estimate are the lineflows. Therefore the lineflow error is
chosen as the sescond te$t guantity, This error is defined as’thaﬁ.

norm of ths vector differance betueen the estimated lineflous and

the true lineflows:

lineflow error = “glf(zj o glf(iirue)lf (3.2)

The last gquantity, the measurement index, is defined as:

,b(i) - g(gtrue)”
’&-; g(itrue} ”

measurement index = (3.3)

I the estimate is good this quantity should be smallsr than 1.
This means that the sstimated values of the measurements ars
better than the measurém&nts fheﬁselues. If the measurement indsx
is larger than 1 the measurements are better than the estimated
values, Here only the measurements and their sstimated values are

compared, while in the lineflow error also the non measured line
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flows are taken into account., The guantities computed for each

simulation are summarized in the Following table,

Fstimation error,

Average estimation error,
Maximum estimation error at timepeint k.
Maximum element in all estimstion errors at timepoint k in

real {imaginary)} part of buswvoliage i.

LinefTlow error

Average lineflow error,
Maximum lineflow error at timepoint k.
Maximum element in all lipeflow ervors at timepoint k in active

(reactive) flow at A(B)-end of line j.

Measurement index.

Average measurement indax, .
Maximum measurement index at timepoint k.

Table 3-~6: The test guantities computed for each simulation.
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The First thing looked at was ths convergence of method 4
(egq. 2.1) from a Flat voltage start (all busvoltages = 1.0).
Using the maximum loagd demand, the 2L measurement system

(see table 3-5) and 1% measurements method A converged in .
two iterations with linearizatian in both iterations. In

the first iteration the linsarization is dons arcund the flat

voltage profile. When 6Te~ g was not recomputed in the second

iteration divergence occured. These results are given in

table 4.1,
iter. loss Function lin, esh, Err.. loss function lin,
0 118827 .44 - 0.24 118827, 44 -

1 ' .389‘§1 #es 0.16 389,91 yes
2 39,74 yas g.05 40490 .08 noe

Table 4-1: Flat voltage start for method A,

The loss function is de?ingd as

1=y - o TRy - a(x)) | (4.1)

R"1 is the same diagonal weighting matrix as used in the

-previous chapter. In table 4-1 also the estimation error as
defined by 3.1 is included. Because of thess results the
linearization distancs Ax; was chosen as 0.1,

M

When s - 51“:»551 a new linearization is done.
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i

Rs was pointed out in the previous chapter a displacement of
the linevoltage structure along the real axis (fig. 3.2 ~ 3.4)
does not change the linefiows too much. In a msasurement

system with a large amount of lineflow measurements this has as
a consequence that alse the loss function does not change too
much. Since method A tries teo minimize the loss function with
only the present measurements, the line voltage structure can
move gquite a bit along the real axis between two estimates and
as a conseguence a number of "unnecessary" linearizations can
ooCuUr Bependent an the redundancy of the measurement system
(defined as number of measurements/number of state variables)
and fhe measuresment accuracy.

At each time point during a simulation First the less function
4.1 is computed using the old estimate and the nsw measurements,
When this is less than a critical value 3% no further action is
taken. In the other case a new estimate is computed, This is
called an action be}ﬂm, J* is chosen as 2 x number of measurementé.
If R really is the covariance matrix of the measurement noise 3
should be of the order number of measurements. In the case of

method A each action can include a linearization.

Simulation actions linearizatian
AZLAF L 16 2 |
ATLTF 108 32
AZLS5F | _ T : ' 6
R1L5F 129 110

Table 423 Betions and linearizations of method A,
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Table 4-2 shows the increase of the number of linearizations

when the redundancy and the measurement acocuracy decreasas.

A llnearlzatlon asks much more computing time than using a

Donstant G NG matrix. Nothing has heen found in the literaturse

on "unnecessary linearizatians®,

Method B.

Ak R pem 2 e

¥

The things looked at with methoé B (eq. 2,2)are the Brderihg‘;

of measurements and the choice of values for . - '

Theimeasqrement ordering is important For tuwo reasons:

- Sinoe‘tﬁe estimator uses the estimate after i measursments
Bhen processing the J + 1-st one in'calcﬁlating G and the
residue, it is important that the estimate is already as

goed as‘possible,

- When processing the j + 1~st measurement the estimator can

'nnly changs the busueltages with which the measurement has
.something to da (For a lineflow or line currant measuresment

the two busvoltages at the line onds ) because the used P-

matrlx is diagonal.

—!mmﬂmu—:ﬂﬁ.ﬂ.ﬂmhﬁ“‘——“M.-u-nm—&-ﬁ-ﬂh..-l‘h—immu“&

Three different orderings were tested. All thres went through
the networks in the following way; Starting at the ‘reference
bus first the measurements of the loop consisting of lines

11, 6 and 7 (ses Fig. 3,1)are taken, Then the voltage at bus

1 is determined by taklng lines 4 and 2, The semllaop ccn813tlng

of lines 3, 12 and 13 is processsd before the heavy loaded

llnes 5 and 1. Flnally the lobse lines 8 and 10 are taken,




For testing this the LV measurement system with 1% measurements

{see table 3-5) was used. The bLhree orderings ‘differed in:

- When géing to another bus, take first the voltage measure-
ment (if not already used) rollowed by the active lineflow
measurement before the reactive QHB;

11 The same as I but the reactive measurement before the -

active one,

ITI The same as I but taking all ten voltage measurements at

the end.

The results after 1 iteration using an initial P-matrix with
all diagonal elements = 100.0 (interpretétidn: almost no confi-
dence in the initial estimate) and a flat voltage profile as

initial estimate are given helouw,

measurement ordering _ I 1I ' IIX

loss Tunction after 1 iter. 310.95 18614.30 8262.23
estimation error 0.03 0.15 6.08
lineflow error 0,52 3.38 2,32

Table 4-3: Measurement ordering for method B.

Measurement ordering] is the best of the ones inuestigated.-ﬁéfiué'.
linerlow measurements mainly determine angle differenses (in
rectanqular coordinates imaginary parts of busvoliages, if the
angular differences are small, see fig. 3.2 - 3.4) while ra- |
active measurements determine voltage magnitudes (real parts in

rectangular coordinates for small angle differences),




i

In I and II, when going from one bus to the next, the real parts
of the two busvoltages are better determined than the imaginary
parts before processing the lineflow measurements, This is be-
ceuse of the already processed voltage measurement, which mainly
influences the real part {magnitude), and the old estimate,
Therefore the npext measurement should try to diminish the un-
certainty in the imaginary parts, This is best done by an active

flow measurement.

7

System 111 is bad because placing all the voltage measurements at)

the end destroys.the linevoltage structure, This is shoun by the

estimation and lineflow error in table 4.3,

For the 2L measurement system the same.ordering is used, b;t

without the voltage measurements, The best results were nbtained‘
when processing all measurements concerned with one line directly

| after each other. The 1L measurement system also uses the same

ordering without the voltage measurements. When using the 2L

measurement system with 1% measurements‘it wag possible to oh-

tain converge in one iteration from a flak Uultagecstarﬁ;

The next point is the tuning of . @ can be interpreted as a

measure of how much the estimate is allowed to change, Using thg

same values Tor all diagonal § elements gave .similar results as

using values proportional to the change of each busuoltaée in

fig. 3.3, ?amparing the results for thres simﬁlations with a

ramp as load pattern and Q values of 0.4 10"19, 84 107% and

0.4 107° respectively {(see the appandix: simulations BEL?R) one

" soes that 0.4 1p~10 is too small, 0.4 107 -6 gives a too large

lineflow error while 0,4 1875 produces -good results, When using

+
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a constant load values of @, of 0,4 10;70 and 0.4 g7 pro-
duced similar results,

Sa the choice of Q is much less eritical fhan the chaice of
measurement ordering., The valus of § should he chosen large.
encugh to give the estimator the opportunity to follow the

demand, Compare €.9. the ramp and step results Far'method B.

Method C.

A e Gl a6 B e o g

The convergerce of method C (equations 2.3 - 2.5) from a Flad
)
voltage sfart is the only thing looked at in detail for method’

L. As convergence triterion is chosan

Bivg - ,]<e . | | (4.2)

It € is chosen too small then we may stop too sarly, Therefore

the value of th& loss Functlon 4, 1 is checksd a?terwardse

A ——

Ulth € = U 081 methed C Lanuerged in 5 ;teratlons From g flat
voltage start, In later simulations an € valus of 0.01 is used
to speed up the conuergéncéa During normal operation one or -
two iterations were sufficient, In a test example cmnsisting

of two buses and one line with low.shunt admittances and a very
high series impedance (precisely the opposite from the real
situatimn) method € diverged already after the first iteratian;
This occured even when using true values ?br the measurements,
The computing noise was sufficient to cause divergence! One

of the assumptlons made by method C is™ that the 11ne flow
mainly is determined by the line current through the series
impedance, This was not at all the cass in the tast sxample,

An interesting point to be looked at is the performance of




e

w20

method O with a netuwork containing lines with relatively high

shunt currents (long lightly. loaded linss)},

One of the disadvantages of method C is the direct use of the

reference voltags measurement. This means that the distance aof

the linevoltage structyure of Fig. 3-2 from the origo is deter-

mined directly by the voltage measurement. For mare details

ses the next chapter.
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I 5. The results of the comparison,

This chapter starts with presenting the results for computing

time and storage used for the three methods, Fallqmed'hy the
results of the simulation in four tables and Finally an intep.

pretation of these results,

-.u.-.—.m-—m.._._‘mﬁnn._.w.‘..a_...u._s._h,..._,“..,.ﬁ._

Function and deciding if a new estimate should he computed

(see section 4.1). After the estimate is computed it is decided
- if another iteratian (only ror method A and B) should be taken

by computing the loss Function based on the neuw astimate, The

storage used by the three methods inelusive the Just described

administration of the loss function is given in table 5-1.

Instructions Data Total
Method A ’ 150 3126 L2786
Method B 1650 1704 3363
Method € 858 1916 2774

fable 5.1;: Storape used by the three methods (éecimal},

For metheod B the Jacobian needs 732 storage places ang GTNG
plus its decompasition 808, The storage rsguirsed fFor GTWG is
proportional with nz(n: number of state variables) and for the
Jacobian proportiognal to m (m: number of measurements) when
only the non zero eleménts are étcred, otherwise with m n ,

For method C the matrix BTDB and its decomposition use 200 places.




BTDB always requires a factor 4 loss storage than GTWG when used
For the same network since BTDH can be used for both the real
and imaginary parts of the busvoltages, Method B reguires more
in instructions because of tﬁe way the sequential processing

is coded, Methad Q requires less than A because it is simpler in
set up,

The measured execution times of the estimators proper, thus without
the determination of the loss function, compared with the thea%qu
tical ones estimated by counting sach opsration as 5 Msecs butk

not taking into account subroutine calls ars given below,
: g

method A lin A no lin B c{2 iter.)
measured 128 49 - 54 24
time

estimated 30 14 16 12
time

Table 5-2: Execution times in msecs,

The differences between measured and estimated times can he
explained by the time needad for subroutine calls, especially
when containing a matrix as argument, and returps. For method

A B.g. a call is done For sach measurement to Upﬁate the jécobian
an other call to UQﬁaté GTHG and a third one to update

GTw{i ~ g{&)}. On the Univac 1108 whers the simulations weres

done {see /2/) such a call tan- take up to 100 usecs, Becauss

of this it was not noticed thaé sven when there is no lineari-
zation done the already cbmputed GTWG matrix is decomposed each
time a new estimate is calculateds.The measured time For method-ﬁ
without linearization in'tablg 5.2 is this wrong time., It is ahbout

18 Msecs tdo large,




| 30

Much of this is machine dependent but one conclusion is:

don't neglect the time necessary for organization. Also im-
portant when lneking at computing times is the number of btimes

the estimator is scheduled because the critical loss comes

over the critical value 3%, The time nesded for the administration
of' the loss function was 12 msecs. This time is not included

in the measured times of tabhle 5-2.

5.2 The simulations.

At oA e e e e B b e b e e g e

With the possibilities menticned in table 3-4 there are 48
simulations possible,-ﬂf these all 24 simulations using_?%‘
measurements are done plus a numher of ramﬁ_simulétians using
5% measurements.

These are presented in tables 5.3 thrﬁuéh 5-6.

In the tables the best values for each measurement system are
underliﬁed.

An interpretation of %hese results is giueh in thg next section.

For a more detailed presentation see the Rppendix.-
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Method B appears to be the best one. The large maximum error
galues in the step case are caused by the memory of the estimator
{value of g)e

Both method A and © determine the line veltage structure but not
the distance of this structure to zero. £ is worse than~§ in this
respect because it lreats the busvoltage measurement as having .,

the true value. When really using the true Ualue the estimation

error dropped to 0. 02 in the 5% case (C?LBR) but the llnetlow

S —— e Tl

error stayed at G 99 éhls Jltterjng alang the real aXis of the
line voltage structure increasss the chance that 3 comes over J¥
and therefore, especially in the case of method A, increases the
gomputational load. This can pravent the computez fronm doing
other important tasks in a real tinpe situation., The main cause
for this jittering is the Fact that methods A and C do not uss
the information that the staﬁe changes not very much between two
timepoints. At each tlmepolnt thess methods throw away the in-
formation contained in the old estimaﬁe. This is also illustrated
by the way thess methods are able to follow a step.

Because method B uses both the old estimate and the new measure-
mentset one may BXpect that methads A and U are able to minimiie'
the loss function For the new measursments better than method B.

Thls is SUpported by the follomlng results*

simulation AZ2L5" B2Ls E?tS - ATL5 BIL5 C1Ls

loss 37.82. 93.56 '39.94 8,71 13.41 8.58

Table 5-7: The loss Function at timepoint 0,
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6. Lonclusions and suggestions,

As result of thls comparison of the three msthods on computlng
time, storage used, measurement systems and measurement accuracy,
tusing this network where the busuoltageé lie relatively close
together, one can say method B is the hest one, The-comparison
does not include the effects of bias on measurements, arrors in
network parameters and network structure, loss of measurements
and measUrements in gross error, Method B is best because it
exploits the knowledge of the slowly Changing state hetter théﬁ

methods A and C, However the ordering of the measurements should

be done varefully. Each new measurement should diminish the un-
certainty of thuse staie variables of the ones the measurement
caﬁ influence, that have the largast.uncertainty.

Both method C and A do not include the old estimate in cal-
culating the new one. They only use it for having a good start
value to speed up tonvergence, Method C has about the same
performance as method A but uses much iess comp%ting t;me and
storage. |

Since the powerflow in the netuork in principle is determined
Ey the linevoltages one can say that the choice of busvoltages
as state variables is doubtrful. The estimators have to know

the busvoltages very accurate to determine the voltage diFfarenées.

The reiatlue error of tha dlfference eF two naarly equal numbers

E R 2T W L - e —

is much larger than the relative errur of the numbers themselues,
but these differencew are the things we want to know, A better
choice might be the llneuoltages of a network tree and one
busvoltage.

In real time applicaticns_method 3 might prove to sensitive to.

loss of a measurement.
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A few of the things tﬁat should he looked at are thg inclusioni

of voltage measurements in method C, the possibility of averaging
over a numher of measurementsets with method C and the perfor-
mance of the methads in a network where the busvoltages do not lie
close together,

The inolusidn of more voliage measurements and the averaging.

operation for method € might be implemented as follows, Assume ™
firet that the old estimated value of the reference volfage is

gorrect and estimate the linevoltage structure using the line-
flow measurements, then assume the new linevoltage structufe
fixed and use the voltage measurements to estimate the position

of this structure to zero. One can place a certain weight on the

old position, .
Gne thing that should be looked at is the sensitivity of method B

to changes in the measurement system. @hat is the minimum set
necessary for method B to giﬁe acceptable results? The results
indicate that a number of Uéltage and lineflow mgasureménté may
be lost without affecting the.perfmrmance of method B too muchi
especially when compared with the other methods,.

Also interesting for method 5 is the use of a block diggonal
B-matrix which includes the conling'of real and imaginary parts

of the busvoltages. Then the ardering may become Jless critical,
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Appendix: The simulations,

This appendix centains the results of all simulations, OF each
cimulation are given the error quantities from table 3-6 and
three plots showing the.estimation error, the lineflow error
and the measurement index as function of time, IT nothing is
smid under remarks the Tellowing values are used for the cri-
tical loss 2%, the linearization distance Aii’ and the diagonal

eiements of the matrix § of eqg. 2.2 faor method B:

for measurcment system 2L I¥ = 106
. For measurement system LV 3% = 72
. for measurement system 1L I% = . 54
for method A Aﬁl.; 0.1
For method B Q= 0.4 1077
Simulation Ramarks, Page
AZLAT ] ' 45
HLU1F , 49
ATL1F : 53
B2L1F l“ 57
B2L1F g = 0.4 10710 61
B2L1F Q4 = 0.4 107" ‘ 65
BLVIF J* = 54 69
B1LF - ‘ 73
CZL1F ] 7
C1L1F 81
AZ2L1S 85
3LU1S J* 54 89

-0




A1L1S
B2115
BLU1S
B1L1S
L2118
C1L1S
AZLIR
ALVIR
ATL1R
82L1R
. B2L1R
B2L1R
BLVIR
B1L1R
C2L1R
CTL1R
A2L5F
ALVSF
ATLSF
A2L5R
ATL5R
B2L5R
B1LSR
C2L5R

C1L5R

whify-

Jx = 54
J% = 54
Q = Ue‘{l‘ 10“10

Q= 0.4 1076

93
97

101

125
128
133
137
141
145

161
165
169
193

181
185

189
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