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Two efficient Monte Carlo models are described, facilitating predictions of complete time-resolved fluorescence
spectra from a light-scattering and light-absorbing medium. These are compared with a third, conventional
fluorescence Monte Carlo model in terms of accuracy, signal-to-noise statistics, and simulation time. The im-
proved computation efficiency is achieved by means of a convolution technique, justified by the symmetry of the
problem. Furthermore, the reciprocity principle for photon paths, employed in one of the accelerated models,
is shown to simplify the computations of the distribution of the emitted fluorescence drastically. A so-called
white Monte Carlo approach is finally suggested for efficient simulations of one excitation wavelength com-
bined with a wide range of emission wavelengths. The fluorescence is simulated in a purely scattering me-
dium, and the absorption properties are instead taken into account analytically afterward. This approach is
applicable to the conventional model as well as to the two accelerated models. Essentially the same absolute
values for the fluorescence integrated over the emitting surface and time are obtained for the three models
within the accuracy of the simulations. The time-resolved and spatially resolved fluorescence exhibits a slight
overestimation at short delay times close to the source corresponding to approximately two grid elements for
the accelerated models, as a result of the discretization and the convolution. The improved efficiency is most
prominent for the reverse-emission accelerated model, for which the simulation time can be reduced by up to
two orders of magnitude. © 2003 Optical Society of America

OCIS codes: 170.6280, 170.3660, 170.7050, 300.6170.
1. INTRODUCTION

Fluorescence spectroscopy for medical applications is a di-
agnostic procedure under evaluation, attracting a grow-
ing interest.1–3 This research has primarily addressed
identification and localization of small lesions located su-
perficially on the examined tissue. There has also been
an interest in trying to measure the depth of such lesions
as well as to locate lesions lying deep within the tissue by
using laser-induced fluorescence.4,5 The diagnostic ap-
plications based on this technique mainly depend on a
discrimination in fluorescence properties between the le-
sion and the surrounding tissue. Such differences can be
caused by spatial variations in fluorophore concentrations
or alterations in the natural biochemical environment in
the lesions of diagnostic interest. The fluorescence can
also be generated by means of designer fluorescent probes
that are normally quenched but inhibit their quenching
1084-7529/2003/040714-14$15.00 ©
properties in a specific biochemical environment, such as
that found in a cancer tumor.6 However, it is well-known
that the obtained fluorescence signals are not solely given
by the properties of the fluorophore(s) studied but also de-
pend on the optical properties of the examined tissue ma-
trix. Migration of the excitation and emission photons
through the tissue will disperse the fluorescence signal in
time and space. Moreover, reabsorption of the emitted
fluorescence inside the tissue will affect the fluorescence,
resulting in a drastically different fluorescence detected
compared with that intrinsically emitted. This effect has
been problematic, e.g., in the case of fluorescence record-
ings intended for measurements of the concentration of a
photosensitizer in tissue in conjunction with photody-
namic therapy.7

Simple analytical models have been developed to ex-
tract the fluorophore concentrations from fluorescence
measurements of tissue.8–13 These models are designed
2003 Optical Society of America
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to correct for the dependence of reabsorption of the emit-
ted fluorescence by relating the fluorescence signals to an-
other recorded signal, e.g., the diffuse reflectance of the
examined tissue at the fluorescence wavelength studied.
Thus they do not require any knowledge of the exact op-
tical properties of the tissue, since all information re-
quired on the tissue’s optical properties is carried by the
diffuse reflectance signal. The results show reasonable
accuracy under certain conditions of measurement geom-
etry and optical properties of the tissue examined. How-
ever, the methods often require careful calibration and
fail to give accurate predictions when the assumptions
are not fulfilled, e.g., when the fluorophore is not homoge-
neously distributed in the tissue. Another, more general
approach to extract the intrinsic fluorescence information
is to measure the optical properties of the tissue sepa-
rately and correct the fluorescence recordings accordingly
by using a theoretical model for light transport in tissue.
This concept requires an accurate model for the genera-
tion and the propagation of fluorescence light in tissue.
Several such models are suggested in the literature,
among them diffusion theory4,14,15 and various photon mi-
gration models.12,16,17 They are all derived for restricted
geometries, i.e., a homogeneous semi-infinite medium, or
a set of optical properties of the tissue examined. A more
general approach to modeling light propagation in turbid
media without restrictions in geometry and optical prop-
erties is the method of Monte Carlo simulations.18–21 It
has been shown to provide accurate predictions of elastic
light scattering in tissue and is thus often used as a gold
standard to evaluate the accuracy of other models for
light transport in tissue. Monte Carlo simulations pro-
vide several advantages compared with the above-
mentioned methods. The method can handle complex ge-
ometries without restrictions in optical properties, which
is not possible for analytical models. A unique feature is
that the method directly can give information on where
the light has traveled in the medium. This is difficult or
impossible to obtain with other methods. These features
make it possible to analyze how measured optical signals
react to arbitrary changes in the optical properties of the
medium. However, since it presents unique results for
each specific light propagation problem without any
simple analytical expressions for the distribution of light
fluence, changing any of the input parameters requires a
new simulation, resulting in long computation times.
This is especially true for simulations of tissue fluores-
cence, since light is generated in a broad wavelength re-
gion, with each combination of excitation and emission
wavelengths requiring an individual Monte Carlo simula-
tion. The aim of this study is to develop efficient fluores-
cence Monte Carlo models, thereby making the Monte
Carlo technique more feasible for applications within
fluorescence spectroscopy of turbid media such as tissues.
We consider not only steady-state fluorescence22,23 but
also the dimension of time, enabling simulations of time-
resolved fluorescence. Furthermore, the advantages and
the limitations of the accelerated models are evaluated by
rigorous comparison with the well-tested conventional
Monte Carlo approach in terms of accuracy and computa-
tion time required to achieve a predefined signal-to-noise
ratio.
2. METHODS
The purpose of fluorescence Monte Carlo simulations is to
study the process of fluorescence emission from a turbid
medium containing a mixture of fluorophores of interest.
Consider a short light pulse, at the excitation wavelength
lx, entering the medium at normal incidence to the sur-
face, as illustrated in Fig. 1. A simulated excitation pho-
ton path is then given by the propagation of a photon
within the medium until it either escapes at the bound-
aries or is absorbed. When it is absorbed by a fluoro-
phore, a new fluorescence photon is launched at the wave-
length lm after a certain delay determined by the
fluorescence lifetime of the fluorophore. The fluorescence
photon propagates through the medium and is eventually
absorbed or emitted at the surface. Reabsorption of the
fluorescence photons by the fluorophore followed by sec-
ondary emission is neglected here. The optical proper-
ties of the medium at the excitation wavelength are de-
scribed by the absorption coefficient ma

x, the scattering
coefficient ms

x, and the anisotropy factor gx. The absorp-
tion and scattering coefficients are defined as the prob-
ability of absorption and scattering per unit path length,
respectively, and the anisotropy factor is defined as the
mean cosine of the scattering angles. The Henyey–
Greenstein phase function was utilized to sample the an-
gular distribution of scattered photons in the simulations.
The corresponding optical properties at the emission
wavelength are described by ma

m, ms
m, and gm. Further-

more, we introduce an effective quantum yield
feff(l

x, lm, Dl) that expresses the probability of a photon
to be emitted within the wavelength range Dl at lm upon
absorption of a photon at lx, with Dl ! lm. The effec-
tive quantum yield is derived from the intrinsic emission
spectrum and the fraction of absorption events attribut-
able to the fluorophore of interest (ma

xf/ma
x):

feff~lm! 5 f
ma

xf

ma
x

h~lm!Dl

E
0

`

h~l!dl

, (1)

where f is the fluorescence quantum yield, ma
xf is the ab-

sorption coefficient of the fluorophore at the excitation
wavelength, and h(l) is the spectral probability distribu-
tion of the generated fluorescence with respect to the

Fig. 1. The process of fluorescence emission from a multilayered
semi-infinite turbid medium is schematically illustrated.
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emission wavelength. The result of a simulation is
given, for each emission wavelength lm, as the probabil-
ity per unit area and time, F(r, t), of fluorescence emis-
sion from the surface of the medium at the radial distance
r from the injection point and after a time delay t. We
have constructed three different models of fluorescence
Monte Carlo simulations. In the conventional method,
each individual photon is traced from its excitation state
through a possible launch of a fluorescence photon to a
subsequent emission state. In contrast, what we call the
forward- and reverse-emission methods are based on con-
volution of the absorption distribution of the excitation
light with the emission distribution of the fluorescence
light. Moreover, the so-called white Monte Carlo (WMC)
approach24–26 has been employed. This concept permits
analytical computations of the light transport in tissue for
any absorption coefficient based on the results from a
single simulation of a nonabsorbing medium, provided
that the scattering and geometrical properties remain the
same.

A. Standard Fluorescence Monte Carlo Method
A conventional or standard fluorescence Monte Carlo
(SMC) model was developed, essentially following the
concepts outlined by Welch et al.20,21 In addition, our
model provides not only spatial but also temporal infor-
mation on the fluorescence. In contrast to the fixed-
weight photon model used by Welch et al., a quasi-
weighted photon model is employed in this work; i.e., the
weight of the excitation photon is decreased at each inter-
action site and inherited by the fluorescence photon.
However, no major differences in obtained accuracy be-
tween the two alternatives are reported.20,21 Basically,
the SMC method consists of three parts, as illustrated in
Fig. 1. The first part involves a SMC simulation, based
on the computation routines of Wang et al.,27 at the exci-
tation wavelength with the corresponding optical proper-
ties. A fluorescence photon may then be generated at a
certain probability and time delay. The third part con-
sists again of a SMC simulation, but now at the emission
wavelength and consequently with the corresponding op-
tical properties.

B. Convolution and the Forward-Emission Monte Carlo
Method
A more efficient fluorescence simulation procedure can be
devised by exploiting the symmetry properties of the
problem. The geometry of the problem is restricted to a
multilayered structure infinite in the radial dimension as
shown in Fig. 2(a); i.e., we assume that the medium is
composed of adjacent slabs of different thicknesses and
optical properties. We use a cylindrical coordinate sys-
tem (r, w, z), centered at the injection point of the exci-
tation light, with the time delay t as a fourth coordinate.
The fluorescence process can be split into three separate
events, which we recognize from the SMC method.
These three events are depicted in Fig. 1: (1) propagation
of the excitation photon, (2) isotropic emission of a photon
after a certain delay, and (3) propagation of the emitted
photon. The intention with this approach is to model
each process with a complete set of photons separately
and derive the final result by combining the individual re-
sults afterward.28 A similar approach was used by
Avrillier et al. for steady-state problems.23

We can describe the absorption probability of the exci-
tation light by using the quantity A(r, t, z), defined as
the probability per unit volume and time for an excitation
photon to be absorbed at a radial distance r, a depth z,
and a delay t from the injection point. This quantity can
be calculated from one single Monte Carlo simulation
based on the optical properties for the excitation wave-
length. Moreover, an emission probability E(r, t, z) can
be defined as the probability per unit area and time to de-
tect a fluorescence photon originating from the depth z at
the radial distance r from the fluorescence emission point
after the delay t. This matrix can be obtained separately
from Monte Carlo simulations by an isotropic launch of
photons at the depth z within the medium with the opti-
cal properties for the emission wavelength. This means
that one simulation has to be conducted for each depth z
of interest. Finally, D(t) is the time decay of the fluores-
cence emission. For a single-exponential time decay,

D~t ! 5
1

t
expS 2

t

t
D (2)

is applicable, where t is the lifetime of the fluorophore.
These three quantities, i.e., A(r, t, z), E(r, t, z), and

D(t), are all linear with respect to the number of simu-
lated photons when neglecting all nonlinear interactions.
Moreover, each is invariant with respect to the initializa-
tion time t0 for the process, where in the (r, w) plane the
process starts with an infinite, layered structure as-
sumed. Thus it is possible to apply the method of convo-
lution for both the temporal and radial variables. Since
the z direction is not space invariant, only the superposi-
tion principle and not convolution can be applied along
this axis.

For simplicity, we start by considering the case of in-
stantaneous fluorescence emission (t 5 0). We can then
calculate the probability Fz

inst(r, t, z)dz for a fluores-
cence photon generated in dz at the fixed depth z to es-
cape the surface of the medium. It can be done by con-
volving the probabilities A(r, t, z) and E(r, t, z) in time
and space, weighting for the effective quantum yield [Fig.
2(b)]:

Fig. 2. Geometry used for the simulations. (a) The medium is
divided into volume elements using a grid along the r and z axes.
Similarly, time is divided into dt intervals. (b) View of the coor-
dinate system used to calculate the convolution for a slab of
thickness dz.



Swartling et al. Vol. 20, No. 4 /April 2003 /J. Opt. Soc. Am. A 717
Fz
inst~r, t, z !dz 5 dzE

0

`

r8dr8E
0

2p

dw8E
0

`

feffA~r8, t8, z !

3 E~d, t8 2 t, z !dt8, (3)

where d 5 (r2 1 r82 1 2rr8 cos w8)1/2. Then we sum all
the contributions Fz

inst(r, t, z)dz along the z axis:

F inst~r, t ! 5 E
0

`

Fz
inst~r, t, z !dz. (4)

Finally, the decay profile of the fluorescence emission is
taken into account by convolving F inst(r, t) with D(t):

F~r, t ! 5 E
0

`

F inst~r, t8!D~t8 2 t !dt8. (5)

Whereas the absorption probability distribution
A(r, t, z) can be determined from a single Monte Carlo
simulation based on the optical properties of the excita-
tion light, the emission probability distribution E(r, t, z)
requires one simulation for each depth z. In practice,
E(r, t, z) is obtained by randomly choosing the depth zs
of the source for every launched photon in a single Monte
Carlo simulation and classifying the emitted photons ac-
cording to the zs value. The benefit of the convolution
method is that it will reduce the need for good photon sta-
tistics, and thus the computation time, due to the integra-
tion over the r, w, and t coordinates. We call this ap-
proach the forward-emission Monte Carlo (FMC) method.

C. Reverse-Emission Monte Carlo Method
To reduce the number of Monte Carlo simulations re-
quired to calculate the emission probability, a methodol-
ogy to obtain E(r, t, z) by a single reverse-emission
simulation was developed as illustrated in Fig. 3. In-
stead of launching the fluorescence photons at different
depths z within the medium [Fig. 3(a)] and recording the
number of collected photons at the surface, one can set a
source at the surface of the medium and record the spa-

Fig. 3. The concepts of (a) forward Monte Carlo (FMC) and (b)
reverse Monte Carlo (RMC) methods are illustrated. The tissue
surface is along the r axis, and n is the normal vector. In (a), an
isotropic point source at S1 is considered, corresponding to fluo-
rescence emission from this point. The radiant flux across the
surface boundary is measured at D1 . In (b), a point source at S2
is assumed. The fluence rate is measured at D2 . The gray line
represents one possible photon trajectory between the two points.
The cone DV at D1 and at S2 represents the solid angle of accep-
tance for emission at the surface, defined by the condition for to-
tal reflection. Furthermore, rS2 5 rD1 and rD2 5 rS1 .
tial and temporal distributions of the absorbed photons
[Fig. 3(b)]. The intention of this reverse-path method is
to better utilize the photons simulated with the Monte
Carlo technique. In a forward-path simulation, useful
information related to the photon path is recorded only
when the photons exit the medium. Since photons that
are terminated after several interaction events within the
medium are lost photons in this respect, more than one
photon path is needed on average to generate useful in-
formation. In a reverse-path simulation, information is
instead stored at the many more individual interaction
sites along each photon path. Except for a scaling factor,
the emission probability E(r, t, z) is then given by the
absorption probability Arev(r, t, z), obtained from a
single Monte Carlo simulation based on the optical prop-
erties for the emission wavelength. This approach was
followed by Crilly et al.22 for steady-state fluorescence,
but without a derivation of the scaling factor coupling the
forward and reverse computations. Instead, they relied
on empirical determination by comparing with results
generated by forward computations. Here we derive the
scaling factor by means of the reciprocity theorem.29,30

Let us set up the definitions needed for this derivation.
In the forward case, an isotropic source emits fluores-

cence light at a depth z. At the point (r, 0) on the surface
with the radial distance r from the source, fluorescence
photons may escape provided that their angle of incidence
is smaller than the critical angle for total reflection. Now
consider the reciprocal situation modeled by the reverse-
path computations, where fluorescence light is injected at
the surface at (0,0) and absorbed in a point (r, z). The
fluence rate absorbed here must consequently correspond
to the light flux emitted at the surface in the forward com-
putations, originating from an isotropic light source in
(r, z), for one to be able to employ the more efficient re-
verse approach. The two situations, forward and re-
verse, are depicted in Fig. 3 with their intrinsic coordi-
nate systems interrelated by a translation along the
radial axis. For clarity, a common coordinate system is
defined with its origin located at O8. The detection and
source sites in the forward (reverse) case are referred to
as D1 and (D2) and S1 (S2). In the forward case, let
L(rD1 ,s) be the radiance at D1 , given in power per unit
area and solid angle, in the direction s. The net radiant
flux that escapes across the boundary at the surface at D1
due to the source at S1 is then defined as

FWD~rD1! 5 E
DV

L~rD1 , 2s!@1 2 R~ u2s – nu!#

3 ~2s – n!dV~s!. (6)

The quantity R(us – nu) is the Fresnel reflection coeffi-
cient of light incident in the direction s at the interface,
defined by

R~u2! 5
1

2 F sin2~u2 2 u1!

sin2~u2 1 u1!
1

tan2~u2 2 u1!

tan2~u2 1 u1!
G ,

u2 5 cos21~ us – nu!, n1 sin u1 5 n2 sin u2 .
(7)

The integral is taken over the solid angle DV defined by
the critical angle for total reflection. Note the negative
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sign on the directional vector s, because s is directed in-
ward, toward the medium, when taken over DV, while the
integral over L should be performed outward from the
medium. Similarly, let L(rD2 ,s) be the radiance at D2 in
the direction s in the reverse case. The fluence rate at D2
due to a source at S2 is then defined as

REV~rD2! 5 E
4p

L~rD2 , s!dV~s!. (8)

Let L1(r, s) be the radiance generated by a source
Q1(r, s) and L2(r, s) be that of a source Q2(r, s). The
sources Q1(r, s) and Q2(r, s) are given in units of inten-
sity, power per unit solid angle. Provided that the phase
function @ p(s, s8), i.e., the probability that a photon
propagating in the direction s is scattered into the direc-
tion s8] is invariant under time reversal, and that there
are no other light sources, it can be shown that29,30

E E
4p

L2~r, s!Q1~r, 2s!dV~s!dV

5 EE
4p

L1~r, 2s!Q2~r, s!dV~s!dV. (9)

This is the integral version of the reciprocity theorem.
Now consider the specific case in Fig. 3. The point
sources Q1(r, s) for the forward case and Q2(r, s) for the
reverse case may be written as

Q1~r, s! 5
P fwd

4p
d ~r 2 rS1!, (10)

Q2~r, s!

5 5
Prev

DV
@1 2 R~ us – nu!#~s • 2n!d ~r 2 rS2!

if s is inside DV

0 if s is not inside DV

,

(11)

where P fwd and Prev are the powers emitted by the
sources. Starting with the left-hand side (LHS) of Eq.
(9), we have, after inserting Eq. (10),

LHS 5 EE
4p

L2~r, s!
P fwd

4p
d ~r 2 rS1!dV~s!dV

5
P fwd

4p
E

4p
L2~rS1 , s!dV~s!. (12)

Since, according to Fig. 3, rS1 5 rD2 , the last integral in
Eq. (12) is equal to REV(rD2) [Eq. (8)]. Similarly, for the
right-hand side (RHS), we have
RHS 5 EE
4p

L1~r, 2s!
Prev

DV
@1 2 R~ us – nu!#~s • 2n!

3 d ~r 2 rS2!U
sPDV

dV~s!dV

5
Prev

DV
E

DV
L1~rS2 , 2s!@1 2 R~ us • nu!#

3 ~s • 2n!dV~s!. (13)

Since rS2 5 rD1 , the last integral is equal to FWD(rD2).
The result is that

REV~rD2! 5
Prev

P fwd

4p

DV
FWD~rD1!. (14)

Hence, for the reverse, or reciprocal, case, the incident
power should be chosen as

Prev 5
DV

4p
P fwd (15)

to yield a result equal to that in the forward case. In
practice, the source Q2(r, s) can readily be implemented
in the Monte Carlo simulation with a restraint, corre-
sponding to DV, in the angles of the incident photons al-
lowed to continue within the medium. In addition, the
absorption probability distribution Arev(r, t, z) must be
scaled with the factor 4p/DV in order to be used as an
emission probability distribution. The presence of mul-
tiple layers with different refractive indices does not im-
pose any problem, since such interfaces also obey invari-
ance under time reversal. We call this approach the
reverse-emission Monte Carlo (RMC) method.

D. White Monte Carlo Approach
All the above-mentioned fluorescence Monte Carlo meth-
ods (standard, forward emission, and reverse emission)
require one emission probability @E(r, t, z)# simulation
for each emission wavelength of interest, since the optical
properties depend on the wavelength. Moreover, the
fluorophore itself can absorb the emitted photons depend-
ing on its wavelength, and ma

m must be altered accord-
ingly. One way to reduce the number of simulations re-
quired is to utilize the white Monte Carlo (WMC)
technique.23–26 This approach can be useful in simulat-
ing different emission wavelengths, fluorophore concen-
trations, and background absorptions starting from a
single Monte Carlo simulation with the fluorescence ab-
sorption set to zero (ma

m 5 0). The results are instead
analytically scaled for the absorption afterward, which is
easily repeatable for a list of absorption coefficients.
This approach is motivated by the fact that the photon
path in the medium is essentially determined by the scat-
tering properties (ms , g) only, while the absorption coef-
ficient in general determines the survival probability of
every possible photon path. If the time ti spent by every
simulated photon in each layer i is recorded as a measure
of the effective path length, it is possible to reconstruct
the distribution E(r, t, z) for the set of absorption coeffi-
cients of interest by simply weighting the total photon
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path in each layer obtained from the null-absorption
simulation with a Beer–Lambert factor:

w 5 )
i51

nl

expS 2ma
m, jcti

ni
D , (16)

where ni is the refractive index of the ith layer and the
index i runs over all nl layers. One limitation, however,
somewhat restricting the full utilization of the method to
derive a full fluorescence emission spectrum, is that the
scattering properties must remain the same. This is usu-
ally the case if the wavelength range is small (e.g., Dl
, 50 nm). For wider spectral ranges, one should per-

form a set of separate simulations splitting the whole
range into smaller regions where the scattering is reason-
ably constant. This problem can be overcome completely
if the medium can be regarded as homogeneous, since
then a rescaling of the spatial scale is equivalent to res-
caling the scattering coefficient.23 The WMC concept is
fully compatible with transport theory and has previously
been shown to provide accurate results.24 No systematic
analysis of its accuracy will therefore be presented here.

E. Code Implementation and Simulations
The Monte Carlo code written by Wang et al.,27 including
temporal resolution added by Berg,31 was modified to sup-
port the different approaches described in Subsection 2.D.
It was written in C and run on Pentium III processors.
The launch of fluorescence photons was added in the stan-
dard Monte Carlo (SMC) method, and the convolution
was combined with the forward-emission (FMC) or the
reverse-emission (RMC) concept in the accelerated meth-
ods. In the convolution in Eq. (3), the integration over
time and space should be performed to infinity. In the
numerical convolution, the integrals were evaluated over
finite grids that represent the distributions A(r, t, z) and
E(r, t, z). This means that the outer bounds of the
grids were set at the point where the signal level outside
the grid was so low that it could be neglected. The White
Monte Carlo approach (WMC) can be implemented in any
of the three simulation methods; however, the data shown
here were obtained from the FMC method. The FMC
program was designed with an option to set ma

m to zero
and track the path length of the fluorescence photons per
layer, followed by a scaling with the Beer–Lambert factor
according to Eq. (16).

The SMC approach was in this study used as a gold
standard. Thus the results obtained with the convolu-
tion approach using either the FMC method for the calcu-
lation of the emission matrix or the RMC method were
compared with those from the SMC method. Differences
in spatial/temporal distributions of the fluorescence prob-
ability were analyzed and given in relative numbers. All
simulations were done by using the simplest possible ge-
ometry, a semi-infinite homogeneous medium. Values
used as input parameters, unless stated differently, are
defined in Table 1. This set of data contains absorption
and scattering parameters typical for tissue. It formed a
reference simulation when various aspects were to be con-
sidered, in order to evaluate the performance and the ac-
curacy of the accelerated methods. The time required for
such a reference simulation run with 100,000 photons
was compared for the four methods, including the FMC
method with the WMC approach, as a measure of compu-
tation efficiency. To evaluate the sensitivity to changes
in the optical properties, we conducted a series of simula-
tions, each with 100,000 photons launched, where each
parameter from the reference simulation was varied in
turn. The values of the altered parameters are listed in
Table 2. Furthermore, the influence of grid size used in
the derivation of the distributions A(r, t, z), E(r, t, z)
and F(r, t, z) was investigated in the time domain by re-
peating the reference simulation with dt set not only to 5
ps but also to 1 ps. Finally, the statistics of the results
with respect to the number of launched photons were
evaluated by repeating the reference simulation five
times. This was conducted for six levels of statistics, the
lowest corresponding to the launch of 1000 photons and
the highest to 1,024,000 photons.

F. Evaluation Criteria
Various parameters were calculated to compare the per-
formance and the accuracy of the different methods. A
measure of the total probability of detecting a fluores-
cence photon escaping the surface of the medium is de-
fined as

FTOT 5 E
0

`

2prdrE
0

`

F~r, t !dt (17)

and is computed as the number of fluorescence photons at
the surface divided by the number of initially launched
excitation photons. A second quantity evaluated is the
radial distribution of the fluorescence probability, ob-
tained by integrating the emitted fluorescence in time:

FCW~r ! 5 E
0

`

F~r, t !dt. (18)

It is given as the number of escaping fluorescence photons
per launched excitation photon and unit area. A third
function compared in this study is the time distribution
for a series of fixed radial positions r̄:

Fr̄~t ! 5 F~ r̄, t !, (19)
Table 1. Standard Values of Input Parameters Used in the Simulations

Optical Properties Grid Resolution Grid Size

ma
x

(cm21)
ma

m

(cm21)
ms

x

(cm21)
ms

m

(cm21) gx gm feff

t
(ps)

dz
(cm)

dr
(cm)

dt
(ps) nz nr nt

2.0 0.5 100 50 0.8 0.84 0.25 1 0.025 0.05 5 20 40 40
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given as fluorescence probability per unit time and unit
area. In addition, the coefficient of variation (CV) was
calculated for all fluorescence-probability parameters de-
fined in Eqs. (17)–(19), based on five independent simula-
tions run under identical conditions. These indices of
statistical variability quantify the stability of each of the
three methods. From the standard deviations s i(ri , ti)
of the parameters FTOT , FCW(ri), F10%(ri , ti),
F1%(ri , ti), and F0.1%(ri , ti), corresponding coefficients
of variation were derived from

CV 5
1

N (
i

u s i~ri , ti!u

F~ri , ti!
, (20)

where the index i runs over all N points in the (r, t) space
of the selected region. F10%(ri , ti), F1%(ri , ti), and
F0.1%(ri , ti) correspond to the fluorescence-probability
distributions truncated for values less than 10%, 1%, and
0.1% of the maximum F(ri , ti) value.

G. Demonstration of a Simulated Fluorescence
Spectrum
To demonstrate the efficiency of the accelerated models,
we will give an example based on a possible realistic ap-
plication. During a photodynamic therapy treatment, a
photosensitizing agent is first administered to the tumor
region and is then used in a photoinduced chemical reac-
tion to kill the cancer cells. One problem when control-
ling the process is knowing the concentration of sensitizer
in the tissue, since this is a complex function of the rates
of uptake and metabolism and also of the rate of pho-
tobleaching by the excitation light. A common photosen-
sitizer is protoporphyrin-IX (PpIX), which is excited at

Table 2. Values of FTOT Obtained for
Different Optical Propertiesa

Changed
Parameters Model FTOT

DFTOT
(%)

None SMC 0.0157
FMC 0.0161 2.3
RMC 0.0162 3.0

ma
x 5 1.0 cm21 SMC 0.0122

FMC 0.0123 0.9
RMC 0.0123 1.5

ma
m 5 0.25 cm21 SMC 0.0193

FMC 0.0193 0.0
RMC 0.0196 1.2

ms
x 5 50 cm21 SMC 0.0160

FMC 0.0165 3.0
RMC 0.0166 3.6

ms
m 5 100 cm21 SMC 0.0171

FMC 0.0176 3.0
RMC 0.0176 2.9

gx 5 0.7, gm 5 0.76 SMC 0.0161
FMC 0.0161 0.5
RMC 0.0165 2.6

a The values of FTOT are presented in units of (detected fluorescence
photons)/(injected excitation photons). The column DFTOT expresses the
relative difference between FTOT and the value obtained with the SMC
model. If not otherwise stated, the simulation parameters were those
shown in Table 1.
635 nm. PpIX fluorescence excited by 635-nm light oc-
curs predominantly in the 705-nm band.

A model was simulated as a twin-layered structure,
where the top 5 mm had optical properties typical of those
of skin and the lower layer had properties like those of
fatty tissue. Three stages were simulated, which would
mimic the photobleaching process. To start, we impreg-
nated the top 3-mm layer with PpIX. In the next stage,
PpIX was removed from the top 1-mm layer, leaving a
2-mm layer of PpIX underneath. In the last stage, only a
1-mm-thick layer of PpIX at a depth of 2 mm remained.
Thus the photobleaching process was approximated by re-
moving layers of PpIX from the top downward in two
steps.

3. SIMULATION RESULTS
As a first example of the output of the reference simula-
tion obtained with the different methods, Fig. 4 shows the
full F(r, t) distribution obtained with the SMC [Fig.
4(a)], FMC [Fig. 4(b)], and RMC [Fig. 4(c)] methods, re-
spectively. The input parameters used in the simula-
tions were those defined in Table 1. The number of
launched photons was 106 for the SMC method and 105

for both the FMC and RMC methods. The shapes of the
distributions obtained from the three different simula-
tions are clearly similar. The results from the RMC
simulation are quite smooth, and the distribution ob-
tained from the FMC simulation exhibits comparable
noise level with that obtained from the SMC simulation,
even though the number of photons used in the acceler-
ated simulations was only 1/10 of that in the standard
method. To evaluate the accuracy of the methods in
more detail, and thereby able to better appreciate limita-
tions and advantages of the different approaches, we have
evaluated the methods by using the parameters defined
above. The total fluorescence probability intensity FTOT
for different optical properties is presented in Table 2.
The accelerated methods yield slightly overestimated val-
ues of FTOT as compared with the SMC method irrespec-
tive of the optical properties. The discrepancy is on av-
erage approximately 2.5% for the RMC method and 1.5%
for the FMC method, which is of the same order as the
uncertainty due to the stochastic nature of the simulation
method, however systematic. This systematic discrep-
ancy between the accelerated models and the conven-
tional method is due to the temporal discretization of the
grid and originates from an overestimation of the fluores-
cence for very early times. The error was reduced if
smaller time grid elements were employed (cf. the results
in Fig. 7, discussed below).

Radial distributions of the corresponding simulations,
FCW , are shown in Fig. 5, i.e., for the values given in
Table 1 in Fig. 5(a), for ma

x reduced to 1.0 cm21 in Fig.
5(b), for ma

m reduced to 0.25 cm21 in Fig. 5(c), for ms
x re-

duced to 50 cm21 in Fig. 5(d), for ms
m increased to 100

cm21 in Fig. 5(e), and, finally, for gx and gm reduced to 0.7
and 0.76, respectively, in Fig. 5(f). In general, there is
good agreement among the three methods for all optical
properties, although the intensities deviate slightly at
larger distances (r . 0.7 cm) from the incident beam.
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This deviation is due to the truncated grid over which the
convolution is performed. The numerical convolution as-
sumes that absorption and emission distributions are
zero beyond the grid boundary, which leads to underesti-
mated fluorescence close to the grid boundary.

A comparison of the models in the time domain is made
for r̄ 5 0.05 cm in Figs. 6(a)–6(c) and for r̄ 5 0.5 cm in
Figs. 6(d)–6(f). The first set [Figs. 6(a) and 6(d)] shows
the curves obtained from the reference simulation. In

Fig. 4. Examples of results obtained from simulations using the
reference parameters listed in Table 1 when employing the (a)
SMC, (b) FMC, and (c) RMC methods. A total number of 106

photons was used for the SMC method, yielding a computation
time of 13 min on a Pentium III 933-MHz processor. For the
FMC and RMC methods, 105 photons were used, and the corre-
sponding computation times were 77 and 75 s, respectively.
the second set [Figs. 6(b) and 6(e)], ma
m was reduced to

0.25 cm21, and in the third set [Figs. 6(c) and 6(f)] ms
m

was increased to 100 cm21. The agreement among the
results from all three methods is good, with some discrep-
ancy notable at the first two grid elements (dt 5 5 ps,
t 5 1 ps). When the time spacing is reduced from 5 ps
down to 1 ps, there is better agreement among the meth-
ods even at early times, as shown in Fig. 7. This indi-
cates that a finer grid spacing yields better results, but at
the expense of longer simulation time. Similar conclu-
sions hold for the other combinations of optical properties
listed in Table 2 (data not shown).

The next aspect to be considered is the time required to
obtain sufficient simulation photon statistics. Table 3 re-
ports the computer time registered for the different simu-
lation processes, all run on a Pentium III 933-MHz pro-
cessor. Both the FMC and RMC methods employ the
convolution stage, introducing a fixed computation time,
independent of the number of simulated photons. The
number of operations of the convolution roughly scales as
(nt)2(nr)3nz, where nt, nr, and nz are the number of grid
elements in the t, r, and z axis, respectively. To be able to
separate the influence of number of photons and grid ele-
ments, we list the convolution time separately. A simu-
lation utilizing the WMC approach, here implemented in
the FMC method, will take longer, since it is performed
with ma

m 5 0, leading to a higher survival time for the
simulated photons. Nonetheless, this overhead is rap-
idly compensated for in the case of multiple simulations
with different values of ma

m, since the time required to
apply the Beer–Lambert factor in the WMC model is neg-
ligible compared with the time required to simulate the
E(z, r, t) matrix.

The evaluation of the photon statistics of the simula-
tions is based on the coefficient of variation [CV, Eq. (20)],
derived from five repeated reference simulations. Table
4 presents the CV values for the total and radial fluores-
cence probabilities, as well as for the entire spatial and
temporal fluorescence distribution, truncated at three dif-
ferent relative thresholds. Clearly, the best signal-to-
noise ratio is obtained with the RMC method, followed by
those from the FMC and SMC methods.

For the demonstration of fluorescence from PpIX, ex-
cited by 635-nm light, optical properties used for the tis-
sue approximately corresponded to those given in Ref. 32
for the various tissues. The shapes of the absorption
spectra were determined by the absorption of water, fat,
and hemoglobin. The scattering coefficients decreased
slightly toward longer wavelengths. The grid param-
eters were the same as those used for the other simula-
tions. Simulations were carried out in the region 640–
800 nm every 10 nm, totaling 16 simulations for all
wavelength bands. For the SMC computation, one simu-
lation using 106 photons was performed for each wave-
length band and each of the three stages of photobleach-
ing, yielding a total of 48 simulation runs. The
computation time was 24 h per spectrum on a Pentium III
933-MHz computer. Thanks to the convolution tech-
nique, only 3 1 16 simulation runs had to be performed
for the accelerated models. In each run, 105 photons
were launched. The computation time including convo-
lution was 20 min for the first spectrum, but since the
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Fig. 5. Plots of FCW(r) are shown, obtained from SMC (diamonds), RMC (squares), and FMC (triangles) simulations. The simulation
conditions are the reference values listed in Table 1 if not otherwise stated.

Fig. 6. Fr(t) is shown for (a)–(c) r 5 0.05 cm and (d)–(f ) r 5 0.5 cm plotted versus time. The results are obtained from SMC (dia-
monds), RMC (squares), and FMC (triangles) simulations. The simulation conditions are again the reference values listed in Table 1 if
not otherwise stated.
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emission probability had to be computed only once, the to-
tal time for the three spectra was 34 min for the RMC
method, compared with 72 h for the standard method.
The fluorescence data are presented in two ways, corre-
sponding to the two most common measurement geom-
etries: either full surface illumination and pointwise de-
tection (corresponding to fluorescence imaging) or
pointwise illumination and pointwise detection (corre-
sponding to using a single optical fiber for both delivery of
excitation light and collection of fluorescence light). The
imaging geometry was simulated by recording FTOT ,
while the fiber geometry was simulated by recording
FCW(r , rfiber), where rfiber is the radius of the optical fi-
ber. In the example, this was achieved by recording the

Fig. 7. Data derived from SMC simulations are compared with
results obtained from (a) RMC and (b) FMC simulations, with re-
spect to the size of the time grid element (r 5 0.05 cm, and op-
tical properties are as defined in Table 1).

Table 3. Computation Time for the Different
Models

Method

Run Time
on a Pentium III

at 933 MHz
(s)

SMC (105 photons) 78
FMC (105 photons)a 58
RMC (105 photons)a 56
WMC (105 photons)a 79
Convolution 19

a Value does not include the convolution time.
signal for only the first spatial grid element. Two of the
simulated fluorescence spectra are presented in Fig. 8, to-
gether with the intrinsic spectrum for comparison. Only
data for the RMC method are shown; the spectra for the
other methods were virtually identical. Since the fluo-
rescence quantum yield of PpIX was not known, the spec-
tra were normalized with respect to the peak value for the
first case: no photobleaching. In Fig. 9, the relative in-
tensities for the two cases of imaging and fiber detection
as the fluorophore was bleached away are presented for
the 700-nm simulation.

4. DISCUSSION
Transport theory is frequently used for predicting light
propagation and distribution in tissue. However, no ana-
lytical solutions exist for the general transport equation.
Approximations are required to find such solutions, and
many methods have been developed for this purpose. All
of them are somehow limited in terms of the geometry
and the set of optical properties for which they can pro-
vide accurate results. Monte Carlo simulations are con-
sidered an accurate method to calculate light propagation
in media without restrictions in geometry and optical
properties. However, it is a computationally intensive
method and does not provide any analytical expression
with a functional dependence of parameters of interest.
The long computation time is a limitation, especially
when modeling tissue fluorescence, since many wave-
lengths are involved, each influenced by a different set of
optical properties and therefore requiring a separate
simulation. However, the wide range of optical proper-
ties often involved in this type of problem also limits the
applicability of the other models developed. In this
study, we have developed and demonstrated time-efficient
modeling methods for fluorescence in layered tissues
based on Monte Carlo simulations with the aim of facili-
tating the modeling of entire fluorescence spectra. We
have further examined the accuracy as well as the gain in
computation time provided by these methods.

The SMC method for fluorescence of tissue is essen-
tially adopted from Welch et al.20,21 It is not limited in
terms of geometry and is, in this study, assumed to pro-
duce accurate results. The results produced with the
other methods are thus compared with those from the
SMC method. In considering a layered model of the tis-
sue, one can utilize symmetry aspects justifying the
method of convolution. Most tissues examined with fluo-
rescence techniques can be considered layered. Thus
this assumption cannot be regarded as a severe limitation
of the usefulness of the models. There are, in principle,
no other assumptions made in the development of this
concept, which indicates that the results are as accurate
as those for the SMC method. However, the numerical
computations may result in a reduced accuracy with use
of the convolution technique. This can be attributed to
the finite size of the grids of the convolved coordinates.
In the SMC simulation, each photon package is tracked
from the start until it is terminated or added to the re-
sulting fluorescence function. In the convolution meth-
ods, on the other hand, the absorption and emission prob-
abilities are simulated separately. The scores must thus
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Table 4. Coefficient of Variation (CV) for the Three Models

Model
Photons
(31000)

CV10%
(%)

CV1%
(%)

CV0.1%
(%)

CVCW
(%)

CVTOT
(%)

SMC 1 39 77 104 29 4.3
4 19 36 56 12 2.3

16 9.0 18 32 6.2 0.7
64 5.3 9.7 15 3.3 0.3

256 2.2 4.4 7.7 1.4 0.3
1024 1.0 2.1 3.7 0.8 0.2

FMC 1 40 38 41 22 6.6
4 14 20 23 12 3.2

16 6.7 9.6 14.1 7.0 1.7
64 5.1 5.2 7.4 3.3 0.7

256 2.3 1.9 3.5 1.9 0.2
1024 0.8 1.0 1.8 0.7 0.2

RMC 1 4.4 6.6 10 7.5 3.4
4 2.4 3.0 5.1 4.1 1.5

16 1.2 1.6 2.7 2.4 0.9
64 0.8 0.9 1.3 0.9 0.2

256 0.4 0.5 0.8 0.5 0.2
1024 0.2 0.2 0.3 0.2 0.1
be stored as a function of the position and the delay time.
The finer the grid size of these coordinates is, the closer
the model will imitate the SMC method and the more ac-
curate the results will be. At the same time, a finer grid
size will increase the size of the matrices created. This
will increase the memory size required, as well as the
computation time. The increasing size of the matrices
implies longer convolution computations and the need for
a larger number of photons launched in order to obtain
similar photon statistics for each grid element. This
means that there is a trade-off between computation time
and accuracy when using convolution. The optimal
choice of parameters depends on the optical properties
and the geometry of the tissue, as well as on the accuracy
required. It is worth noting that the convolution algo-
rithm was not optimized. Replacing the convolution in
the spatial and temporal domains with a Fourier trans-
form convolution would increase the speed significantly
for larger grid sizes, since the fast Fourier transform

Fig. 8. Simulated fluorescence spectra for PpIX for two different
measurement geometries: imaging and direct optical fiber con-
tact. The case of no photobleaching is shown. The intrinsic
spectrum used as input is also shown.
scales as n log(n), compared with n2. In Fig. 5, it was
shown that the truncation of the grid used in the acceler-
ated methods caused deviations far from the source, close
to the grid boundary. The optimal choice of grid size in
terms of minimizing this error would be to extend the grid
to the distance where the signal is so low that the statis-
tical noise of the Monte Carlo simulation becomes the
dominant error. However, since the convolution is com-
putationally costly, in practice it is better to choose a
smaller grid size and accept a small deviation at large dis-
tances. The required accuracy for the specific application
will have to determine how large a deviation can be toler-
ated.

In this context, it is also of interest to discuss what ac-
curacy is required in the time domain. In time-resolved
fluorescence measurements, the time delay depends on
two factors according to Eq. (5)—the time that it takes for
the photons to be transported inside the tissue and the
fluorescence lifetime of the fluorophore examined. De-
pending on the fluorescence lifetime, the delay due to the
transport will be more or less important. For long fluo-
rescence lifetimes, any deviation in the simulation in the
photon path will be smoothed as a result of the convolu-
tion with the fluorescence lifetime. Any inaccuracy in
the modeling of the temporal behavior of the transport of
fluorescence light would thus be less serious. To study
the modeling accuracy, we considered a fluorophore with a
very short lifetime (1 ps) in all results presented above.
The slight systematic difference in FTOT between the SMC
method and the accelerated methods, which was seen in
Table 2, can be ascribed to an inaccuracy in the convolu-
tion method for very early times.

The results clearly show that by separating the calcu-
lation of the excitation and escape functions, one can
drastically shorten the computation time for Monte Carlo
modeling. Of the models suggested in this study, the
RMC method is by far the fastest. The results presented
in Table 4 show that for CV1% ' 3%, the SMC method re-
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quires approximately 5 3 105 launched photon packages,
while the RMC approach requires as few as 4 3 103, or a
reduction of more than 2 orders of magnitude. The cor-
responding computation times were 6.5 min and 22 s, re-
spectively, where most of the time for the RMC method
was used for the convolution. These figures were ob-
tained for the grid size defined in Table 1, used in most of
the other calculations presented above. For the inte-
grated quantities, the reduction is less dramatic. To
reach CVCW 5 3%, the SMC method needed 105 photons,
while the RMC method required approximately 104 pho-
tons. For CVTOT , the improvement in the RMC method
was even less significant. Thus the great benefits of us-
ing the RMC model come when spatially and/or tempo-
rally resolved fluorescence simulations are of interest.

With regard to the accuracy of the models, accurate re-
sults were obtained from the accelerated modeling in all
the functions evaluated, provided that the grid elements
were small enough. The FMC and RMC models yielded
essentially identical results, which is expected from the
theory. A slight, 1% systematic difference between the
FMC and RMC methods (see Table 2) can likely be ex-
plained by small numerical differences in the algorithms.
Because the RMC method is always faster, there is no
reason to use the FMC method in practical applications.
The usefulness of the FMC method is in demonstrating
the concept of convolution to separate the computation of
the excitation and escape functions and in that it can be
used for validation of the RMC method. It is also worth
pointing out that the increased efficiency of the FMC
method derives solely from the symmetry of the geometry.
For an arbitrary three-dimensional geometry, the FMC
method is no more efficient than the SMC method. The
RMC method, on the other hand, would still benefit
greatly when used under such conditions. Furthermore,
the concept of reversed photon paths is not limited to fluo-
rescence problems but can be useful, e.g., when comput-
ing photon hitting densities33 or in any situation where
one needs to model a distributed light source and a point
detector.34

Fig. 9. Relative fluorescence intensity for three different bleach-
ing states and two geometries, imaging (diamonds) and direct op-
tical fiber contact (squares). State 1 corresponds to no bleaching
(a 3-mm-thick layer of PpIX) and was used as the reference point.
State 2 corresponds to a 2-mm layer of PpIX, starting 1 mm be-
low the surface. In state 3, a 1-mm layer of PpIX located 2 mm
below the surface was simulated. The result is shown for the
700-nm simulation.
The WMC model can be adapted to any of the above
methods. It is not even limited to a layered medium but
is valid in general. It has been shown to provide accu-
rate results in previous studies of light propagation
in tissue.24–26 This concept is well suited for the model-
ing of tissue fluorescence spectra, because of the depen-
dence on the wavelength of the tissue absorption coeffi-
cient. One restriction in the utilization of the method to
derive a full fluorescence emission spectrum would be
that the scattering properties must remain the same in
the wavelength region of interest. Since this is a reason-
able assumption in a limited wavelength range (e.g., Dl
, 50 nm), fluorescence spectra covering wider spectral
ranges can be modeled with a set of separate white simu-
lations, splitting the full range into smaller regions with
constant scattering properties. However, for homoge-
neous nonlayered media, different scattering coefficients
can simply be handled by spatially rescaling the emitted
fluorescence distribution. This procedure assumes that
the anisotropy factor is constant, but such an approxima-
tion is often justified in tissues, since the variation in g is
usually small over the wavelength region of interest.
Also, in the case of diffuse light, only the reduced scatter-
ing coefficient ms8 5 ms(1 2 g) is important, and g can be
assumed constant.

As an example of the performance of the accelerated
models, a realistic situation was modeled, based on fluo-
rescence signals from a photosensitizer used for photody-
namic therapy. Three spectra, representing different
stages of photobleaching, were simulated. It was shown
that a broad fluorescence spectrum could be obtained in
as short a time as 20 min, compared with 24 h for the con-
ventional Monte Carlo method. The computation time
for the next two spectra was reduced even further thanks
to the convolution technique, since the pairs of excitation
and emission matrices could be simulated separately, and
in this case there was no need to update the emission ma-
trices more than once. The results point once again to
the important fact that the scattering and absorption
properties of the medium have a decided impact on the
fluorescence signal, and there are large differences de-
pending on what type of geometry is used for the mea-
surement. In the region above 635 nm, the absorption in
tissue is low and lacks distinguishing spectral features, so
there is no large difference in the shape of the spectra for
the imaging geometry compared with that for the fiber.
However, it is still clear from Fig. 9 that the relative in-
tensities are very different for the two cases of direct-
contact fiber and imaging.

The models presented in this work assume that the
emitted fluorescence light is collected over the entire
hemisphere. However, the collection angle, defined by
the numerical aperture of the detector, can have a signifi-
cant influence on the signal.35 It should be noted that
this was not considered in the example of PpIX fluores-
cence. In the Monte Carlo models, defining the collection
angle of the recorded light could fairly easily be imple-
mented, since this information is available for each pho-
ton that escapes the medium. The difference for the ac-
celerated models is that the emission probability has to be
computed for the specific collection angle of the detector.
For the RMC method, this would mean that the solid



726 J. Opt. Soc. Am. A/Vol. 20, No. 4 /April 2003 Swartling et al.
angle of emission, DV, for the source in Eq. (11) would in-
stead be defined by Snell’s law and the desired emittance
angle above the surface.

In conclusion, several approaches to increase the speed
of Monte Carlo simulations for modeling of the fluores-
cence of layered tissues are presented. The method of
convolution can be used in combination with Monte Carlo
simulations to separate the computation of the excitation
and emission light profiles. We further suggest that with
use of the reciprocity relation between a forward and a re-
versed photon path in the medium, the efficiency of the
calculation of the emission probability increases dramati-
cally. The computation time for this reverse-emission
Monte Carlo method was up to 2 orders of magnitude
faster than that for the standard fluorescence Monte
Carlo method. The use of the white Monte Carlo ap-
proach is especially well suited for modeling fluorescence
emission spectra in tissue. For a homogeneous medium,
where the scattering anisotropy factor is independent of
the wavelength in the region of interest, in principle only
one simulation is needed to solve the entire problem by
scaling of the scattering coefficient. Even if a set of simu-
lations is necessary for each wavelength band, the
reverse-emission approach yields a significant reduction
in computation time.
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