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Abstract

The widespread adoption of smartphones with advanced sensing, computing
and data transfer capabilities has made scientific studies of human social
behavior possible at a previously unprecedented scale. It has also allowed
context-awareness to become a natural feature in many applications using
features such as activity recognition and location information.

However, one of the most important aspects of context remains largely
untapped at scale, i.e. social interactions and social context. Social interac-
tion sensing has been explored using smartphones and specialized hardware
for research purposes within computational social science and ubiquitous
computing, but several obstacles remain to make it usable in practice by
applications at industrial scale.

In this thesis, I explore methods of physical proximity sensing and ex-
traction of social context information from user-generated data for the pur-
pose of context-aware applications. Furthermore, I explore the application
space made possible through these methods, especially in the class of use
cases that are characterized by embodied social agency, through field studies
and a case study.

A major concern when collecting context information is the impact on
user privacy. I have performed a user study in which I have surveyed the user
attitudes towards the privacy implications of proximity sensing. Finally, I
present results from quantitatively estimating the sensitivity of a simple
type of context information, i.e. application usage, in terms of risk of user
re-identification.
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1. INTRODUCTION

1 Introduction
When humans talk with humans, they can use implicit situ-
ational information, or context, to increase the conversational
bandwidth. Unfortunately, this ability to convey ideas does not
transfer well to humans interacting with computers.
Cited from Abowd et al. (1999)

Our relation to machines is one of frustration (Lazar et al., 2005; Opoku-
Boateng, 2015). Machines are supposed to perform and simplify our tasks,
but they do not understand us like humans: We are forced to interact with
them through an interface, which is neither suited for us, nor for them. To
us, pressing a button has a meaning, and carries semantics. To the machine,
it is just a sensor that initiates a causal chain of events resulting in some
effect. Also, machines do not misunderstand us like humans either: When
the button press does not do what we expect, most of us would wish to
explain our intent to the machine so that it can change its action when we
press again; but machines rarely listen.

With the arrival of the smartphone, and its limited size and space for
interaction through controls like buttons and switches, the potential for
frustration has grown. Advances have been made to find alternative ways
of interaction within the field of ubiquitous computing. As a result of this, it
is now commonplace for applications to adapt their content and behavior to
the context of our use through indirect interactions, using our identity, time,
location, and activity as inputs. For example, the Google Now application
can show a user (identity) when the next bus departs (time) for his/her
home when leaving (activity) from work (location).

However, applications are still oblivious to our social context, i.e., the
people we are interacting with and our relation to them. Since social context
is so important for most human activity, this causes frustration when we
want the support of machines in social tasks, or social support in tasks
executed by machines. For example, exchanging digital business cards was
considered a basic future use case twenty years ago, but is still very hard
to do, due to the difference in how we, humans, establish trust vs. how
machines do it.

Social context is difficult to capture and make available to applications
and this is the reason why it is still rarely used. The purpose of the work
presented in this thesis is to take steps towards making social context avail-
able to applications, just like identity, time, location, and activity already
are. The work presented takes two main approaches:

1. Extracting information about social contexts from social interactions
such as text messages, or textual descriptions of social activities and
places such as event websites.

1



INTRODUCTION

2. Extracting social context from physical social interactions, i.e., being
in physical proximity, in combination with online social network data
and text and call communication.

The main concern with extracting this information for real-world appli-
cations is that of privacy. Therefore, I also present results on user attitudes
towards social context data and on re-identification of users in high dimen-
sional context data.

2 Background
The concepts of context and context-awareness are central to this work.
This section introduces these concepts, especially social context, as well as
the main problem areas and methods, so that the reader can understand
the positioning of this thesis in the field (Sect. 4.1).

2.1 Context and context awareness
The concept of context has many definitions, even if we restrict ourselves to
the topic of context-awareness within computer science. Dey (2001) defines
it as follows:

Context is any information that can be used to characterize the
situation of an entity. An entity is a person, place, or object
that is considered relevant to the interaction between a user and
an application, including the user and applications themselves.

Abowd et al. (1999) also define context-awareness as:

A system is context-aware if it uses context to provide relevant
information and services to the user, where relevancy depends
on the user’s task.

These are very general definitions, which means that what context and
context-awareness are can be highly dependent on the application and task.
Thus these definitions are of little practical value when developing or dis-
cussing context-aware systems. However, in practice, there a few funda-
mental categories of context information that have turned out to be useful
for many real-world context-aware applications. These categories are: in-
dividuality, time, location, activity, and relations (Fig. 1) and are part of
Zimmermann et al.’s formal definition.

In this thesis, I use the operational definition of context formulated by
Zimmermann et al. (2007). In addition to the fundamental categories, it
provides an operational extension, which categorizes different usages and

2



2. BACKGROUND

Figure 1: Five fundamental categories of context information. Reprinted by permis-
sion from Springer: LNCS, volume 4635, An Operational Definition of Context, after
Zimmermann et al. (2007), © 2007

operations on context. For surveys of context models, see Bolchini et al.
(2007) and Bettini et al. (2010).

Zimmermann et al. (2007) define a social relations sub-category to the
relations category, which contains information about social relationships
and interactions, such as Facebook friend relations, phone calls, and physi-
cal encounters. This is the main category of interest in this thesis. However,
context information is by its nature collected from multiple heterogeneous
sources, which are often highly dependent and usually have some uncer-
tainty. To reduce uncertainty and to make higher-level inferences about
social context, activity and location information will also be used. The phe-
nomenological view on context considers activity and social context to be
inseparable, as discussed later (Sect. 6).

When I use the term social context in this thesis I mean context in-
formation that includes at least the social relations sub-category, and may
include information from the other categories. I use the term pervasive so-
cial context to refer to social context information that is sensed by means
of pervasive devices, such as mobile phones and Bluetooth beacons. This
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INTRODUCTION

is based on the definition in the STIPI taxonomy (Schuster et al., 2013),
derived from the questions who, what, where, when and why:

Pervasive Social Context of an individual is the set of informa-
tion that arises out of direct or indirect interaction with peo-
ple carrying sensor-equipped pervasive devices connected to the
same Social Network Service.

Context information processing

Dealing with the complexity of context information has made context man-
agement and architectures to process context data and support manage-
ment one of the main topics in context-awareness research. Another main
problem is how to represent context information through modeling so that
it supports reasoning and inference. Khattak et al. (2014) described the
processing of context information by the following process steps: sensing,
acquisition, representation, fusion, and reasoning (Fig. 2).

Figure 2: Context processing steps

In the sensing step, raw data is collected from sensors. Acquisition is sim-
ilar to sensing but differs in the source. While sensing concerns collection of
data from physical sensors, acquisition is the collection of information from
digital sources, for example, social networks, email, or call logs, typically
human-generated. Representation consists of transforming the acquired or
sensed data in a uniform representation, typically using an ontology, an
object model, or another formal model such as Zimmermann’s. Fusion is a
step, where aggregation operations are performed. This can mean aggregat-
ing data from a single source to reduce uncertainty or combining multiple
sources to a higher level abstraction. Finally, reasoning is where inferences
are made based on the data. When the inferences have been made, we can
use them in applications. So what applications can we create using social
context?

2.2 Applications
When applications have access to social context information, new use cases
become possible, for example:
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3. RELATED WORK

• Adapting content recommendations depending on whether the trip a
user is currently making is a vacation or a work trip, based on whether
the user is with his/her family or with colleagues;

• Adapting movie recommendations depending on the preferences and
past viewing history of the people in an ad hoc group;

• Sending a text message to the people who attended a meeting, rather
than those invited;

• Automatic tagging of people present in a photo a user takes;

• Reminders based on when a user meets someone, for example, to pay
back lunch money he borrowed;

• Automatically turning off phone ringtone signal when in class or meet-
ing;

• Automatically exchanging business cards with everyone we have busi-
ness meetings with.

These are use cases where we need our technology to represent us in
the sense that we are discoverable in the physical proximity of technology
representing others. Technology that can represent us in this way can be
said to be capable of embodied social agency. I define and elaborate on this
concept in section 6.1.

Designers of products rarely know anything about the social context of
use of applications before releasing the application. With the new capabili-
ties of connected products with sensors, capturing the social context of use
will allow for a better design of products.

2.3 Outline of the thesis
After this introduction, I survey previous related research in context aware-
ness and social context modeling (Sect. 3). Section 4 defines the research
problem and questions and how they relate to existing research questions
in the field. Section 5 contains an overview of the included papers, their
results, and how they relate to each other and the research objectives.

3 Related work
In this section, I survey previous related research in context awareness and
pervasive social context.

5



INTRODUCTION

3.1 Frameworks and technology for sensing and acqui-
sition of context

Several context frameworks for applications have been developed. Early
frameworks targeted desktop applications, for example (Dey et al., 2001)
and focused on capture and triggering of application events. These were
followed by frameworks intended to developed context service infrastruc-
ture through interfaces and protocols, for example Java Context Application
Framework (Bardram, 2005). In more recent years the focus of frameworks
such as JigSaw (Lu et al., 2010), Nobodo (Bell et al., 2011), LDCC (Kiukko-
nen et al., 2010) and Funf (Aharony et al., 2011) has been on sensing, ac-
quisition, fusion and representation in mobile phones, often supported by
a cloud infrastructure for storage. The reason that mobile phones is the
target environment is that this allows for large scale deployments and in
situ studies. AWARE (Ferreira et al., 2015) is the most comprehensive
such framework, building on the experiences drawn from earlier frameworks
such as Ohmage, CORTEX, Context Studio, and Funf. It provides sensing
of software and hardware sensors, acquisition of user-generated data (called
human-based sensing in AWARE), representation, plugins, user privacy con-
trols and a cloud services framework. The main advantage of AWARE is
its plugins and open source availability. This have attracted a quite large
community of researchers. Another interesting feature of AWARE is that
it incorporates support for experience sampling (ESM), i.e. explicit user
information about experiences. This allows for contextually triggered ESM-
questions rather than at random or fixed times during a study.

AWARE claim to address the needs of researchers, application devel-
opers and user alike. However, AWARE is installed as availability service,
allowing it to take control over low level services. This is a security risk,
and Google recently changed the accessibility services API to prevent this.
Thus AWARE is no longer allowed to be distributed in Google Play.

AWARE and some other frameworks, e.g. Funf, LDCC and Nobodo,
support collection of beacon and Bluetooth which can potentially be used
for capturing physical proximity. CenceMe (Miluzzo et al., 2008) specifically
support social networks data, but for the purpose of sharing context data
to these social networks, rather than mapping between physical proximity
networks and online social networks or call networks.

The frameworks mentioned above are all software-based. Hardware plat-
form designed specifically for collecting social interaction research data with
high resolution and accuracy using a broader range of sensors have been de-
veloped. SocioPatterns (Barrat et al., 2008) is a RFID-based platform for
social interaction sensing. The Live Social Semantics application (Van den
Broeck et al., 2010) use it in combination with online social network data
to study social behaviors at academic conferences.

6



3. RELATED WORK

SocioPatterns is similar to the Sociometric Badge (Olguín et al., 2009)
hardware developed at MIT by the Human Dynamics group, that combines
Bluetooth, Wifi, IR and voice sensing to capture social interactions. Both of
these platform have successfully been used in several studies of human social
behavior in real-world situations (Atzmueller et al., 2014; Génois et al.,
2015; Szomszor et al., 2011; Olguín et al., 2009). Montanari et al. (2017)
developed a wrist-worn specialized hardware to collect Bluetooth proximity
information for social interaction sensing. None of these are suitable for
longitudinal or large scale studies, or for development of applications for
production deployment.

The SDCF framework (Atzmueller and Hilgenberg, 2013), a software
framework, claims support for social network data, but that is only in the
form of general virtual sensor support, and it does not provide any im-
plementations to deal with the complexities of dealing with social network
APIs. The published source code does not support Bluetooth. In (Atz-
mueller and Hilgenberg, 2013) the SocioPatterns RFID-based badges are
used as ground truth for Bluetooth proximity to detect social interaction,
reaching similar results as we do in Paper 7.

A major problem for all frameworks that target phone operating systems
is power consumption. Sensing consumes power, and frequent collection of
sensor data requires frequently waking up the application CPU. A common
approach for Funf, LDCC and Jigsaw is that they try to determine the
phone sensing context in order to reduce power consumption. Determining
a detailed phone sensing context is not trivial (Miluzzo et al., 2010) and
consumes power in itself. Application level frameworks suffer from this
problem due to lack of access to low level system APIs in Android or other
phone operating systems. They also lack the the resources required to make
adaptations to different phone HW platforms.

In 2016 Google introduced the Awareness API in Android (Google,
2016), solving the many of problems these frameworks try to solve. In a
single and simple API, information about location, place, weather, activity
nearby beacons, and headphones state is provided through polling or events.
This means there is a standard format and API for basic context informa-
tion on Android. More importantly though, the Awareness API manages
all low level sensor fusion and hardware and platform differences, as well as
minimization of power consumption.

While performing the research presented in this thesis, I worked at Sony
Mobile, an Android phone vendor. This gave me the opportunity to give
feedback and requirements to Google based on my research during the de-
velopment of the Awareness API.

Google has also implemented an API in Android called Google Nearby
API (Google, 2015). It solves the problem of detecting nearby devices using

7
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a combination of Bluetooth Low Energy (BLE) and ultrasound. The API
makes it very easy to write applications that interact with nearby devices,
and also makes the user interaction simple. However, it only addresses
device interaction and simplification of configuration and interaction. It
does not address the problem of how our devices can represent us both in
the physical and digital world.

3.2 Applications of pervasive social context
There have been many studies performed within ubiquitous computing and
computational social science to understand human social behaviour in var-
ious settings. This was largely initiated by Nathan Eagle and Sandy Pent-
land when they started their work on what they call reality mining (Eagle
et al., 2009). Using mobile phones, Eagle collected sensor data including
Bluetooth proximity data, call information and survey data. From this
data, social network structures and behavior patterns were extracted, re-
sulting in a 95% prediction accuracy of friendship using sensor data. The
Human Dynamics group then developed and used the Sociometric Badge
in several in-situ studies of social behavior in organizations. These studies
showed how analysis of such data can be used to predict workplace satis-
faction, communication quality (Olguín et al., 2009) and productivity (Wu
et al., 2008).

Stopczynski et al. (2013) studied social interaction behaviors in partici-
pants of a music festival, showing how social interaction data can enhance
the festival experience and future planning of events.

The studies listed above all perform the analysis after the study has been
done, in order to study social behavior for research purposes and potentially
propose interventions for improvement. They do not target the development
of context-aware applications that make use of the data collected in the
situation.

Using the data collected in the Lausanne Data Collection Campaign
(LDCC), Do et al. (2011) were able to identify relations between applica-
tion usage and context, resulting in design suggestions for supporting syn-
chronous communication and context-dependent offering of functionality on
mobile phones.

There has been some work done on using pervasive social context for
context aware applications. Social Serendipity (Eagle and Pentland, 2005),
developed by Nathan Eagle, combined proximity sensing with user inter-
est profiles to perform interest base-matchmaking, recommending users in
physical proximity of each other and having matching interests to socialize.

Live Social Semantics was one of the first applications to be used to
study social interactions between conference attendees, showing how physi-
cal interactions can be combined with online social network information to

8



4. RESEARCH OBJECTIVES AND METHOD

facilitate social interaction.
More recently, dating apps developed along the lines of Social Serendip-

ity have been published, for example YAC (YAC, 2017), that allows its
users to detect other YAC users who match their dating profile, using Blue-
tooth to detect proximity. Even though Social Serendipity was the first
such application on mobile phones, the Japanese company Erfolg developed
specialized hardware called Lovegety (Iwatani, 1998) for the same purpose
already in 1998.

4 Research objectives and method
In this section, the research problem and objectives are stated, and the
methodology used to accomplish them is explained.

4.1 Positioning
Since making it possible for applications to use social context is a relatively
unexplored area, the work presented here is exploratory, investigating sev-
eral different options and prerequisites for enabling social context to appli-
cations, as well as consequences for the user of doing so. For this reason,
the work presented is interdisciplinary. This thesis is positioned within
ubiquitous computing, and more specifically within context-awareness.

There has been considerable research done in context-awareness. As
illustrated in Figure 3, the work in context representation, fusion and rea-
soning is horizontal in the sense that it aims to be independent of domain
and application. Apps are then built on top of this as proof of concept.
Vertical apps are also common in ubiquitous computing, where the aim is
to research a specific topic, and not to generalize across applications or
domains. Sometimes applications are research artifacts in these cases, but
they are usually vertical, i.e., they are not designed to study methods for
social context for other applications.

In computational social science and related areas such as reality mining,
human dynamics and social physics, mobile phones are used in research to
investigate human social behavior. The goal is then to find fundamental
insights into social and human phenomena, and not to build applications,
especially not context aware applications. To measure physical social inter-
actions in these studies, custom HW is often designed. However, these are
usually not suitable for longitudinal studies since they are not designed for
this and are hard to maintain in the field. Also, since they are custom built,
it is hard to scale them for studies with larger populations.

Thus, there is a gap in research on social context: Feasible methods for
making social context available to applications at scale, and exploration of

9
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Figure 3: Research gap

what applications are made possible by use of social context (grey area in
Figure 3). The purpose of this thesis is to address this gap. By feasibility
we mean that the methods need to fulfill the following three requirements:

• General application requirements;

• Application requirements on social context;

• Privacy-related requirements.

4.2 Problem statement and research objectives
Context acqusition involves many data types with varying granularity, noise
levels, and dependencies. Thus, the practical aspects of getting each of the
modules to work, representation, fusion, and reasoning, is a research issue
in itself, rather than just an engineering exercise. As stated by Moran and
Dourish (2001):

Due to the complexity of context awareness, the practical aspects of
getting context awareness to work is a research issue in itself, rather than
just an engineering exercise, as stated by Moran and Dourish (2001):
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4. RESEARCH OBJECTIVES AND METHOD

Context awareness is fine in theory. The research issue is figuring
out how to get it to work in practice.

Much of the problem in context awareness consists of collecting and
inferring context, as complete as possible when data comes from multiple
heterogeneous sources and types with varying degrees of uncertainty, fresh-
ness, and abstraction. The relation context (and especially its sub-category,
social context) is not as readily available as the time, identity, location, and
activity categories.

The general research question addressed in this thesis is the following:

How do we sense and infer social context, and make it available
to applications in a way that allows us to balance between sim-
plicity, accuracy, utility, and privacy while scaling to millions of
smartphone users?

I address the question above by four research objectives:

RO1 Develop methods for the acquisition of social context information from
user-generated data (acquired context).

RO2 Assess the feasibility of physical proximity sensing for social context
applications.

RO3 Understand users’ attitudes on privacy with respect to proximity data.

RO4 Estimate how sensitive context data is, with respect to privacy, in
terms of risk of user re-identification.

4.3 Methodology
The main methodology used in this work resorts to design science (Hevner
et al., 2004). To address research objectives RO1, RO2 and RO3, artifacts
are designed and then evaluated. Six papers are included, of which four
investigate separate artifacts, all relating to the goal of enabling the use of
social context for applications. RO4 is addressed in an analysis using data
from an available dataset and does not use design science.

Mobile phones and smartphones have proven to be an invaluable tool
for social research, as shown by Raento et al. (2009). It is commonly used
in computational science, social complex systems research, and ubiquitous
computing for its ability to reach large number of test subjects and collects
a wide range of social behavior data such as location, communication and
interaction data.

Smartphones are used as the main tool in thesis too, for two reasons:
The first reason is the one just mentioned above. The other reason is that
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smartphones are also one of the very few target environments for applica-
tions that scale to a large number of users, which is our research objective
(RO2).

In Sect. 5, we use Zimmermann’s context model to show how each paper
presented contributes to our understanding and use of context. The main
reason for choosing the operational definition of context by Zimmermann
et al. (2007) is that it was specifically created to bridge the gap between
users and developers of context-aware applications. It provides a general
definition, a formal definition of context information categories, and an
operational extension characterizing use of context.

5 Results
This section presents methods and results from the papers included and cor-
responding studies, structured by research objective. I use Zimmermann’s
model to categorize the context information acquired or sensed in each
study, and how each result contributes to the overall context information
picture.

5.1 Research Objective RO1: Develop methods for the
acquisition of social context information from user-
generated data

Sources of context information

We can acquire social context information from several sources. A user’s
calendar is an obvious example and was investigated by Khalil and Con-
nelly (2005). A calendar entry often provides information that matches
several leaves of Zimmermann’s context model (Figure 1): The time of the
meeting, the location, such as a room or an address, the subject to be dealt
with (activity), the attendees, their identities and organizational belonging
(individuality and relations).

Like all sources of context, a calendar has uncertainty associated with
it: Some information may be assumed to be known by the attendees and
thus left out, for example, the location of the office, if it is an office where
all the attendees work. Also, not all users use an electronic calendar or
store it in their phone. Even if they do it, it is common to have several
meetings in the calendar that are never attended. Also, calendar entries of
meetings are often used for reminder purposes, intended only for the owner
of the calendar. If the entry is not shared, the user often already knows
where the meeting will take place, and who will attend, and thus is not
entered. Additional sources of context information may reduce uncertainty
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in inferring social context. Thus, we want to collect context information
from as many sources as possible. To summarize, a calendar alone does not
provide enough information with high enough certainty to rely on it as the
only source of information for context-awareness.

In the following section, I present results on acquiring context informa-
tion using user-generated semantic data in the form of text, and on acquiring
physical and social activity data by proxy of user phone activity.

Named entity recognition for short messages. Battestini et al. (2010)
showed that 32% of all text messages we send are used to plan future meet-
ings. Such planning usually includes exchanging information about when
and where to meet, with whom, and why. This makes text messages a valu-
able source of information about future social contexts if it can be properly
extracted. In natural language processing (NLP), this type of information
is called named entities and the process for extraction is called name entity
recognition (NER).

To address RO1, I developed a named entity recognizer artifact, which
was subjected to a dynamical analysis to evaluate its information extraction
accuracy. In terms of Zimmermann’s context model, the method aims to
acquire context information in the time, location, activity, individuality, and
relations categories, thus potentially contributing significantly to reducing
uncertainty through context information fusion as discussed in Sect. 2.1

Paper 1 presents the method and artifact developed for analyzing the
content of texts messages to extract time, date, place, names, and phone
numbers. The named entity recognizer uses machine learning. More specif-
ically, it consists of an ensemble method, combining regular expressions and
a logistic regression classifier.

The named entity recognizer was applied to a corpus of Swedish SMS
text messages resulting in an extraction F-score of 86%. This accuracy
was better than the only previous published results (Jiang et al., 2010) on
NER for SMS messages. Compared to Jiang et al. (2010), we achieved
a higher accuracy at the cost of higher memory usage, and targeting a
different language. Since then, several studies have been made on named
entity recognition applied to tweets. Named entity recognition on tweets
are potentially similar, but according to af Segerstad (2002), these linguistic
features of SMS are different from those of other text media. Comparisons
to linguistic features of other messaging applications and types are hard to
make since these rarely provide any means of extracting the text from the
app.

In addition to the named entity recognizer, an application artifact was
prototyped in a case study. The application allowed users to see what in-
formation had been extracted from his or her text messages, that could be
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used to create calendar entries. The application was tested on a small user
group of 6 people, who were interviewed about their experiences. The main
conclusion from this qualitative investigation was that the users perceived
that the information was mostly correctly extracted. However, it failed in
reconciling information across multiple messages or conversations extended
over time. The extraction of the context information described fulfills re-
search objective RO1 since it is only intended to cover the acquisition of
context information, not its fusion.

This work resulted in two granted patents, both how to improve mes-
saging UX using NER to extract contextual information (Jonsson, 2013)
(Jonsson, 2014a).

Hyperlocal event extraction of future events. In developing the
named entity recognizer above, I found that many of the locations extracted
had folksonomic names, and were often ambiguous. Names such as “the cen-
tral” probably refer to a central station, but in which city? Without further
information about location, for example city-level position of the sender or
receiver, these are hard to disambiguate to a specific location, and thus hard
to fuse with other context information.

Activity and location are crucial components of social context and thus
important context information categories, since knowing the location can
help us understand what activity is taking place there, and what type of
social interactions. Event databases (e.g., Eventful, Zvent) and location
databases (e.g., Foursquare) can be used to determine the semantics of a
place and the current and future activities taking place there.

However, these databases have small coverage and mostly include ma-
jor commercial events in densely populated areas. Most smaller events and
events outside major city areas are announced in local media, on local web-
sites, on private Facebook groups, mailing lists, etc. in unstructured or
semi-structured text format. We call these events hyper-local. In Paper 2, I
explore the possibilities of extracting future hyper-local event information
from a wide range of web sources, to determine if the document structure
and content can be exploited for human resource-efficient event scraping.

The paper describes two experimental knowledge-driven, pattern-based
programs that scrape events from web pages using both their content and
structure. The information extracted contained the event title, date, time,
and geographic location, fitting in the activity, time, and location context
information categories of Zimmermann’s model. The simpler method of the
two achieved an F-score of 72% with an average setup time of 34 minutes
per site, while the more generic one achieved an F-score of 60%, but only
requiring an average setup time of 12 minutes per site.

The hyper-local event extractor exposed a SPARQL endpoint that was
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Figure 4: WED-pipe acquisition layer

Figure 5: A user enjoying the augmented Bastille view.
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integrated into the Sindice semantic web indexer and used in the Venturi
project social data mining component called WED-pipe (Mostarda, 2014)
as part of the final demonstrator system (Giulio and Chippendale, 2014)
(Figure 4).

Venturi was a European Union funded Project in the 7th Framework
Program, focused on researching context-awareness for Augmented Reality.
The event content was extracted from local sites in Grenoble, and shown
in the demonstrator application. From the Bastille scenic viewpoint in
Grenoble, users of the system could see an augmented view of Grenoble
containing localized event information (Figure 5).

The accuracy reported is comparable to event extraction in other do-
mains, but the combined evaluation of accuracy and human effort in event
extraction has not been reported elsewhere to my knowledge. The event ex-
traction method developed and its application in the Venturi demo is thus
a contribution to achieving 4.2.

Extraction of sleep patterns from smartphone events. While Paper
1 and Paper 2 focused on using user-generated data with intentionally se-
mantic content, data generated through user behavior can call also be used
as to derive activity information that is relevant to social context. In Paper
6, we propose a Bayesian model for extracting sleep patterns from smart-
phone events. The method can identify individuals’ daily sleep periods and
their evolution over time and provides an estimation of the probability of
sleep and wake transitions.

The model is fitted to more than 400 participants from two different
datasets, and we verify the results against ground truth from dedicated
armband sleep trackers. We show that the model can produce reliable sleep
estimates with an accuracy of 0.89, both at the individual and at the collec-
tive level. The Bayesian model can quantify uncertainty and encode prior
knowledge about sleep patterns. Compared with existing smartphone-based
systems, our method only requires screen on/off events and is therefore much
less intrusive in terms of privacy and more battery-efficient.

5.2 Research Objective RO2: Assess the feasibility of
physical proximity sensing for social context appli-
cations.

To assess the feasibility of physical proximity sensing as a mean of allow-
ing applications to use social context as high-level context information an
artifact called Proximates was developed. I evaluated this artifact by three
evaluation methods from design science:

1. An architectural analysis of Proximates;
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2. A case study of an application artifact, Memorit, using Proximates;

3. A field study, in which multiple applications were built using Proxi-
mates.

Architectural analysis

Proximates, a social context engine software for Android mobile phones
is introduced in Paper 3. The paper shows how Proximates can be used
to derive social context from proximity sensing in combination with online
social networks like Facebook, as well as call and messaging social networks.
In an architectural analysis, it also shows how the Proximates architecture
satisfies the requirements on mobile social applications defined by Karam
and Mohamed (2012):

• Simplification of development process;

• Energy efficiency;

• Privacy;

• Scalability and distributed architecture;

• Heterogeneity and dynamicity of mobile environments.

The analysis also shows how Proximates fulfills the requirements on
social context modeling defined by Tran et al. (2009), regarding the explicit
capture of relationships, relationship management, and externalization of
social context management.

Additionally, during the design and evaluation iteration cycles in the case
study, I found that the requirements above needed to be complemented with
additional requirements that are not application specific, but needs to be
specified for any applications that are aware of social context:

• Latency for detecting context switch;

• Robustness of context detection;

• Accuracy of context detection.

Furthermore, Paper 3 discusses why proximity sensing is preferable to
location sensing as proxies for physical social interactions, focusing on the
efficiency, latency, robustness, accuracy, and privacy aspects.

The focus in these studies was on social relations the context informa-
tion category in Zimmerman’s model, through proximity sensing and acqui-
sition of relationships from external social services, such as Facebook and
LinkedIn.
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Case study: Memorit – A reminder application

Proximates was used to prototype several application artifacts, which were
then tested in user studies or demonstration to collect feedback. One ap-
plication, Memorit (first called SmartTodos) was studied closer and for a
longer time than the others, going through more iterations of user tests and
development, and is thus reported as a case study here. The main objective
of the Memorit study was to address RO2 and RO3. RO3 is addressed in
Sect. 5.3.

Artifact, setup, and evaluation. In Paper 3, I present Memorit (first
call SmartTodos), a contextual reminder application used as the artifact in
this case study. The main functionality of Memorit is to allow users to set
reminders to trigger when conditions on context are met. Users can set a
reminder on time and date, location or when they meet a specified friend,
i.e., when a specific social context condition occurs (Figure 6).

The app was distributed to a limited group of users, who were recruited
using snowballing, i.e., users were recruited by asking users already in the
study to recruit more users. Each user received a phone from Sony and
downloaded the app from a beta group on Google Play. 175 users partici-
pated in the study, running in total 1 year. Not all users participated during
the whole time.

Cold start. In the study, I faced several challenges. The first one was
the cold start problem: How can we provide a feature using social context
before we have any data about it? To solve this, I used a minimum viable
feature approach: The simplest social context that can be detected using
proximity sensing is that of being in proximity to one single person. For
this, no data needs to be collected and modeled, and I could thus avoid the
cold start.

Informed consent. The second challenge was that of privacy, and espe-
cially that of informed consent. The purpose of the study was to investigate
privacy issues formulated in RO3, but I also had to consider the privacy of
the participants during the study itself. It is well known that users do not
read privacy policies or terms of service, but they still accept such conditions
by clicking OK the first time they start an app (Böhme and Köpsell, 2010).
Vila et al. (2003) provided a game-theoretic explanation of this phenomena,
modeling the collection of user data as an asymmetric privacy information
market. They found a unique equilibrium point, where both users and col-
lectors are indifferent to testing claims and respecting privacy due to the
high cost of testing privacy policy claims.
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Figure 6: Screenshot from Memorit application showing introduction screen to contacts
reminders.

Still, most application developers consider the problem of informed con-
sent to be a legal problem that is dealt with by asking the users to agree
to terms of service once only (Luger and Rodden, 2013). Since the users do
not read the terms of service, this practice is in violation of user interests
and expectations. As Luger and Rodden (2013) point out, informed consent
should be considered a social process, where the user is kept informed and
consenting, and it is the responsibility of the developer to assure that this
is the case.

I formulated the Obvious Data Usage (ODU) principle to address the
problem of informed consent in designing and developing applications:

Any data collected from the user should be reflected in the func-
tionalities of the application collecting the data, in such a way
that it is obvious to the user what data is being collected and

19



INTRODUCTION

how it is being used. (Jonsson, 2012)

This means that if the application developer cannot find a way to make
it obvious to the user that the application is collecting a certain piece of
data by means of the functionality of the application, then that data should
not be collected. ODU is a principle and is hard to test since it is what is
obvious to a user may not be so to another. Thus, ODU serves best as an
ethical guideline. By applying it to the project at hand, one is forced to
reflect on how much the user knows about the data collected and the ethical
consequences. ODU is in no way intended to replace privacy laws such as
EU General Data Protection Regulation (European Union, 2016).

In this case study, ODU served a double purpose: Not only did it keep
the users continuously informed and consenting, but it also made them
aware of the proximity sensing. For the privacy survey presented in Sect. 5.3
to be meaningful, the users needed to understand that they were using and
being subjected to proximity sensing.

Power consumption. Another challenging problem was that of power
consumption. Battery life is the most influential factor for consumers when
buying smartphones. Thus, phone vendors have strict power consumption
requirements on applications they preload. To find a solution that can be
deployed in a product, we had to minimize power consumption. While
many smartphone users believe that Bluetooth affects power consumption
significantly, this is not true. The screen and application CPU consume
significantly more power than any other components in a smartphone.

Since Proximates executes as a background service, the application re-
quirements on recency or latency in context sensing determines the power
consumption: The lower the latency, the more frequently Proximates needs
to execute to scan for Bluetooth. I experimented with various latencies and
found that a one-minute frequency was acceptable from a power consump-
tion point of view, while still being able to trigger proximity at an acceptable
level. Longer latency made user consider the proximity reminders were not
working, and short latency consumed too much power according to users.
To reduce power consumption further, I designed a method to control acti-
vation of Bluetooth scans (and thus waking the CPU) to only trigger when
users were in the same geographical area. This method was filed and granted
as a patent application (Jonsson, 2017).

Usability of the Memorit application. Paper 3 summarizes an evalu-
ation on task completion of 7 different tasks, including setup. The number
of requests for help to complete the task and task completion time were
measured. The most complicated task was the setup of the Memorit app,
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before it could be used. It includes signing into Facebook, accepting re-
quested permissions, entering a phone number, accepting enabling of Blue-
tooth and location services if not enabled, and setting Bluetooth visibility
timeout to infinity.

The first UI design focused on providing an overview of all these tasks,
with little information provided on each task, and allowed the user to com-
plete the setup in any desired order. In the final version after multiple
iterations, the UI forced the user to complete the task, step by step, while
still indicating overall progress and how many steps were left. The language
used in instructions was less technical and more explicit.

Paper 4 reports on the re-evaluation on task completion performed af-
ter the final iteration: The task completion time for the two most difficult
tasks was reduced by 30% and 70% respectively. Furthermore, the number
of requests for help to complete all tasks was reduced by more than 50%.
Qualitative user feedback showed that the general user experience had im-
proved significantly. However, setup and configuration were still considered
complex, and it was hard to understand how such a simple app could require
so much configuration.

Validation. I performed a comparative network study to validate that the
data collected by Proximates in the Memorit study could be used for social
context modeling in terms of relations and that the snowballing recruitment
strategy was able to span a representative social network. The analysis is
presented in Paper 5.

In this paper, the characteristics of the social network spanned by phys-
ical proximity interactions is compared to those of the Reality Mining net-
work (Eagle and Pentland, 2006) and a random Erdös-Renyi network. The
Reality Mining network and the Memorit network shared many character-
istics, especially the temporal aspects of correlation coefficients. However,
over long time frames, the Reality Mining network include many spurious
connections (Figure 7) and thus become similar to an Erdös-Renyi network
with respect to clustering coefficient and betweenness centrality distribu-
tions. The Memorit network is less affected by spurious connections (Figure
8), due to using snowballing recruitment.

Case study conclusion. In part, the development, use, and evaluation
of Memorit was a wicked problem: We iteratively developed an artifact while
evaluating it. The requirements changed as we learned from the evaluations
with users. The target environment, i.e., Android, changed due to new OS
versions and devices with different capabilities being released. The Blue-
tooth stack in Android was replaced with a different one. Bluetooth Low
Energy was partially introduced into Android. Finally, what constitutes
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Figure 7: Reality Mining network. Larger node size and darker color indicate higher
betweenness

social context that is relevant and usable for applications and users was
unclear, and needed to be defined in the process.

These conditions make scientific research challenging. However, if our
solution to the problem could not survive such conditions, then it would
not be a feasible solution, since these are the conditions in which it needs
to work.

The complexity of setup is not an application-specific problem. Any
context-aware app needs to request several permissions for accessing relevant
data and sensors. In general, this will be hard to explain to the user since
it is often not clear: A higher level context may be derived from some
lower level sensor, and it is not clear to the user how accessing the sensor
contributes to the feature that claims to use it.

This complexity gives phone vendors an advantage over application de-
velopers, since they can preload apps with system level permission, without
requesting permission from the user. Also, phone vendors can preload apps
or services from non-vendor application developers.
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Figure 8: Memorit network. Larger node size and darker color indicate higher between-
ness

Phone vendors have to use this advantage with care. Offering context-
aware apps without making explicit permission requests to the user may be
required from a usability point of view. Vendors may also be the only ones
that are trusted enough to be allowed to do this. If they do so, they must
also take care to follow ODU and provide value to the user that corresponds
to the value of the data they trust the vendors with.

Field study: Proximates

Three more applications were developed to explore the space of possible
proximity sensing applications: Social Photo Frame, Meets, and Stories
This exploration also allowed for testing the feasibility and limitations of
proximity sensing and Proximates as an implementation.

Social Photo Frame. Old photos are great conversation starters. We
especially like to see ourselves in photos taken by others and to reminisce
about memories they trigger. A digital photo frame application was de-
veloped to serve as a conversation starter at home or other private social
environments. The application shows old photos figuring the people who
are in front of the frame, preferably together. The application queries Face-
book for photos that contain people who are also in proximity to the frame.
Proximity is detected using Proximates. Proximates can be configured to
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map Bluetooth IDs to Facebook IDs and thus used in queries for photos
tagged with Facebook IDs.

The application selects photos by maximizing the intersection of people
in proximity and tagged in photos. They are then shown in an automatic
slideshow.

Figure 9: Photo of the Social Photo Frame application

Since most photos are not publicly available on Facebook and need to
be accessed on behalf of a specific user, we set this user to be the owner of
the frame. To include a person in the query, he needed to be in proximity
to the frame, but also already be a Facebook friend of the owner.

Social Photo Frame was demonstrated on three occasions, to collect user
feedback. From the demonstrations two important lessons were learned:

• First, externalizing management of relations (to Facebook in this case)
allows for reuse of established relations across different applications.
However, to support ad hoc use cases such as this, there needs to be a
mechanism to establish relationships in a way similar to how humans
do it in social situations. As humans, we can interpret thousand of
social signals and make immediate interpretations of social order and
trust decisions on them. Our relations with other people are not
single-valued friendship attributes like on Facebook.

• Second, it is difficult to demonstrate and thus evaluate, social context-
aware applications in an artificial environment, such as a conference or
a lab. With Social Photo Frame, this meant that all that the people
in the audience in the lab saw was a photo of people they did not
know. Just like you as a reader can see the application in Figure 9,
but that does not tell you anything about how the app works or what
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it does. Social Photo Frame worked very well when tested at home
with friends since the required relationships were already established.
Also, there were in general plenty of Facebook photos to query that
made sense.

This difficulty in demonstrating is not only due to the lack of ad hoc re-
lationship creation mechanisms but also due to the wealth of context. For
demonstrations of non-context features, some parts are often faked or sim-
ulated, but that is not a problem since we can imagine ourselves in the
setting. With context features, however, this does not seem to work. One
can hypothesize that this is due to the richness and the extensive amount
information in what we perceive as context. We are just not able to substi-
tute enough content of our perceived context with the imagined so that it
makes any sense to us.

A patent for Social Photo Frame, describing the methods of detecting
proximate friends and the retrieval of photos, was filed and granted (Jonsson
et al., 2016)

Meets – A meeting support application. To further investigate the
feasibility of using Proximates to detect groups of people rather than just
single individuals, I prototyped an application called Meets. Meets helps
the user take and communicate notes from business meetings. One feature
of Meets was to detect the presence of people in the meeting, i.e., its atten-
dees. The user taking notes could compare the list of invitees and detected
attendees and manually correct any errors.

To detect the identity of the owner of a present device, the Proximates
(Jonsson and Nugues, 2013) middleware was used. Proximates maps Blue-
tooth MAC IDs to social identities, for example Facebook. We added sup-
port for LinkedIn in the Meets application, since it is used more often in
business settings than Facebook.

Paper 7 describes the local filtering method we used in the application.
The k-nearest neighbor method also described in the same paper achieved
slightly better filtering F-score (82%) than using local threshold-based filter-
ing (80%), but required global computation over all data and thus a server.
The global method was not implemented in the Meets prototype.

Two lessons were learned:

• First, there is an application-dependent difference in the cost of mak-
ing mistakes when making autonomous decisions based on context. In
Social Photo Frame, there was a notion of an optimal photo to show,
but if the application showed a slightly less optimal picture once in
a while, no one would notice. The cost of making mistakes was low.
In Meets, this cost was higher than in Social Photo Frame. In Mem-
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Figure 10: Meets application UI.

orit, it was even higher since a missed reminder could have severe
consequences for the user.

• Second, the threshold value found in Paper 7 was too brittle to use
in practice. The range of optimal RSSI values was very small and
very close to pessimal range (Figure 11). It was not possible to find a
value that worked well across environments, devices and group sizes.
The k-nearest neighbor method is likely to work better since it does
not rely on a specific threshold. The brittleness appeared in the ap-
plication as false positives or false positives, i.e., users not present
could sometimes be detected, and users present not. This brittleness
was again alleviated in the UI by showing a list of all attendees and
whether they were invited and attended, rather than just the detected
attendees.
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Figure 11: Precision (lines) and recall (dashes) group affiliation classification for different
RSSI values

This work resulted in the filing of two patent applications that were
granted. One on how to merge calendar and proximity data to reduce un-
certainty in data from these sources (Jonsson, 2014c), and one on detection
of visitors (Jonsson, 2014b).

Stories – A self-tracking application. Self-tracking is the tracking of
various aspects of one’s own life by technological means. There is a multi-
tude of self-tracking applications available that mainly utilize smartphone
sensors, sometimes complemented by sensors from wristbands or other wear-
able devices. None of these applications collect data about who the user
meets physically. Some collect data about venues checked into and com-
pare it across users to discover who of a user’s friends were at the same place,
at the same time. However, check-ins do not necessarily capture physical
social interactions since a venue may be large.

We developed a self-tracking application that visualized the places a user
has visited, movement activities (walking, sitting, running, etc.), people the
user met, and other events (Figure 12).
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Figure 12: Screenshot from Stories application showing a captured feed of automatically
captured activities, events, locations visited, and people met.

To collect feedback about the application, a small qualitative user study
was performed. In general, the users found that being able to see what
people they had met was a very innovative feature, not available in other
self-tracking applications. The applications initially only showed summa-
rized events when something unusual occurred, for example when visiting a
new location. Several users were surprised when these events were shown,
and thought it somewhat scary from a privacy perspective. We thus applied
ODU and decided that we needed to be more transparent about the data
collection in the app. We introduced the ticker view, seen in Figure 12,
which user thought much cleared and became the main feature of the appli-
cation. Some users commented that the ticker could be used as a memory
prosthetic for associative memory search.

In addition to the privacy aspect, we learned that the completeness in
context information being visualized in the ticker UI made it much easier
to demonstrate than Social Photo Frame. I think the reason is that we are
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visualizing the context information rather than using it as a trigger or cue
for some other functionality. In this sense, Stories is not just a context-
aware application, but also a context-visualizing application. Potentially,
this could mean that context information should be visualized in context-
aware applications in general, to make it easier for users to understand and
accept.

RO2 Conclusion

Proximates made the development of the applications used in the study
easy by abstracting away from the low-level sensor APIs in a single con-
figurable software component. It fulfills the architectural requirements for
applications that need to use proximity sensing for social context awareness.
Proximity sensing is feasible for applications as long as the application de-
veloper consider the following:

• Any context sensing app requires complex configuration due to the
many permissions needed, and proximity sensing adds yet more per-
missions. This can be solved by application deployment by a trusted
vendor that does not need to requests permissions.

• Proximity sensing is error-prone like all sensing. Thus the cost of mak-
ing mistakes needs to be considered and potentially solved through UI
adaptation, giving the user the chance to detect and manage mistakes.

• Make an appropriate tradeoff between latency and energy consump-
tion requirements. Memorit pushed the boundaries of what is accept-
able to users, but future phone platforms will allow low power back-
ground proximity sensing just like they have made it possible with
Wifi over the past few years.

5.3 Research Objective RO3: Understand users atti-
tudes on privacy with respect to proximity data.

By its nature, context information is often sensitive from a privacy point
of view. Users have over time become accustomed to having sensed and
contextual data collected and used through services such as Facebook col-
lecting location data through GPS on users’ smartphones. User attitudes
on privacy with respect to location data has been extensively studied, but
not attitudes towards proximity sensing. During the Memorit case study, I
conducted a survey with the subjects to investigate this. As we have seen
before, imagining contexts of other people and contextual features in appli-
cations can be hard. Therefore, this survey could only have been done with
subjects exposed to proximity sensing applications such as Memorit to be of

29



INTRODUCTION

any value. Surveys using hypothetical questions about context, especially
for contexts not commonly used in applications, is likely to be misleading
since subjects would not have mental model informed by the experience of
such features.

The results presented in Paper 8 conclude that proximity sensing is not
considered more sensitive than location sensing by users. Also, as long as
users are in control of who can sense the data, they accept being discoverable
by others through proximity sensing.

5.4 Research Objective RO4: Estimate how sensitive
context data is with respect to privacy, in terms of
risk of user re-identification.

de Montjoye et al. (2013) showed that four spatiotemporal points in a lo-
cation trace dataset are enough to uniquely identify 95% of the individu-
als. This was highly relevant not only in terms of privacy consequences for
context-aware applications but also because location data of many smart-
phone users is being collected and sold to advertisers through data brokers.

In Paper 3, I argue that proximity data can be less intrusive than lo-
cation data while still fulfilling the requirements for social context-aware
applications. So what about the other categories of context information
besides relations and location? Are they as sensitive as location data with
respect to re-identification?

Using the same uniqueness framework as de Montjoye et al. (2013),
applied to smartphone application usage data, we calculated the uniqueness
of users in a dataset containing 3.5 million users. The usage data only
contained data about whether an application had been used during a month
or not. It did not include any information about timestamps, duration,
number of starts, etc. Each user was just a binary vector, where each
position represented a specific app. Still, it turned out that users are highly
unique in this data. Given four applications we could uniquely re-identify
91% of the users using a simple heuristic strategy based on selecting the
least popular applications. We also showed that uniqueness change over
time. During summer months, users become more unique. Also, users
change behavior over time; their application usage fingerprint drifts over
time with a roughly constant rate.

This is important not only for context-aware applications to consider,
but also because application usage data is being collected, sold, and used for
advertising on a massive scale. Data brokers collect this data from billions
of users together with browser cookies, location data, device identifiers, and
other profiling data in so-called Data Management Platforms, and then sell
access to the data.
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We surveyed the most popular applications (>100,000 downloads) on
Google Play that collect application usage data. 25 of these 40 did not
have any functionality that would obviously need application usage access
to implement their functionality. We guess that this data is being collected
to be sold to data brokers.

The results in Paper 9 have practical consequences for anonymization.
The most common form of anonymization, k-anonymity, is defined in terms
of indistinguishability:

A k-anonymized dataset has the property that each record is
indistinguishable from at least k − 1 others.

To perform the anonymization, suppression and generalization are applied
to the data. This reduces uniqueness in a dataset by reducing the resolution
of data (generalization) or by deleting data completely (suppression). Both
suppression and generalization are destructive methods, which means that
information and thus the value of the data is lost to a degree when applying
them. To trade-off degree of anonymity vs utility value of data, we must
first quantify the utility of the data. As an example, if we want to share
some application usage data for research purposes, how do we define the
utility and how do we select k? We take a small sample of the dataset in
Paper 9 of 93,000 users and define the utility as the number of users left in
the dataset after anonymization. Since each user in this set is just a binary
vector, there is no way to perform generalization to anonymize. Instead, we
use suppression by deleting users who are distinguishable from more than
k − 1 other users.

To investigate the effect of k and the number of applications on the
number of user remaining after anonymization, we order the applications
by decreasing popularity and perform anonymization by suppression. The
results are plotted in Figure 13. In the figure, we can see that after including
more than 10 apps in the binary vector, the number of remaining users
drop quickly until about 25 applications, when the drop flattens out. The
difference between different values of k is surprisingly small (except for
k = 1, which is expected since then users don’t need to be distinguishable
from anyone else).

Since context information is high dimensional by nature, re-identification
is possible given enough resources, and anonymization of the data is very
hard if any utility is to be retained. Thus, in conclusion, we should treat
all context data as personal data.
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Figure 13: Number of users remaining in an app usage dataset after anonymization using
suppression, with incremental inclusion of apps from left to right. Each tick on the x-axis
represent the number of the most popular apps included.

6 Conclusion and discussion
The overall goal of the work presented in this thesis is to take steps towards
making it possible for context-aware applications to make use of social con-
text. To this end, I have conducted research in three areas:

• Acquisition of social context information from user-generated content;

• Sensing of physical proximity;

• Privacy aspect of social context information.
The publications in each area build on empirical research using imple-

mentations of methods or application artifacts evaluated on collected data,
in case studies and field studies. In terms of the research objectives, I have
made the following contributions:

RO1: Develop methods for the acquisition of social context infor-
mation from user-generated data (acquired context).

• A proposed method for extracting event information from social com-
munication, specifically SMS;

• A proposed method for extracting event information from hyper-local
sources of information, i.e., web pages;

• A described model of sleep activity based on phone usage.
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RO2: Assess the feasibility of physical proximity sensing for social
context applications.

• A software component for social context sensing, applied in building
four different applications and used as artifacts in an architectural
analysis, a case study, and a field study.

RO3: Understand users’ attitudes on privacy with respect to prox-
imity data.

• An investigation of user attitudes towards privacy aspects of proximity
sensing.

RO4: Estimate how sensitive context data is, with respect to
privacy, in terms of risk of user re-identification.

• Through modeling uniqueness, I have shown how sensitive context
information is in terms of re-identification risk.

These contributions are summarized in Table 1.

RO Papers Artifacts Dourish
RQs

Evaluation

RO1 1, 2, 6 Method impl., app 2, 3, 6 Method perfor-
mance, user study

RO2 3, 4, 5, 7 Proximates, Memo-
rit, Meets, Social
Photo Frame, Stories

2, 3, 5, 6 Architectural analy-
sis, Case study, Field
study

RO3 8 Memorit 4, 5 Survey
RO4 9 5 Data analysis

Table 1: Research objectives, artifacts, and papers

My research objectives have been inspired by the current state of research
in context-awareness and ubiquitous computing. The theoretical foundation
behind context-awareness within ubiquitous computing draws on logic to
provide the basis for representation, reasoning and management, and is
a positivist approach. In the human-computer interaction tradition, the
theoretical foundation is more philosophical and based in phenomenology.

In his seminal paper “What we talk about when we talk about context”,
Dourish (2004) proposes a different view on context than the positivist view
that for example Zimmermann’s model and STIPI (Schuster et al., 2013)
takes. Instead of the positivist view of context as a representation and
modeling problem, Dourish proposes a phenomenological approach, view-
ing context as an interaction problem. Dourish thinks of social context
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as an emergent relational property that does not lend itself to meaningful
modeling. In this view, social context and activity can not be separated.

I agree with Dourish that it is not clear that social context can be mean-
ingfully represented in the form of explicit ontologies. There may be too
many subtle nuances that are too complex to be captured in ontologies.
Even if we cannot represent these subtleties, that does not mean we cannot
model context as an achieved and maintained mutual inter-subjective expe-
rience. Using machine learning, embodied agents can model context. The
models have an internal representation, but they are complex and rarely
offer explainability. The question whether this is representational and posi-
tivist or embodied and phenomenological is mainly philosophical since repre-
sentation learning is a common feature of machine learning methods today.

Dourish (2004) formulated general research questions for context aware-
ness. These have been important in the process of formulating my research
objectives. His research questions are:

1. “What role does context play in our everyday experience?”

2. “How can this be extended to a technological domain?”

3. “What can the computation really do for us?”

4. “How can we interact with [it] as an invisible presence and yet main-
tain adequate control?”

5. “How can we feel both served and safe?”

6. “What are feasible context cues of social context?”

7. “What is the appropriate representation of social context to allow for
action/reflection/adaptation?”

These are general research questions regarding context, not only social
context. I have not addressed them all in this thesis. Yet, some of my
research objectives are relevant and make contributions to Dourish more
general questions. Each of my research objectives is mapped to how they
contribute to each of Dourish research questions in Table 1.

6.1 Discussion
Embodiment and externalization of relations. With RO2, I have
explored a class of use cases, where we need our technology to represent us
in the sense that we become discoverable by technology representing others.
To give an example, we can think of clothes as a technology that people who
know a person can use to visually identify him at a distance, or he can use
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it to express identity as belonging to a certain social class or community,
allowing people he never met to ascertain some aspect of his identity.

The difference in the case of clothing is that we don’t necessarily need
technology for the discovery part. Clothes is a good example of this class,
where the technology works as an extension of us and represent us. We
often see clothes as an extension of ourselves, doing its job without need
for interaction (except when the zipper gets stuck). Ihde (1990) describes
this relation to technology as being embodied. I call technology that we can
have an embodied relation to, and that can represent its user an embodied
social agent.

To make the embodied social agent use cases possible, we want tech-
nology we carry, such as smartphones, to represent us to the physical and
digital world by bridging these. However, today this is rarely possible in an
embodied fashion. Instead, we are often forced into an alterity relationship,
where the device is a separate entity we need to interact with, even when
this is not the ideal relationship for the interaction being designed.

As an example of an alterity relation, think of the case of exchanging
electronic business cards. If we want to transmit it locally to someone in
a meeting room, we first have to ask them which device is theirs to find it
in the list of discoverable devices, rather than send it to them as persons,
transparently represented by their devices. Thus, for our use cases, we need
a mechanism for embodied agents to establish interpersonal relationships,
potentially through embodied agents of the counterpart. This mechanism
needs to support the ad hoc formation of trust relations with all the complex
social facets and nuances that constitute human trust establishment.

Externalized management of relations allows us to separate management
of trust relations from the application, and reuse the relations across appli-
cations. It can abstract away from how trust relations are established. For
example, Facebook APIs can be used to invite friends (already established
relations) to use an application, independent of application. It does not
allow users to establish relationships through any other mean than through
the Facebook application. Also, the relations models are far too simple to
capture human trust relations well enough to for embodied agents to be able
to represent us. Existing systems thus cannot be used for embodied social
agency use cases. It is not clear that even existing proposed models for
modeling relationships by means of ontologies can capture the complexity.

An alternative approach, using machine learning to model relations, can
potentially be used for embodied representation use cases. They may not
be able to provide human-readable representation of the relations or a rep-
resentation suitable for reasoning using classical methods, but they can still
be used to implement solutions for the use cases.

This problem reflects the classic dispute between embodied cognition
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and representational cognition (Brooks, 1991). As interesting as this philo-
sophical debate is, we are interested in actual representation so we can use
it in applications. The word embodied, as in embodied cognition, is used
in a different sense than by Ihde meaning “cognition in a body”, while Ihde
is referring to a relationship between a user and technology. Establishing,
representing, managing, and using relations for embodied social agency are
all topics for future research.

Lindblom (2015) has studied embodied social interaction and its impli-
cations for embodied cognition in artificial intelligence. She has proposed
an integrated cognitive science of human-computer action (HCI) along these
lines of social embodied cognition and Dourish (2004). Her interest is not
in solving the problem of the embodied social agency use case class, but
rather within embodied social interaction and cognition in general and its
implications for HCI.

This line of research could be a very promising approach for studying
the embodied social agency problem, unifying the two meanings of the word
embodied.

6.2 Closing
The work presented here has been a journey full of experimentation and
learning. As with any interesting research topic, it has also led to new
questions. Would I be given a chance to continue researching these topics,
I would further investigate these questions:

• What technologies can support general embodied social agency of our
physical and digital selves in both the physical and digital realms?

• What technology can support the ad hoc establishment of trust rela-
tions in the physical and digital realms?

• How can we meaningfully represent interpersonal and inter-agent trust
relations in the physical and digital realms so that we can externalize
and reuse them?
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Abstract 

This paper describes a named entity recognition (NER) system for short text messages (SMS) running on a mobile 
platform. Most NER systems deal with text that is structured, formal, well written, with a good grammatical structure, 
and few spelling errors. SMS text messages lack these qualities and have instead a short-handed and mixed language 
studded with emoticons, which makes NER a challenge on this kind of material. 
We implemented a system that recognizes named entities from SMSes written in Swedish and that runs on an 
Android cellular telephone. The entities extracted are locations, names, dates, times, and telephone numbers with the 
idea that extraction of these entities could be utilized by other applications running on the telephone. We started from 
a regular expression implementation that we complemented with classifiers using logistic regression. We optimized 
the recognition so that the incoming text messages could be processed on the telephone with a fast response time. We 
reached an F-score of 86 for strict matches and 89 for partial matches. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of  PACLING 2011 
Keywords: Named entity recognition; Short text messages; SMS; Information extraction; Ensemble systems;  

1. Introduction 

Named entity recognition (NER) from short text messages (SMS) on handsets has until now been 
constrained by computing power and memory. Current implementations only detect telephone numbers or 
hyperlinks using regular expressions. Most implementations are optimized for a high recall and usually 
match any number as a telephone number. 

Telephone numbers and hyperlinks are not the only valuable named entities within SMSes. Locations, 
names, telephone numbers, dates, and times are all potentially important information that the user may 
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want to use in other applications. For example, the user may want to perform a map search on a location 
name occurring in a SMS. Recognizing these entities is the first step to allow the user to pass the data on 
to other applications with minimal user interaction. 

This paper describes a system that recognizes named entities from SMSes written in Swedish and that 
runs on an Android cellular telephone. Entities detected are telephone numbers, dates, times, locations, 
and person names. We gathered a corpus to evaluate the detection accuracy and we compared it with that 
of existing published systems. Although not exactly comparable, we report results that we believe are on a 
par with what could be expected from a mid or high-end computer. One of the essential features of our 
NER system is that we started from a regular expression implementation that we improved with corpus-
trained classifiers using logistic regression. 

2. Previous Work 

Little work on named entity recognition in constrained environments has been published. Jiang et al. 
[7] investigated the use of hidden Markov models (HMM) to extract named entities related to events or 
activities from SMSes in Chinese. The execution was specifically targeted to be for handsets. While they 
achieved a lower F-score, the authors could reduce significantly memory consumption. However, they 
used a SMS corpus of 1,000 messages, which is relatively small compared with sizes common in the field. 
They combined it with a larger corpus using daily newspaper data. 

Polifroni et al. [11] used logistic regression to recognize name, location, date, and time entities from 
spoken or typed messages. They built a corpus from transcribed utterances and English SMSes from real 
users in a laboratory setting. They reported F-scores for names and locations reaching 88 on an individual 
word basis. The end goal is to use the system in a mobile setting for automatic speech recognition, but 
they do not report on computational or memory resources required of their approach.  

Hård af Segerstad [6] provides an extensive analysis of the linguistic characteristics of Swedish SMS 
texts and usage of SMS in Sweden. She found that SMSes contain unconventional and not yet established 
abbreviations based on Swedish as well as words from other languages, unconventional or spoken-like 
spelling, unconventional use of punctuation, and use of non-alphabetical graphical means, e.g. emoticons. 
For NER, this means that SMS is a particularly hard domain. 

3. Corpus: Collection and Annotation 

We built a corpus using incoming and outgoing messages from 11 participants. Messages were written 
mainly in Swedish, but sometimes mixed with English and German. This corresponds to a realistic SMS 
use in an international setting in Sweden. We collected this corpus in parallel with the development of the 
NER system and we reached a size of about 4,500 text messages consisting of 60,000 tokens. 

Such a size seems to be at the lower limits in terms of data quantity needed to have a reliable 
evaluation [1]. A larger amount of data would of course guarantee a more accurate result, but at the 
expense of a more costly gathering procedure. Even if the figure of 60,000 tokens seems limited, the 
gathering task turned out to be surprisingly difficult as many users consider a SMS to be private, if not 
intimate. Most users were unwilling to share their data unless an option was offered to exclude certain 
private text messages. 

We annotated the corpus with five categories of named entities potentially useful for applications; see 
Table 1. As markup language, we used the IOB2 format [12] with the tags: B (begin), I (inside), and O 
(outside). In our corpus, around 90% of the tokens are tagged as outside. Below is an example of a 
bracketed message: 
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Nu åker vi in till [LOC stan]. Ska vi ses [TIM kl 17.15] på [LOC max]? Puss 
‘We are driving into [LOC town] now. Should we meet at [TIM 17.15] at [LOC max]? xxx’ 

Table 1. Named entity types and examples 

Entity Tag Examples Entity Tag Examples 

Date DAT 10-09-22, 22/09/10 Name PER Tobias, Torsten Andersson 

Time TIM 12:34, klockan nio Location LOC Lund, skolan 

Telephone no. PHO 073-123456, +464612345    

 
We annotated all the tokens of the tokenized corpus with the five categories we wanted to extract and 

their corresponding IOB2 tag. Annotation is a time-consuming and costly process that requires a good 
deal of human effort. As an initial step, we bootstrapped this process by applying a set of manually 
written regular expressions to detect and label the entities. As a second step, we corrected the entity labels 
by hand to produce the final corpus. 

In addition to being concise, regular expressions are very effective in finding numerical tokens such as 
dates, times, and telephone numbers that appear in recurring patterns even across disparate formatting 
styles. However, they are insufficient for entities that differentiate too much from these simple patterns. 

During the development, we utilized a development set consisting of 2,000 tokens (214 text messages). 
This set was throughout used for regression testing, feature selection, system comparison, and general 
error analysis. 

4. The Initial Regex-based System 

We started the NER system with a regex-based implementation. Table 2 shows examples of regexes 
for numerical expressions. We evaluated this system with a script derived from the one used in CoNLL 
2003 [13] and we reached a F-score close to 74 on the development set. 

Table 2. Sample of regular expressions used to detect numerical entities 

Regex Matches 

den[ ](([1-3][0-9])|([1-9])) den 23 

kl(ockan)?[ ](\d{1,2}[:.]\d{2}) kl 13:37 

(2[0-3])(([:.])[0-5]\d)\{1,2\} 21.52 

[0-2]\d[0-5][0-9] 0845 

((00|[+])\d{2}[-\s]?([\s]?\d){6,}) +46-123456 

\d{2,}-\d+ 08-123456 

[+][+]?\d+[ ]?(\d{1,}|[ ()]){2,} ++45 (404) 354 54 

 
The system accuracy was acceptable for number-based tokens, mostly dates, times, and telephone 

numbers, as long as the entities were more or less well formed. Nonetheless, the regular expressions 
quickly reach their limits when users are using nonstandard formats. Although, it is possible to continue 
developing a regex set, any improvement comes with increasing complexity and reduced manageability. 

Finding letter-based tokens, like names and locations with regexes limits the system to an already 
known datasets (i.e. lists) with the exception of suffixes for locations. One could gamble and try 
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expressions that look at word patterns such as “at the” but such guesswork is better handled by a 
classifier. There is also an ambiguity with names and locations that is not easily solved; locations, such as 
restaurants or coffee shops, are often named after a person. 

5. Named Entity Detection using Classifiers 

The architecture of the classifier-based system consists of a pipeline of components; see Figure 1. The 
training steps are carried out on a desktop computer and the recognition steps on a cellular telephone. The 
training procedure takes a SMS corpus as input, tokenizes it, and tags each token with its part of speech 
using tools from the OpenNLP toolkit [10]. Finally, we trained our recognition models using logistic 
regression from the LIBLINEAR package [4]. The recognition procedure on the cellular telephone uses a 
similar pipeline except that it utilizes the linear regression models produced in the training phase to mark 
up the named entities. 

5.1. Part-of-Speech Tagging 

We used two part-of-speech taggers: Granska [2], a high-performance tagger for Swedish written in 
C++ for the training phase, and the OpenNLP tagger written in Java to run on the Android platform. We 
had to use Granska first to annotate our corpus, as OpenNLP has no model for Swedish. We could not use 
Granska on Android, as it is not written in Java. 

We also wanted to control the size of the models due to memory restrictions for the cellular telephone. 
An application on Android cannot allocate more than 16 MB of memory and with OpenNLP, we can 
adjust the model size using smaller amounts of training data. The price of a smaller POS tagger is 
unfortunately that it will be less accurate. 

5.2. Design of a Feature Set 

We trained the named entity classifier with a set of features that we extracted from the tokens. Finding 
efficient features can be a never-ending task. We first built a feature superset from sets described by [3] 
and [5]. We then created our own features. Throughout the development, we carried out regression tests 
using a forward greedy selection to verify that features had positive impacts on the performance and 
design an optimal set. 

We used a set of about 30 features and Table 3 shows the major ones. As in [8], we extracted these 
features using a window of three tokens before and after the current token. We used the lexical value and 
part of speech of the tokens. Most of the features in Table 3 have a self-explanatory name. Some features 
reflect properties of the current token: digits, letters, prefixes, and suffixes; some consider the part-of-
speech tags. The contain features use either regular expressions or lookups from lists. Finally, some 
features model the context by looking at surrounding words. 
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Figure 1 Overview of the major steps and components of the NER system 
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Table 3. The major features 

Type Regex Matches Type Regex Matches 

Regex Contains date Augusti, Måndag List Contains derived word  

 Contains times 12:00, klockan 11  Common word bil ‘car’, hus ‘house’ 

 Contains telephone no. 046-123456  Contains common name Maria, Peter 

POS Part-of-speech tags noun, verb  Contains derived name  

 Verb gå ‘walk’, läsa ‘read’  Contains location Stockholm, Malmö 

 Specific verb träffas ‘meet’, äta ‘eat’  Contains derived location  

 Noun tåg ‘train’, bok ‘book’  Frequent unigrams södra ‘south’ 

 End of sentence !.?  Frequent bigrams jag och ‘me and’ 

 Preposition till ‘to’, från ‘from’  Frequent trigrams Jag är på ‘I am at’ 

Other Contains digit 12:34, 1234  Frequent POS unigrams preposition, noun 

 Contains denominator , . - ; : / ) (    

 Only digits 1234567890    

 All uppercase SEMC, XML, NLP    

 Initial uppercase Orange    

 Initial lowercase orange    

 Prep + token + end till Lund. ‘to Lund.’    

 Only letters utansiffror ‘withoutdigits’    

 Length of the word     

5.3. Feature Performance 

We analyzed the performance obtained by different categories of features on the development set 
described in Sect. 3.2. Table 4 shows the recognition results obtained using sets, where all the features 
belong to one category only. The main conclusions are that: 
 Features based on the POS tags produce relatively evenly distributed figures across the named entity 

categories. However, the recognition performance of the system would be low if it only relied on 
POS tags. 

 Regular expressions have a good performance, especially with numbers, even when being without 
support from other features. The classifier responds well on the clues given by the regexes and they 
are easy to combine with other sets of features. 

 Lists of names and locations give a boost to locations and names. Lists containing unigrams, bigrams, 
and trigrams improve further the performance. N-gram lists need a cut off value to keep the system 
robust. Otherwise the system would overreact to hapaxes. 

 Other features deal mostly with the different characteristics of a single token. For instance, one 
feature checks if the token only contains uppercase letters. 

6. Lists 

Using lists improved the performance for both systems. The classifier responded well on features using 
information based on the lists. There exists a risk to overgrow the lists and introduce noise, not to mention 
to slow down performance. We tried to avoid building large lists to mitigate the risk of false positive hits. 
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Selective smaller lists with relevant content should in most cases be the wiser choice. Mikheev et al. [9] 
have shown that their content is far more important than their size and a small gazetteer list with well-
known entries is far more helpful than a large list listing relatively unknown names, which seldom appear 
in text. 

We gathered lists of people names and locations from sources such as Statistiska centralbyrån 
‘Statistics Sweden’ (SCB)†. From these lists, we pulled first names, last names, and locations. Table 5 
shows our static lists. 

In addition to the gazetteer information, we also used lists that we derived automatically from the 
training data. We extracted a list of frequent words occurring in the training corpus. We also used lists of 
frequent bigrams and trigrams. We built lists of words and parts of speech that precede a named entity. 
We assigned different cutoff frequencies for each list with the aim to keep the lists as small as possible 
without infringing on performance. 

Table 4. F-score of different feature sets. The All column shows the results of the complete feature set. The other columns show the 
results of feature subsets consisting of only one category 

Tag POS Regex List Other All 

TIM 43 67 43 22 87 

PHO 43 64 67 72 87 

DAT 31 72 50 0 94 

LOC 17 57 48 3 72 

PER 22 65 81 0 87 

Mean 28 65 56 10 84 

Table 5. Gazetteer information obtained from various Swedish sources 

Category Size Example Category Size Example 

First names 200 Adam, Maria International cities 150 New York, Tokyo 

Last names 100 Svensson, Lundberg Points of interest 15 systemet, torget 

Family relation 14 faster, mamma Months 32 juli, dec 

National towns 2,000 Stockholm, Lund Days 60 julafton, torsdag 

7. Evaluation 

We developed an evaluation program based on the CoNLL 2003 script [13] using the precision, recall, 
and harmonic mean of them: F-score. As users may accept a partially correct detection, we computed two 
F-scores: 
 A strict F-score that uses the entire tag: A tag is counted as correct if both the prefix, Begin or 

Inside, and the entity category, TIM, PHO, DAT, etc., are correct. 
 A partial F-score that sets aside the prefixes, Begin and Inside, and uses the entity category. It 

makes no difference between B-LOC and I-LOC, for instance. 
The strict F-score reflects then the proportion of tags that are completely correct, while the partial F-

score measures recognitions where the user has to adjust the boundaries of the named entities. 
 

† http://www.scb.se 
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7.1. Comparison 

We compared the performance of our initial regular expression system with that of the classifier-based 
one using the development set and our evaluation script. The system based on regular expressions reached 
a strict F-score of 76.76 and the classifier an F-score of 77.73. Both systems found mostly the same 
occurrences, but there were differences in their performance. Table 6 shows their strengths broken down 
by category. 

Table 6. Classifier vs. regular expressions. The star (*) shows which system performed best with that particular IOB2 tag 

NE Classifier Regex Difference 

B-TIM  * 2% 

I-TIM  * 36% 

B-PHO  * 5% 

I-PHO  * 15% 

B-DAT  * 9% 

I-DAT  * 14% 

B-LOC  * 4% 

I-LOC *  30% 

B-PER *  3% 

I-PER *  71% 

7.2. Reconciling the Output 

We used these differences to build the final ensemble recognition algorithm. It uses a voting 
procedure, where in case of disagreement the system the most efficient in the category wins. The 
algorithm is based on trial and error, and the combination that gave the best performance: 
 If both systems agree on a tag, this tag is selected. 
 If one of the tags is O and the other is a named entity tag, the entity tag is selected.  
 If the classifier outputs a tag with the PER category, this tag is selected. 
 If both tags are named entities and not of the PER category, the regex annotation is chosen. 

8. Evaluation Setup and Results 

We used a 10-fold cross validation to estimate the performance of the ensemble system: regular 
expressions combined with the classifier-based system. We divided the data set into a test set (1/10) and 
training set (9/10), where we assigned every tenth text message to the test set. 

We broke down the F-scores per entity category to get a more detailed picture of the strengths and 
weaknesses of our system. Table 7 shows the confusion matrix per category. The O tag is excluded from 
most tables and F-score calculations, since it is not a named entity like the other tags. Table 8 shows the 
results for the strict and partial matches using cross validation. As final results, we obtained F-scores of 
86.44 for the strict matches and 88.85 for the partial matches on the cross validation. 

9. Comparison with other NER Systems 
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We compared the performance of our ensemble system with that of other published systems. This area 
seems to be new for cellular telephones. Most systems we reviewed are larger and run on desktop 
computers without specific constraints in memory, response time, or processing power. Most systems are 
also intended to process formal text. Ours had to handle both informal and formal text. In addition, few 
use Swedish and their corpora were not accessible to us. 

Table 9 shows the key figures that compare our system with the works of [7] and [11]. We could not 
find any NER system for SMS that targets Swedish as language. [11] did not report the size of corpus, 
other than qualifying it as large. The SMS corpus was created by users in a laboratory setting and is used 
together with a corpus of transcribed voice notes. [7] used a small SMS corpus for testing and a large 
newspaper corpus for training. They extracted person names, location names, organization names and 
verbs, while [11] extracted person names and locations only. 

Table 7. Confusion matrix of partial matches on the cross validation testing. Gold tags/columns and predicted tags/rows 

Gold\Predicted TIM PHO DAT LOC PER OUT 

TIM 549 1 4 1 3 37 

PHO 0 220 0 0 0 8 

DAT 17 0 921 1 0 74 

LOC 0 1 1 850 12 216 

PER 0 1 0 3 840 194 

OUT 42 20 70 99 0 51073 

Table 8. Strict matches on all labels (Left) and partial matches on the main labels (Right) 

Strict matches Partial matches 

Tag Score Tag Score Tag Score 

B-TIM 86.95 I-TIM 84.78 TIM 91.27 

B-PHO 93.14 I-PHO 90.32 PHO 93.62 

B-DAT 92.89 I-DAT 69.43 DAT 91.69 

B-LOC 81.47 I-LOC 87.94 LOC 83.58 

B-PER 86.24 I-PER 68.83 PER 88.79 

O 99.19 Total 86.44 Total 88.85 

Table 9. Comparison with other SMS NER systems 

System Language Size F-score 

[7] Chinese 1000 61 

[11] English ? 88 

This paper Swedish 4500 86 

10. Conclusion and Future Work 

We have presented a named entity recognition system based on the combination of regular expressions 
and corpus-driven classifiers. One of the major roadblocks we encountered to apply classical machine-
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learning techniques lied in the collection a large SMS corpus. This proved very difficult due to the 
sensitive and personal nature of SMSes. The lack of SMS corpora limits the possibility of training a good 
model that is well rounded and can deal with most cases. In addition, there are inherent properties of 
SMSes that make the recognition complex: 
 Our POS tagger is trained on newspaper text, whose style and language are quite different from those 

found in text messages. As a consequence, the tagger accuracy is significantly degraded. 
 The brevity and lack of context in text messages impairs the ability to extract information at a high 

level. 
Although we had also to cope with cellular telephone limitations on processing power, storage, and 

memory, we showed it was possible to reach accuracies competitive with those reported on other kinds of 
text. We also showed that it was possible to complement existing regex-based implementations with a 
machine-learning classifier and improve the overall system performance without severe penalties in terms 
of CPU or memory. This paves the way for a possible replacement of regular expressions with classifiers. 

The brevity and lack of context is one of the major difficulties when applying NER on single SMS. We 
believe that there is a potential in exploring sequences of SMS (conversations) between users as a source 
of context. 

Other contextual information sources specific to cellular telephones are telephone books or call logs 
for number or name references. Location information can be used both to localize point of interest (POI) 
search as well as for the disambiguation of generic POIs. 
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Abstract. From metropolitan areas to tiny villages, there is a wide va-
riety of organizers of cultural, business, entertainment, and social events.
These organizers publish such information to an equally wide variety of
sources. Every source of published events uses its own document struc-
ture and provides different sets of information. This raises significant
customization issues. This paper explores the possibilities of extracting
future events from a wide range of web sources, to determine if the doc-
ument structure and content can be exploited for time-efficient hyper-
local event scraping. We report on two experimental knowledge-driven,
pattern-based programs that scrape events from web pages using both
their content and structure.

1 Introduction

There has been considerable work on extracting events from text available from
the web; see [1] for a collection of recent works. A variety of techniques have
been reported: [2] used successfully data-driven approaches for the extraction
of news events while knowledge-driven approaches have been applied to extract
biomedical [3], historical [4], or financial events [5] among others.

Much previous research focuses on using the body text of the document, while
some authors also use the document structure. For example, [4] apply semantic
role labelling to unstructured Wikipedia text while [6] use both the document
structure and body text to extract events from the same source.

The focus of this paper is on extracting future events using the body text of
web pages as well as their DOM structure when the content has multiple levels of
structure. We naturally use the body text from the web page as itthat contains
essential information, e.g. time, date, and location instances. We also exploit the
DOM structure as a source of information. Although HTML embeds some sort
of structure, the actual structure is not homogeneous across websites. We report
on the problem of extracting event information from a variety of web pages and
we describe two systems we implemented and the results we obtained. .
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1.1 Properties of Local Events

The events we are interested in are those that typically appear in calendars and
listings, such as cultural, entertainment, educational, social, business (exhibi-
tions, conferences), and sport events, that attract athe general and large public
may have an interest in.

The end goal of this project is to be able to serve users with information about
events that match their current interest and context, e.g. using location-based
search, by aggregating these events from hyperlocal sources.

Event aggregators already exist, e.g. Eventful and Upcoming, that collect
and publish event information, but they tend to only gather information about
major events in cooperation with organizers or publishers. By contrast, we want
to extract existing information directly from the publisher.

The main challenge is time-efficient scaling since there is a great number of
hyperlocal organizers and sources as well as variations in the formats and DOM
structure of the sources and ambiguity. We may also have to deal with missing,
ambiguous, or contradictory information. For example, locations can appear in
the title:

Concert – Bruce Springsteen (This time in the new arena),

and contradict the location indicated elsewhere. Another example is a title:

Outdoor dining now every Friday and Saturday

containing date information which narrows or sometimes contradicts the dates
indicated elsewhere on the page.

FThe domain we are interested deals with future events form. This is a very
wide area, where only few historically-annotated data is available. This makes a
statistical approach problematic, at least initially. Instead, we chose a knowledge-
driven, pattern-based approach, where we process both the structure of HTML
documents and their content. We analyzse the content using knowledge of the
event domain, e.g. event keywords.

In this paper, we report on the problem of extracting event information from
given web pages and we describe two systems we implemented and the results
we obtained.

1.2 Applications and Requirements for Event Structures

From the possible properties of an event, wWe chose to extract the title, date,
time, location, event reference (source) and publisher which answers the wWhen,
where, and what questions aboutof thean event. These are however the most basic
attributes, and for a useful application, further information could be extracted,
including topic, organizer, cost and target audience.

We set aside In this paper, we do not cover the semantic representation of
event data, but future research may need to address representing the above
attributes in existing event data models.



Hyperlocal Event Extraction of Future Events 3

2 System Architecture

2.1 Designing a Simple Scraper

For each site in the list, we created a unique script. These scripts contained a
hand-crafted set of rules to extract the correct information for that specific site.
This may require a good deal of manual effort as we naturally have toTo expand
the list of additional hand-crafted scripts is required, which leads to high costs
when scaling to multiplemany sources..

In order to limit scaling costs, the scripts need to be simplistic. For this
reason, we decided to A chosen limit ation was that the internal structure of the
information in the events needs to be the same between each other, so that a
small set of rules can extract the information from all the events.

2.2 Designing a Generic Scraper

We investigated if it would be possible to create a generic scraper which could
handle all websites without manual labour.

The first step to generically scrape a website is to find all the pages that
contain events. This is currently done using domain knowledge, i.e. the system
is given only pages which are known to contain events. The possibilities to find
pages without manual labour is further discussed in Sect. 5. The system uses
six steps to scrape the events from a given web page. Figure 1 shows the system
architecture. We implemented the first three steps using the ad-hoc scripts of
Sect. 2.1.

Scraper

Page

Classify
Extract default
values and do-

main knowledge

Identify the event list

Identify each specific
event within the list

Annotate

Rank and select at-
tributes for each event

Reevaluate selected
attributes by looking

at the entire event list
Store

Fig. 1. The implemented generic scraper. Dashed boxes use manually written, site-
dependent scripts.
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2.3 Attribute Annotation and Interpretation

The system uses rules to annotate and interpret text. The benefit of a rule-
based system is that it can both parse the text and create structured data. As
previous work suggests, extracting the time and date of events can be solved
through rules. While problematic, the system is able to extract named entities,
for example named locations as well. To do this, the system uses three major
rules:

1. Keyword detection preceding a named location, e.g looking for location: or
arena:

2. Keyword detection succeeding a named location, for example a city

3. Structured keyword detection preceding a named location. e.g. look for
location or arena when isolated in a separate structure. As an example:
location Boston which corresponds to “<b>location</b> Boston” using
HTML tags.

When the rules above return a named location, we query it against a named
location database. Using these rules and a database lookup, we can minimize
the false positives.

2.4 Attribute Ranking and Selection

The system uses domain knowledge to choose what data to extract:

– The system extracts only one title and chooses the most visually distin-
guished text it can, implied by the DOM structure

– Dates and times are following a hierarchy of complexity, where it takes those
of highest complexity first. Some sites used a structure where event structures
were grouped by date. To avoid false positives with dates in these event
structures, the scraper choose dates between the event structures if less than
half of the event structures contained dates.

– The extraction of the location for the event was done in the following order:
If the event structure contained a location coordinate, choose it. Otherwise
use a default location. If the event site had no default location, use the most
commonly referred city in the event structure.

3 Evaluation

3.1 Scoring

We evaluated the performances of the simple and generic scrapers and we com-
pared them with a scoring defined in Table 1.
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Table 1. Criteria for full and partial scoring for the test set.

Full match

Title Lexicographic distance to correct = 0
Date Resulting date(s) equal to correct date(s)
Time Resulting start time equals correct start time (minute)
Location Result within 1000 m of correct

Partial match

Title Result contains correct title
Date Full match or if result contains at least one of correct date(s)
Time Full match or if result contains at least one of correct start time(s)
Location Result within 5000 m of correct

3.2 Training

At the start of the project, we gathered a training set composed of nine different
event sites found in the Lund and Malmö area, Sweden. With the help of the
training set, we could change the rules or add new ones and easily monitor their
overall effect. This concerned both the rules of the annotator, scraper, and the
location lookup.

3.3 Evaluation

In order to evaluate the system, we gathered a test set of nine, previously unseen,
event web sites. The goal was to extract information about all (max. 30) events.
The tests were conducted in three parts.

1. In the first part, we used the generic scraper (Sect. 2.2);
2. In the second one, we built simple scrapers (Sect. 2.1) for each of the test

sites.
3. We extracted the events manually by hand in the third part.

The results from the first two parts were then compared against the third.
The generic scraper and the simple scrapers were compared in how accurately

they extracted the title, date, time, and location of the event. The time of the
setup was also compared for both the generic and simple scrapers.

We built a simple scraper for each site specifically to extract the text contain-
ing the title, date, time, and the location. The text strings containing the dates
and times were then sent to the same algorithm that the generic scraper uses to
parse the date and time. Once the text containing the location is extracted, we
use the same location lookup in all the scrapers.

3.4 Bias Between the Training and Test Sets

The sites in the training set were all composed of a list with events where all
the necessary information (title, date, time, location) could be found. In the
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Table 2. F1 score for full and partial match on test data for the generic scraper.

Full Partial

Site Title Date Time Location Average Title Date Time Location Average

lu 0.0 0.967 0.767 0.433 0.542 0.4 0.967 0.933 0.633 0.733
mah 0.068 1.0 0.0 0.6 0.417 0.915 1.0 1.0 1.0 0.979
babel 0.0 0.818 0.0 1.0 0.830 1.0 0.909 0.818 1.0 0.932
lund.cc 1.0 0.667 1.0 0.652 0.714 1.0 0.967 1.0 0.652 0.905
möllan 0.0 0.857 1.0 1.0 0.75 0.0 0.857 1.0 1.0 0.714
nsf 1.0 1.0 1.0 0.0 0.673 1.0 1.0 1.0 0.286 0.822
malmö.com 1.0 1.0 0 0.691 0.543 1.0 1.0 0 0.963 0.741
burlöv 0.889 0.75 0.333 0.2 0.369 1.0 0.875 0.333 0.2 0.602
dsek 0.0 0.2 0.444 0.833 0.588 1.0 0.2 1.0 0.833 0.758

Average F1 0.440 0.807 0.505 0.601 0.603 0.813 0.864 0.787 0.730 0.799

Table 3. F1 score for full match on test data for the generic scraper without loading
the event details page.

Full Partial

Site Title Date Time Location Title Date Time Location

lu 1.0 1.0 0.967 N/A 1.0 1.0 0.967 N/A
mah 0.967 0.929 1.0 N/A 0.967 0.929 1.0 N/A
babel 0.0 0.0 N/A 1.0 1.0 0.0 N/A 1.0

Table 4. F1 score for full and partial match on test data for the simple scraper.

Full Partial

Site Title Date Time Location Average Title Date Time Location Average

lu 1.0 0.967 0.967 0.267 0.800 1.0 1.0 1.0 0.667 0.917
mah 1.0 1.0 0.0 0.7 0.675 1.0 1.0 1.0 1.0 1.0
babel 0.0 0.7 0.211 1.0 0.478 1.0 0.7 0.632 1.0 0.833
lund.cc 1.0 0.667 1.0 0.622 0.822 1.0 0.967 1.0 0.622 0.897
möllan 0.857 0.667 1.0 1.0 0.881 1.0 0.833 1.0 1.0 0.959
nsf 1.0 1.0 1.0 0.0 0.75 1.0 1.0 1.0 0.0 0.75
malmö.com 1.0 1.0 0.0 0.823 0.706 1.0 1.0 0 0.912 0.728
burlöv 1.0 1.0 0.0 0.0 0.5 1.0 1.0 0.0 0.0 0.5
dsek 0.952 0.706 0.778 1.0 0.859 0.952 0.706 0.889 1.0 0.887

Average F1 0.868 0.856 0.551 0.601 0.719 0.995 0.912 0.725 0.689 0.83
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Table 5. Time taken for the setup for the test sites.

Site Generic Simple Manual

lu 23 min 83 min 60 min
mah 7 min 24 min 68 min
babel 11 min 59 min 15 min
lund.cc 9 min 13 min 60 min
möllan 2 min 31 min 13 min
nsf 5 min 24 min 15 min
malmö.com 31 min 63 min 35 min
burlöv 10 min 30 min 22 min
dsek 11 min 23 min 21 min

Average 12 min 39 min 34 min

test set, most of the sites had a structure that did not have all the required
information: Each event had a separate page with all the information, the event
details page. The information on the event details page was not composed of
the typical compact structured form but rather had more body text. Of the
nine sites in the test set, three sites (lund.cc, nsf, dsek) did not require an event
details page for the necessary information. But the information on the sites nsf
and dsek were in their structure more comparable to a body text. A concept to
handle this is presented in Sect. 4.1 that concerns the extraction of the title.

4 Conclusion

The setup for the generic scraper took on average 12 minutes, compared to
creating a simple scraper for each site that took on average 39 minutes (Table 5).
The setup for the generic scraper is more than three times faster than creating
a simple scraper for each site. This can be compared to the pure manual labor
which took on average 34 minutes per site, thus both scrapers essentially have
a pay back time of one pass.

4.1 Title

The generic scraper performs rather poorly on the test set while it shows better
results on the training set. This is either due to a training overfit or a significant
mismatch between the training and test sites. Sect. 3.4 analyzes the mistakes and
discusses this problem. When using the system on these pages without loading,
they do yield better results, as shown in Table 3. The rest of the failing test sites
failed because the system looked to much in the structure where it should have
analyzed the layout instead, i.e. it chose links when it should have chosen the
ones which were more visually prominent.

4.2 Date

The simple scraper is 5% better on the date identification than the generic
scraper on average for both the full and partial matches. Examining the scores
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for the full match more closely, (Tables 2 and 4), the score for the generic is the
same or better than the score for the simple scraper for every site except burlöv
and dsek. We even observe a complete failure for dsek. We investigated it and we
discovered that dsek expressed the dates relative to the current date e.g. today,
tomorrow. This wasn’t implemented yet which made the generic scraper pick
another strategy for picking dates, as a result the correct dates were forfeited.

4.3 Time

The average scores for the time extraction between the generic and the simple
scrapers are rather similar. The system does finds the correct times but does
report many false positives, which according to the scoring set in Sect. 3.1 yields
only a partial match. The system tends to over detect times. We programmed
it to prefer times coupled with dates over solitary times but in the test set, it
seems it was rather common to have time and dates further apart. This makes
the system choose all times, where it should have chosen a subset. Another
pattern was also found: for some sites, the system returned both start and end
time separately which shows that the system is lacking rules to bind start and
end times together.

4.4 Location

The difference between simple and generic scraper is negligible and the problem
of location is less about selection and more about actually find and understand
the named locations (Tables 2 and 4). The system uses assumed knowledge to
fill in what is left out of the events, i.e. knows city, region or location which it
can use to fallback to or base the search around. Using this assumed knowledge
has proved useful when looking at babel, möllan, dsek, lu and mah and this
should hold true on all hyperlocal websites. Even if the system has some basic
knowledge about the web page, the location annotation and selection still has
problems with disambiguation. This disambiguation problem is partly rooted in
the fact that the named locations are within the domain knowledge of the site.
As an example, a university website might write lecture halls or class rooms
as the location of the event. These named locations could have the same name
as pub in another city, a scientist or simply nonexistent in any named location
database.

4.5 Final Words

At the end of the test cycle, however, we considered that an generic scraper is not
only possible to do, but in some cases even better than a simple one. The hardest
problem with scraping sites is not necessarily to understand the structure, even
if vague. The problem for a scraper is rather to understand what can only be
described as domain knowledge. Sites uses a lot of assumed knowledge which
can be hard to understand for a machine or even if its understanding could be
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completely wrong in the context. For example, lecture halls can be named the
same as a pub in the same region, making it hard for a system to determine if the
location is correct or not. This might be attainable with better heuristics, e.g.
if the location lookup can be made with some hierarchical solution and domain
knowledge can be extracted from the sites prior to the extraction of events.

5 Future Work

5.1 Page Classification

On the Internet, sites show a significant variation and most of them do not
contain entertainment events. Therefore a first step in a generic system, the
dashed box “Classify” in Figure 1, would be to identify if the input web page
contains events. If it does not, it makes no sense to scrape it and doing so could
even lead to false positives. If web pages could be classified with reasonable
certainty, it could also be used with a crawler to create an endless supply of
event pages to scrape.

5.2 Exploring Repetitiveness

To solve the dashed box “Identify the event list” shown in Figure 1, we investi-
gated the repetitiveness of the event list. With the help of weighing in structural
elements, e.g. P, STRONG, H3, it yielded some interesting results on small sites.
This technique can potentially be further refined by calibrating weights if the
page is annotated using what is described in Sect. 2.3.

5.3 Rank and Select with Help of Layout

While the system uses a very limited rank and selection based on an implied
layout for title (prefer H3, H2 etc. over raw text), it would be interesting to have
the selection fully use layouts. To attract attention and to create desire, the vital
information about an event are among the first things the reader is supposed to
notice and comprehend. Thus it is usually presented in a visually distinguishing
way. This can be achieved by coloring the text differently, making it larger, or
simply in a different font or typing. This layout is bundled within the HTML
document, possibly modified by the CSS, thus looking at these clues with some
heuristics allows to find the visually distinguishing sentences [7]. As an example,
an event might use a H3 element for the title, bold for the location, or it might
have another background color for the date. If the entire system would use layout
to aid the selection we believe that the system will perform better and will yield
less false positives.
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Abstract. Several studies have shown the value of using proximity data to un-
derstand the social context of users. To simplify the use of social context in ap-
plication development we have developed Proximates, a social context engine for
mobile phones. It scans nearby Bluetooth peers to determine what devices are in
proximity. We map Bluetooth MAC ids to user identities on existing social net-
works which then allows Proximates to infer the social context of the user. The
main contribution of Proximates is its use of link attributes retrieved from Face-
book for granular relationship classification. We also show that Proximates can
bridge the gap between physical and digital social interactions, by showing that
it can be used to measure how much time a user spends in physical proximity
with his Facebook friends. In this paper we present the architecture and initial
experimental results on deployment usability aspects of users of an example ap-
plication. We also discuss using location for proximity detection versus direct
sensing using Bluetooth.

Keywords: Mobile Phone Sensing, Proximity, Social Context, Social Sensing.

1 Introduction

The purpose of middleware for social context is to simplify development of applications
that use social context. By social context we mean individuals and groups in proximity
of a user and the relation of the user to the individual and group, for example family,
co-workers, friends, sometimes referred to as pervasive social context [17]. Modeling a
user’s social context is not trivial. It requires knowledge about privacy, mobile sensing,
power efficient data collection, data cleaning and analysis, clustering, etc. A mobile
software component that addresses all this complexity is vital to save development effort
and cost. The developer will then be able to focus on the task of using social context
rather than extracting it.

There has been several studies investigating the relations between online social net-
works such as Facebook and social networks spanned by physical proximity or
co-location retrieved from mobile phones. An early major research project into using
proximity data for understanding a user’s social context was the Reality Mining project
[9]. This project studied social changes in organizations adopting proximity based appli-
cations, but also suggested consumer oriented applications, e.g. Social Serendipity [8],
but did not include integration with an online social network. The SocioPatterns [1]
project combined proximity sensing using directional RFID with online social net-
works, including Facebook. Later [16], this is used for link prediction in the proximity

M.J. O’Grady et al. (Eds.): AmI 2013 Workshops, CCIS 413, pp. 230–239, 2013.
c⃝ Springer International Publishing Switzerland 2013
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network. Cranshaw et al. [7] model the social context of locations a user visits to do
link prediction in the Facebook network. To this end they use location trails collected
from GPS and Wifi networks on mobile phones. However, as shown by several stud-
ies [2, 6, 14] spatio-temporal granularity makes all the difference in modelling human
social interactions, and location sensing rather than proximity sensing is not granular
enough for our purposes. The Lausanne Data Collection Campaign has given rise to
several important studies in this area, such as [5, 10, 13] but does not include Facebook
data. WhozThat [3] use both sensed proximity and social network ids to bridge the gap
between physical and online social network identities. However, the simplicity of the
protocol raised some serious privacy issues as noted by the author, and it was not de-
ployed in field trials with smartphone users. SocialFusion [4] address the privacy issues
of WhozThat by proposing alternatives to K-anonymity for anonymization.

Middleware to address the complexities of developing pervasive social networking
applications has been the topic of several studies as well. In a survey of mobile social
network middlewares [12], requirements on such middleware is defined, which we use
in the description of Proximate’s architecture. Mokhtar et al. [15] suggest using Blue-
tooth for proximity detection. They discuss different potential deployment strategies of
their architecture, and results are based on simulations using Reality Mining data and a
social network derived from text message interactions.

In this paper we build upon the concept developed in Serendipity, to use the Blue-
tooth radio transmitter as a carrier of identity. In Serendipity a separate digital social
network was created. In our project Proximates, we use Facebook and phone number as
the digital identity of users and bridge it to the physical identities emitted by the users’
devices. This allows us to analyze the relation between Facebook friendship and physi-
cal proximity, e.g. how much time a user spends with Facebook friends. We believe that
Proximates can be used across many applications and used to build a corpus of social
context data that can be shared across researchers. To satisfy users need of privacy as
stated in the Obvious Data Usage Principle, we need to build value in proximity data.
Proximates does this by supporting the bridging of physical and digital identities with
low latency. We will use Proximates to study users perceptions of privacy regarding this
bridging, architectures that satisfy scaling of research applications to large numbers of
users, and spatio-temporal aspects of social dynamics.

In the first section(System Architecture) we present the architecture of Proximates
(Figure 1) and how it bridges the gap between physical proximity space and online so-
cial networks. In section Applications and Results we present some early experimental
results from a user study and example applications that was built on Proximates for the
study.

2 The Proximates Social Context Engine

The purpose of Proximates is to simplify development of mobile phone applications
that use social context. By social context we mean individuals and groups in proximity
of a user and the relation of the user to the individual and group, for example family,
co-workers, friends. By social context classification we mean the inference of the rela-
tionship class of such an individual or group. Which user identities and social networks
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Fig. 1. Architecture of Proximates

to use is application specific, but can be shared across applications if desired. In its
current deployment, Proximates use Facebook ids and phone numbers to identify users
across applications.

2.1 System Architecture

Proximates consists of six components: a Bluetooth scanner, a database, two APIs, an
uploader and a device registry.

Bluetooth Scanner and Social Context API Components. The Bluetooth scanner is
a service that runs in the background on a mobile device. Periodically it performs a
Bluetooth scan for nearby Bluetooth peers with the phone device class, and stores the
result in the database. The data includes MAC ids, signal strength, and device class.

The social context API is a background service that carries out mining on the stored
data in the database and triggers on events from the Bluetooth scanner. It performs
smoothing of Bluetooth scans over time and group them for easy access and Bluetooth
MAC ids are mapped to user ids. An API to application developers that allows applica-
tions to get notifications when a contact or group of contacts is in proximity, or when a
user’s social context change. The social context of a user is a ranked list of relationship
labels, where the top label is the most common relation of the peers in proximity to
the user, over a scan period. For example, if there are five peers in a scan where three
are known to the user and two of them are classified as Family and three of them are
classified as Colleagues according to the user’s Facebook friend list, then the top ranked
relation will be Colleagues, the second Family and the third Unknown.

To know the relation between a user and its friends, Facebook friend lists are
used. When an application is notified of the proximity of a person, it can retrieve the
classification of the relation to that person.
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We use the labelled data to train classifiers of social context for users who don’t use
friend lists. The training of classifiers is ongoing work and results will be presented in
future papers.

Registry Component. The purpose of the registry is to map Bluetooth MAC ids to any
public ids of its owner. The public owner ids can be any application specific ids or gen-
eral public ids, such as phone numbers or Facebook ids. It is up to the application that
registers the device and its owner to determine which user ids to register and whether
they should be hashed or not. Hashing makes it hard to make a lookup from a Bluetooth
MAC id to a useful user id unless the user id is already known.

The registry is a web service and exposes a simple JSON REST API. The registry
API performs all the operations on a single resource: the device. There are methods for
adding, update, deleting devices, as well as retrieving a single device or a list of devices
providing user ids and MAC ids as query parameters.

Applications are encouraged to cache results from device queries in order to mini-
mize data traffic, server load, and power consumption. For known contacts, for example
phonebook contacts, the Bluetooth MAC ids can be cached for a long time since they
are not likely to change often. Some applications will not know the id they are looking
for in advance and will need to lookup any new peers that are in proximity. These results
should also be cached since transient peers often appear in at least some scans.

Database, Statistics API and Uploader. The database stores collected sensor data and
events. The statistics API allows the application developer to query historical informa-
tion, for example retrieve the most frequently occurring people, groups of people or
social contexts of the user, over a specific time frame. The uploader pushes the stored
data to a server. The uploader is an optional component that is deployed if Proximates
is used for research applications, for example in computational social science, where
extensive data logging is needed for analysis.

2.2 Requirements

As a middleware intended for real world deployment, Proximates needs to fulfill several
requirements that are common to middleware for mobile social networking and perva-
sive social context. In the survey of mobile social middleware [12], the aspects below
are analyzed, and we use them here as reference requirements. We also use the two
social context modeling requirements [18] defined by Tran et al.

Simplification of Development Process. Modelling social context requires knowledge
about privacy, mobile sensing, power efficient data collection, data cleaning and analy-
sis, stream processing, clustering, etc.The social context API for detecting proximity of
people, groups and social context is a very simple and high-level API.

Energy Efficiency. Power consumption is a major concern for opportunistic sensing
applications. Recent availability of dedicated sensor processing subsystems in smart-
phone chipsets is improving the situation by allowing continuous sensing with low
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power consumption. However, application sensing of network data from Bluetooth, 3G
and Wifi still needs to be done in the application CPU.

Proximates uses Bluetooth to detect proximity. By using Bluetooth, proximity is
sensed directly rather than indirectly through a translation to location coordinates and
distance calculation. Bluetooth consumes less battery than GPS and Wifi, and only
needs to be sampled periodically. Using Bluetooth rather than GPS or Wifi avoids both
translation to location coordinates in the case of Wifi, and more importantly removes
the need for frequent uploading of location data for all users for which we want to detect
proximity.

The power consumption of scanning can be traded off with latency. If an application
needs to be notified of a nearby person with low latency, power consumption increases.
The latency in Proximates is configurable through setting of the scan rate. The default
rate of 2 minutes makes the power consumption very low and in general not noticeable
to the end user.

Privacy. By using hashed identifiers for people, for example Facebook IDs and phone
numbers, Proximate applications require their users to already know the identities of the
people they want to detect proximity of. This means they already need to be friends on
Facebook or to already have their phone numbers. This is a more secure approach than
the one used in WhozThat which transmits Facebook IDs in clear text. It is up to the
application to determine whether to used hashed IDs or not, depending on requirements.
For applications that do not need the access to the registry to be open, for example in
the case where the ID is entirely application specific, strict access control to the registry
component can be enforced rather than providing shared access across applications.

However, the attitudes of users regarding mapping their phones’ Bluetooth MAC
ids to personal identities, such as Facebook identities, is unknown. As far as we know,
no such studies has been done. Several studies on privacy aspects of location sharing
has been done, but we cannot assume they apply directly to proximity. We believe that
sharing of your social network identity connected to your Bluetooth MAC id is less
sensitive than sharing location data, since within Bluetooth range it is hard to hide your
identity anyhow. At least in the non-public case, where only people who know you can
detect you when in proximity. This remains to be verified by user studies.

Scalability and Distributed Architecture. The architecture of Proximates is very sim-
ple compared to most mobile social networking platforms since it focuses on a specific
problem, uses proximity sensing, and delegates management of social networks to the
original social network services rather than aggregates. Using direct proximity sensing
rather than via location makes it possible to do the sensing directly on the device. This
eliminates scalability problems associated with pairwise distance computations. The
registry is a centralized component, but it is not subject to heavy loads since registra-
tions seldom change which allows for long caching in clients.

Heterogeneity and Dynamicity of Mobile Environments. Performing the proxim-
ity detection directly on the device removes the need for continuous network coverage
and data connection, making Proximates insensitive to networks signal strength fluctu-
ations. Regarding heterogenous evironment, this is ignored by selecting Android 4.0.4
or later as the target environment.
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Social Context Modelling. Tran et al. defined requirements [18] for social context
modeling. We show how Proximates fulfill these and elaborate on them:

Social context needs to explicitly capture constructed relationships and inter-
action constraints between actors. This set of constructed relationships and
constraints needs to be managed, and modeled subjectively from an actor’s
perspective. The architecture of context-aware systems needs to externalize the
management of social context from the implementation of actors.

Proximates explicitly models relationships through the integrated social networks, de-
fined by the application. Currently integrated networks are Facebook and phone con-
tacts. The user manages his Facebook relations using the Facebook service and his
phone contacts through the phone book application, and are thus externalized. Inter-
action constraints are not specifically captured, but are left to the application since
these are application specific. The relationships are modeled subjectively since Face-
book friend lists is managed by the user and only visible to him.

The architecture also needs to support the adaptability of social context, and
needs to be easily deployable.

The complexity and cost of integrating and deploying a social context engine in com-
mercial applications must be low. Many companies are yet to understand the potential
benefits of context aware applications. This means that a small and simple compo-
nent that solves a specific problem in existing infrastructure is preferable to a complex
system that solves a wide range of problems. Additional context information should be
added through integration of additional simple components that integrate well. It should
also utilize existing infrastructure and services, e.g. Facebook for management of a
user’s social graph. Furthermore, the social context model must be simple and usable
across several applications. Proximates fulfill these requirements through its simplicity
and integration with existing services.

Additional Requirements. In addition to the requirements used in [12] we have further
requirements on Proximates.

– Low latency for proximity detection is a requirement for some applications, for ex-
ample reminder applications triggered by proximity to a person. This requirement
makes it impossible to use location for proximity detection.

– Robustness, i.e. not needing to rely on GPS satellite visibility, availability of nearby
wifi access points and a network data connection, also makes us choose direct prox-
imity sensing.

– Finally, accuracy of location based methods is at best 10 meters indoors which is
not enough to detect actual social interactions. Using Bluetooth, 10 meters is the
maximum distance. Also, as shown by Cattuto et al. [2, 6] spatio-temporal granu-
larity makes all the difference in modeling human social interactions, and location
sensing rather than proximity sensing is not granular enough for our purposes.
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3 Applications and Results

3.1 SmartTodos

Proximates was used to develop SmartTodos, a contextual reminder application, that
for allows a user to add a reminder that will trigger when he is in close proximity of a
specific contact or Facebook friend, in addition to reminders based on time and location
triggers. It was distributed to about a 100 users who installed it and who could also
send invites to others. We sampled seven users out of this population to make a usability
study. The users in the sample were advanced smartphone users with university degrees.

Task completion time and requests for help was measured for seven different tasks
as shown in figure 2. Task 1 is the task of setting up Proximates, while the other tasks
are related to SmartTodos as such, for example the creation of location alarms. It is
clear from the study that setting up Proximates is a hard task. It includes the following
manual steps for the users: Signing into Facebook and accepting requested permissions,
entering phone number, accepting enabling of Bluetooth and location services if not
enabled, and setting Bluetooth visibility timeout to infinity. The most complicated step
is the last one. This step should not be needed at all, but exists due to a bug in Android.
Entering of phone number is often needed since most operators do not provide the
information on SIM cards. Preloading of Proximates, an option only available to phone
OEMs, can remove some of these obstacles, but it is clear that it is important to reduce
the complexity of these tasks in Proximates.

Fig. 2. Requests for help

3.2 Data Collection

In the SmartTodos trial we deployed the application with the upload component. Prox-
imates collected proximity and Facebook data and uploaded them to a server where
they were stored for analysis. Bluetooth scans were performed every minute, and only
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Bluetooth with device class “phone” were stored for analysis. In the period July 2012 to
March 2013, 2,466,036 Bluetooth scans containing 84,793 peers were collected by 135
devices. 161 users were registered with Facebook id in the registry, and they had 29,979
friends in total. 99 users had no user defined friend lists while the median number of
friend lists was 9 among the 62 others. In addition to the traditional informed consent
trough terms of service agreement, The Obvious Data Usage Principle [11] was applied
in the application design to make it clear to users what information was being collected
and how it was used. All data collected is anonymized through hashing.

Fig. 3. Time in proximity of a single subject, and Facebook relationship

Figure 3 is a log-log plot of the time spent in proximity to one specific user versus
the peers ranked by the same measure. In the plot we have colored each peer according
to its relationship to the user. Red indicates a Facebook friendship relation, while blue
means that the relationship is unknown, since that peer is not registered in the whoowns
registry. A peer colored in blue could still be a Facebook friend of the user, but we
have no information about this. This means that the time this user spent with Facebook
friends was significantly larger than with friends with unknown relationships. An in-
terpretation of this is that Facebook friendship is not only used to keep in touch with
distant friends, but also a relationship users have with the people they actually spend
time with. More work is needed to determine the generality of this result to other users.
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4 Conclusion and Future Work

We have presented an architecture for proximity based services on smartphones, that is
power efficient, easy to deploy, delegates social network management and scales well
due to using direct proximity sensing rather than location and distance calculations. It
also has other privacy properties than location sensing that needs further investigation.

We have shown that Proximates can be used in real world applications by means of
the SmartTodos application.

Furthermore, we have shown that Proximates can be used for research applications
by showing that we can measure the time users spend in proximity of Facebook friends.
We also reported on how many users actually use Facebook friends lists. Further work
is needed to investigate if Facebook friends list labels has the potential to be used as
ground truth for classification of social context when Facebook friends labels are not
available. We will also study how to improve usability by reducing the complexity of
the setup of Bluetooth visibility and user ids in different social networks. We are about
to launch SmartTodos on Google Play in order to scale up the amount of users and data
collected.
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Abstract— A smartphone is a personal device and as such 
usually hosts multiple public user identities such as a phone 
number, email address, and Facebook account. As each 
smartphone has a unique Bluetooth MAC address, Bluetooth 
discovery can be used in combination with the user registration 
to a server with a Facebook account. This makes it possible to 
identify a nearby smartphone related to a given Facebook 
contact. Using this capability, we designed Memorit, an 
application that handles reminders alerting the user when a 
contact is nearby her/him. This way it is possible to trigger a 
user-defined reminder, for example to give back a book, when a 
registered contact comes in proximity. Data collected from 
Memorit will allow study of pervasive social context. This paper 
gives an overview of Memorit, its features, implementation, and 
evaluates its applicability through a user study. 

Keywords— Bluetooth, Proximity, Reminder, Mobile Device, 
Social Device, Context 

I. INTRODUCTION (Heading 1) 
Bluetooth is a no cost wireless technology that offers short 

distance transmission. Enabled devices can discover each other 
in a distance of approximately 10 meters by making themselves 
discoverable, without the need of a server. Almost all mobile 
phones shipped in 2012 contained Bluetooth technology [5]. 

In this paper, we explore Bluetooth device discovery to 
alert the user about user-defined reminders when a contact 
mapped to a Bluetooth device is nearby. We describe its 
implementation in Memorit. We conducted user studies with 
13 users to verify the applicability of this concept. The results 
can be used as guidance in the further development of 
Bluetooth device interaction with mobile devices. 

To the best of our knowledge, no equivalent application of 
Bluetooth to trigger contact reminders has yet been reported 
before. 

Triggering reminders maybe a simple application, but 
Memorit is used to investigate the more fundamental 
consequences of connecting physical identity (through a 
personal device that is carried around in the form of a 
telephone) to virtual or digital identities such as a. Facebook 
identity. The space of applications that are aware of the social 
context of a user is yet unexplored, although there are calls to 
establish it as a new domain of research [10].  

The rest of this paper is structured as follows. The next 
section discusses related work. Section 3 describes Memorit. 
Section 4 explains its implementation. Privacy is discussed in 
Section 5. Section 6 outlines the methodology used to conduct 

the user tests, and results. Future work is discussed in Section 
7. Finally, the paper closes with the conclusions. 

II. RELATED WORK 
Bluetooth proximity detection has been exploited in a 

couple of previous works. Eagle and Pentland [7] analyzed 
Bluetooth logs, cell tower distribution, static Bluetooth device 
distribution, and time of day to discover the relationship among 
users carrying mobile devices. 

In [4], devices implement interfaces and report the 
Bluetooth signal strength of nearby devices to a centralized 
server so as to trigger actions on the devices. This way, two 
nearby devices can, for example, greet each other with 
sentences such as “Hello, John! How was your vacations?” and 
“Hello Mary! I had a trip to South Africa.” In our work, there 
is no need to report the Bluetooth signal strength to the server 
to have a contact reminder triggered. The Bluetooth connection 
is established directly from device to device and as soon as one 
device discovers another one that maps to a contact associated 
to a reminder, this contact reminder is triggered. 

Other applications [6] allow actions in the device to be 
customized when in Bluetooth proximity to a car, device, 
notebook, or headset. However, in our work, we focus on 
social interactions, triggering reminders when a person 
identified through Facebook or phonebook is in proximity. 

III. THE MEMORIT SYSTEM 
The Memorit system consists of a mobile application 

(Memorit) and a server, Whoownsd, to store the mappings 
between Bluetooth MAC addresses and Facebook user 
accounts. 

The application registers the user phone number and 
Facebook account into a server so as to associate the Bluetooth 
MAC address of the user device with those data. When 
handling a contact reminder, the application opens a list with 
all the contacts found in the Android phonebook application 
and in the user’s Facebook account. The user can then create a 
reminder for a contact and receive a notification as this contact 
comes into proximity. Figure 1 shows a screenshot of Memorit 
with a list of user-defined reminders (left part) and a 
notification (right part). 

If Bluetooth is disabled or if its visibility expires, Memorit 
will request the user to enable it, since Bluetooth and 
discoverability is needed to discover and be discoverable by 
the registered contacts. However, Bluetooth pairing is not 
needed for the application to recognize that a contact is nearby. 
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Figure 1. User defined reminders and notification 

Apart from handling contact reminders, Memorit also 
handles time and location reminders in order to be a complete 
reminder application. Time reminders are triggered based on a 
selected time and date. Place reminders are triggered based on 
a location in the map and action (arrive or leave) selected by 
the user. Figure 2 shows a time reminder (left part) and a place 
reminder (right part). 

     
Figure 2. Time and place reminders 

IV. IMPLEMENTATION 
Figure 3 shows an overview of the Memorit system. The 

mobile application uses two standalone components: 
Proximates and the Whoownsd service. While Whoownsd 
stores information on devices and their owner’s personal user 
id, Proximates, see Section 4.2, handles device registration, 
device scanning, synchronization, and broadcast of known 
contacts. 

A. The Whoownsd Service 
Whoownsd is a Java servlet that runs on Google App 

Engine and maps devices to users/owners. It stores the device 
Bluetooth MAC address along with its user social network ids, 
such as Facebook and LinkedIn. 

 
Figure 3. Memorit system overview. 

B. Proximates 
Proximates handles the tasks related to proximate users and 
user id and device registration in Whoownsd. 
The registration in the Whoownsd service is done by sending 
the Bluetooth MAC address of the device and the list of user 
ids for this device. The user ids registered in Whoownsd are 
previously hashed using SHA-1 as hash function to preserve 
the user’s identity on the server. 
Through the access tokens provided by the Memorit 
application, Proximates obtains the contacts of the user that 
will possibly be registered on Whoownsd. These contacts are 
stored in a local database along with their hashed id, which 
corresponds to the id returned from Whoownsd for this 
contact. 
 
Proximates scans periodically for Bluetooth devices, 
broadcasting whenever a known contact comes in proximity. 
That is made through the use of a noise control algorithm, 
which keeps track of the current devices in proximity. In order 
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to prevent web requests on every scan, since we need the user 
ids mapped for every Bluetooth MAC, Proximates uses a local 
cache. The cache is synchronized by a service that runs 
whenever the user charges his device. This way, the power 
consumed by the application is considerably reduced. 
Proximates also tracks the occurrence of each device and 
group (set of devices). This way, it is possible to know which 
devices the user spends most time with. It is also possible to 
know the relation of the user with a certain group or device 
(work, friend, family…) through their relationship on the 
supported social networks. This can be used to infer the user’s 
social context. For example, if s/he is surrounded by work 
contacts, it is likely that the user is in a work context. 
As Proximates is designed as an Android library, third party 
applications can include it and access its services. 

C. Mobile Application 
The Memorit application is available for Android devices on 
Google Play [12]. It contains the graphic user interface, 
allowing the user to create, edit, delete, dismiss, turn off 
reminders, and be notified when the reminder is triggered.  
Memorit relies on the Proximates component to be notified 
when a contact reminder is nearby, and on Google Play 
Services geofencing [8] to be notified when the device is 
entering or leaving an area within a given latitude/longitude. 

V. PRIVACY 
Device proximity data is very sensitive data, especially when 
connecting it to personal identities. In addition to the 
necessary legal terms of service agreements, we consider 
informed consent as being a social process and not just a legal 
transaction [13,2]. To make sure the user stays informed and 
consenting, the Memorit application was designed to comply 
with the Obvious Data Usage Principle [2]. The principle 
states that any data that is used in the application is also 
reflected in the features of the application in such a way that it 
is obvious to the user to understand what data is being used. 

VI. EVALUATION 
Usability evaluation of Memorit application was performed to 
detect and address inadequacies in the interface. The usability 
tests were divided in two phases: the first one was performed 
with 6 users during the initial phase of development. The 
second stage was performed at the end of development with 6 
users to validate the proposed changes suggested in the first 
phase of testing. The results showed reduction of 29,62% and 
77,41% in execution time of the most difficult tasks identified 
in phase one. According to Nielsen [9], testing with a number 
of users much greater than 5 does not bring much benefits. 

VII. FUTURE WORK 
With Memorit, we expect to collect a set of proximity data and 
social network data that allows us to study the temporal 
dynamics of heterogeneous social networks, both physical and 
digital. Especially, we will investigate community detection to 
classify the social context of users in a way that preserves 
privacy. 

VIII. CONCLUSION 
The usage of Bluetooth discovery to trigger alerts of contacts 
in proximity has proved to be very useful, as indicated in the 
user studies conducted for the Memorit system, with users of 
different sex, age, education, profession, and smartphone 
usage level. 
The need to have Bluetooth in discoverable mode with 
visibility timeout set to never expire could potentially 
discourage users to use the Memorit application due to the 
power consumption. However, Android 4.3 (API level 18) [1] 
introduced built-in platform support for Bluetooth Low 
Energy, which aims to provide significantly lower power 
consumption. 
Also, it is already possible to find smart places [4] and 
meeting rooms equipped with Bluetooth trackers and beacons, 
which make Bluetooth discovery technique promising. 
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Abstract—We present a comparative exploratory analysis of
two proximity networks of mobile phone users, the Proximates
network and the Reality Mining network. Data for both networks
were collected from mobile phones carried by two groups of users.
Periodic Bluetooth scans were performed to detect the proximity
of other mobile phones. The Reality Mining project took place
in 2004-2005 at MIT, while Proximates took place in Sweden
in 2012-2013. We show that the differences in sampling strategy
between the two networks has effects on both static and dynamic
metrics. We also find that fundamental metrics of the static
Proximates network capture social interactions characteristics
better than in the static Reality Mining network.

I. INTRODUCTION

For several years ubiquitous computing used specialized
sensor hardware to measure human activities and behaviors
[4]. With the increasing penetration and capabilities of mobile
phones, especially smart phones, specialized hardware is of
less importance. Smartphones allow mobile sensing to scale
to thousands of people. A smartphone can be used as a single
point of data collection for both sensor and user generated
data. From a research point of view, this makes the new field
of mobile sensing possible.

Eagle and Pentland introduced the term Reality Mining
(RM) in a study of 30 office workers using PDAs [6]. However,
mobile sensing had its real start only with the collection of the
Reality Mining dataset [7]. Eagle and Pentland showed then
that mobile sensing could scale to hundreds of users using
commodity devices and thus be nonintrusive.

The main difference between the RM and the Proximates
datasets is the sampling method: The population of RM is a
coherent group of students and employees in the same building
at MIT, while the Proximates population was recruited through
snowballing, i.e. each participant was asked to recruit more
participants. By using snowballing, we believe we can capture
richer aspects of users social interactions with less noise than in
a study focused on a specific context, for example a campus. In
a proximity study in a specific context there is also an increased
risk of capturing encounters that are not social interactions.
Both the Nodobo [3] study and the SensibleDTU [5] studies
are campus based studies like RM, while the Lausanne Data
Collection Campaign (LDCC) [9] is a snowballing study. The
reason we are using RM rather than LDCC is that the LDCC
dataset is not generally available.

In this paper, we provide an exploratory analysis of the
data collected in the Proximates project, by comparing its
fundamental network metrics to those of the Reality Mining
dataset, a dataset well studied.

II. DATA ACQUISITION

We started the data acquisition with the recruitment of
users, who were offered to loan high-end mobile phones for
the duration of the study, with no other compensation. These
users were also asked to recruit friends, family, and colleagues.
The study started in July 2012 and ended in October 2013. In
total, 176 mobile phones were used in this study on which
we installed an application called SmartTodos. SmartTodos
is a contextual reminder application that allows users to set
reminders based on time, date, when they meet someone, and
location. The meeting reminder is triggered by a proximity sen-
sor using Bluetooth. We used SmartTodos to collect proximity
and Facebook data that was uploaded to a server and stored
for analysis. Bluetooth scans were performed every 2 minutes
and we considered only Bluetooth devices with device class
“phone”. During the study period, our 176 devices collected a
total of 4,337,727 Bluetooth scans containing 135,693 unique
discovered phones.

For comparison, we used the Reality Mining dataset which
was conducted on an equivalent number of users (94) and over
a similar time span (September 2004 to June 2005). We also
used a Erdösz-Renyi random graph (ER) with the same number
of nodes and edges as the Proximates network as a null model
for the static analysis.

Each node in the network corresponds to one phone. A
link is formed from one device to another when a device is
discovered through Bluetooth scanning by another. This allows
us to create a directed network. However, in this analysis, we
consider the network to be undirected since edges will always
be formed by two participants when they are in proximity
of each other. The edges are weighted by the number of
scans in which the devices appear. Since scans are performed
periodically, this translates to time spent in proximity. The
range of Bluetooth is up to 10 meters, but in practice it is
around 5m. We can thus interpret edges in this network as
indicators of social interaction. However, not all edges are
social interaction, as for example edges may be created by
commuters in proximity on a bus.

There are two main differences between the Proximates and
RM networks. The RM network consists of a coherent group
of students (26) and employees (68) at MIT, all working and
studying in the same building. This makes random encounters
during daytime likely. In the Proximates network, users were
recruited using snowballing, which means that there is no
predefined context that is shared among the participants. The
only thing they have in common is that they have been
recruited by someone else in the study.

978-1-4799-2843-9/14/$31.00 © 2014 IEEE
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In this explorative analysis, we focused on the network
consisting of the 176 participants in the study. We did not
include the 135,693 discovered phones that have been in
proximity of the participants. We also filtered out the nodes
with out degree 0.

The data collected in both RM and Proximates have limi-
tations and are subject to a significant noise. Some participants
turn off their phones at night, while some do not. Some
participants turn off Bluetooth to save battery or install battery
savers that prevent background processing, even though they
were not allowed to do it during the study. Moreover, Bluetooth
is a radio technology, which by its nature is dynamic in
interaction with its environment. Thus we should not expect the
data collected to completely capture the participants’ sensing
environment. Also, even if the participants can sense non-
participants, we do not capture the participants’ complete
social network. In Proximates, many participants have only
recruited a small portion of their actual social network.

A. Static analysis

Table I shows a summary of the static metrics extracted
from the Proximates, Reality Mining and Erdösz-Renyi net-
works. We can observe that even though the size of the
Proximates network (175) is twice as big as the Reality Mining
network (88), the numbers of edges (1241) is less that half of
that in the RM network (2946). The median degree in the RM
network is more than 6 times higher. The median degree of
70 out of 88 nodes means that almost all nodes are connected
to each other. This high connectedness is reflected by Fig. 8
thats shows the RM network structure and Fig. 1 that shows
the degree distribution, where 90% of its nodes have a degree
higher than 50 and it is only above degree 65 that the frequency
starts declining rapidly.

Network Proximates Reality Mining ER

Nodes 175 88 175
Edges 1241 2946 1240
Median degree 11 70 14
ASP length 3.09 1.23 2.21
Diameter 6 2 3
Med. Clustering Coeff. 0.66 0.84 0.08

TABLE I: Summary static metrics

We believe this difference in degree distribution can be
explained by the fact that the RM participants are very likely
to have been in close proximity to each other at some point
in time during the 9 months, even if they did not have any
actual social interaction. By just sitting in the same class or
passing by each other would create an edge. In contrast, users
in the Proximates network are not as likely to be in proximity
to each other, unless they actually have a relation and a social
interaction.

The local clustering coefficient of a node is computed as the
proportion of links between the nodes within its neighborhood
divided by the number of links that could possibly exist be-
tween them. This is a measure of how connected the neighbors
of a node are. The median local clustering coefficients of the
Proximates and RM networks are comparable and very differ-
ent from the ER network. This suggests that even if the median

Fig. 1: Complementary cumulative degree

Fig. 2: Clustering coefficient distributions

degree in the Proximates network is low, which is expected in
a network using a snowball recruiting strategy: participants
are likely to be in proximity of people that have been in
proximity of people they have been in proximity of. This
indicates that clustering coefficient as a metric captures the
spatio-temporal nature of proximity. However, the clustering
coefficient distributions (Fig. 2) reveal that the distributions
of the ER and RM networks look like normal distributions but
with different means, while the Proximates degree distribution
is very different from these: A quarter of its nodes has
minimum degree, a quarter has the maximum degree, and the
rest is spread out in between. The low clustering coefficient
nodes are the peripheral nodes with only one neighbor. The
number of maximum degree nodes indicates that there is one
or more highly connected cliques to which they belong.

The average shortest path (ASP) length and diameter is
computed for the largest connected component (LCC) of the
Proximates network since the entire nework is not connected.
The number of nodes in the LCC is 157 and the number of
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Fig. 3: Complementary cumulative betweenness

edges is 1240. The low ASP length and diameter of the RM
network compared to the Proximates network again reflect the
fact that the people in the RM network have a high probability
of being in proximity at some point even if they have no other
relation. In contrast, participants in the Proximates network
are less likely to be in proximity to participants they do not
know. An ASP of 3.09 for the Proximates network seems to
be high in comparison to known networks, e.g. the Facebook
friendship network, with an ASP of about 4 [1].

The cumulative betweenness frequencies of the RM and the
ER networks (Fig. 3) are similar in shape, both generated by
normal distributions, but with different means and standard de-
viations. The RM network betweenness has a different shape:
It seems to have a potential power law region with a sharp
cutoff at the tail. This indicates that there are some few nodes
with very high betweenness, which is also seen in the network
structure visualization. Fig. 9 shows two main clusters with
a few nodes connecting them. This is very different from the
RM network (Fig. 8) which is made of a single giant densely
connected component. Also, since the Proximates network is
less densely connected outside the cliques, the betweenness
distribution has a fatter tail: More nodes are important when
passing information across the network.

Since human proximity is temporal in nature, it makes
sense that a static analysis over the whole timespan does not
reveal much detail about a network like RM. One temporal
aspect is captured in the weight of the edges since they show
how much time is spent in proximity between participants,
also known as contact time. We compared the RM and
Proximates networks with an ER network with weights drawn
from a normal distribution (Fig. 4). The distributions of the
Proximates and RM networks are similar and different from
the ER network. Interestingly, the shape of the distribution of
time spent between participants does not seem to be much
affected by the structure of the network, especially the degree
of the network. This could be explained by the fact that random
encounters are more likely to be very short and many, and thus
do not contribute to the shape of the tail of the contact time
cumulative distributions. Still they contribute as much as any

Fig. 4: Complementary cumulative contact time in proximity.
For visibility, the graph is cut off at 0.001

Fig. 5: Number of nodes per week

other edge to the degree distributions.

B. Dynamic analysis

It is clear that using a snapshot that spans the whole
dataset hides a lot of details that would be revealed in a
dynamic analysis, taking temporal aspects into account. Here,
we provide an initial temporal analysis, where we have chosen
to split the dataset into slices, one week long each. Figure 5
shows the number of nodes with an out degree larger than zero
per week in the RM and Proximates networks. In Proximates
there in an increasing trend throughout the study, as recruiting
continues, while the RM network has a drastic peak at around
week 15 that lasts for about 10 weeks. The number of edges
(Figure 6) in the RM network has a sharp low at week
24, which corresponds to Christmas holidays. No such drastic
changes are visible in the Proximates network. The number
of edges in the Proximates network is much lower in general.
We believe this is due to more spurious interaction, that is

3



Fig. 6: Number of edges per week

Fig. 7: Average clustering coefficient per week

interactions between participants who do not have a social
interaction, but happen to be in the same place. The average
clustering coefficients of the networks (Figure 7) measure
how many friends of a user meet. Interestingly, they reach a
minimum around Christmas holidays for both networks.

III. CONCLUSION

In this paper, we have described the static Proximates
network, the data collection and its analysis. We showed it
captures social interactions to a higher degree than the Reality
Mining network, since random encounters that are not social
interactions are more likely to occur in the static RM network.
We found that degree, betweenness, and clustering coefficient
metrics indicate that the interaction processes in RM are
stochastic and normally distributed. However, it is also clear
that a static analysis over networks that are highly dynamic is
only a first step to a complete understanding. Further analysis,
especially temporal stability of communities, is suggested as
the next step.

Fig. 8: Reality Mining proximity network. Larger node size
and darker color indicate higher betweenness

Fig. 9: Proximates proximity network. Larger node size and
darker color indicate higher betweenness
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Abstract

We propose a Bayesian model for extracting sleep patterns from smartphone events. Our

method is able to identify individuals’ daily sleep periods and their evolution over time, and

provides an estimation of the probability of sleep and wake transitions. The model is fitted to

more than 400 participants from two different datasets, and we verify the results against

ground truth from dedicated armband sleep trackers. We show that the model is able to pro-

duce reliable sleep estimates with an accuracy of 0.89, both at the individual and at the col-

lective level. Moreover the Bayesian model is able to quantify uncertainty and encode prior

knowledge about sleep patterns. Compared with existing smartphone-based systems, our

method requires only screen on/off events, and is therefore much less intrusive in terms of

privacy and more battery-efficient.

Introduction

Sleep is an important part of life, and quality of sleep has a significant impact on individual

well-being and performance. This calls for methods to analyze sleep patterns in large popula-

tions, preferably without laborious or invasive consequences, as people typically disapprove of

the use of intrusive technologies [1].

Large scale studies of human sleep patterns are typically carried out using questionnaires, a

method that is known to be unreliable. It is possible to perform more accurate studies, but

these are currently carried out within small controlled environments, such as sleep labs. In

order to perform accurate measurements of sleep in large populations—consisting of thou-

sands of individuals—without dramatically increasing costs, alternative methods are needed.

Smartphones have become excellent proxies for studies of human behavior [2, 3], as they

are able to automatically log data from built-in sensors (GPS, Bluetooth, WiFi) and on usage

patterns (phone calls, SMS and screen interaction), from which underlying user behavioral

patterns can be derived.

Smartphone data has been used to infer facets of human behavior such as social interactions

[4], communication [5], mobility [6], depression [7] and also sleep patterns [8]. Either paired
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with additional sensors or on their own, mobile app solutions are able—sometimes very

ingeniously—to track individual sleep patterns and visualize them. We cite as examples Smart
Alarm Clock [9], Sleep Cycle [10], SleepBot [11], and Sleep as Android [12].

In this paper we suggest extending previous approaches, using a Bayesian model to infer

rest and wake periods based on smartphone screen activity information. The advantages of

our proposed Bayesian approach SensibleSleep, as compared to previous work, are that it:

• is less sensitive to “noisy” data, for instance infrequent phone usage during sleep interrup-

tions (such as checking the phone at night)

• is able to quantify not only specific rest and wake times but also characterize their distribu-

tions and thus uncertainty

• can encode specific prior beliefs, for instance on expected rest periods (when desirable)

• can capture complex dependencies between model variables, and possibly even detect and

relate patterns that are common to a group of people with diverging individual patterns

(when using one of the proposed hierarchical models), such as detecting how available day-

light may modulate sleep patterns across an otherwise heterogeneous group of users

Our method, moreover, only needs screen on/off events and is thus non-intrusive, privacy-
preserving, and has lower battery cost than microphone or accelerometer based ones.

Although dedicated sleep trackers or fitness tracking bands can provide much more precise

and fine-grained data on sleep patterns, their adoption is still quite small in comparison with

mobile phones. Therefore the data potentially available from smartphones can enable the anal-

ysis of sleep patterns at a very large scale, much larger than using data from dedicated sleep

tracking devices.

We start by providing an overview of the related work. We then describe the collected data,

and introduce the Bayesian model. We compare the model results with ground truth obtained

by sleep trackers, and show how the model is able to infer the sleep patterns with high accu-

racy. Finally we describe the individual and collective sleep patterns inferred from the data.

Related Work

A key finding by Zhang et al. [13] shows a global prevalence of sleep deprivation in a group of

students, partly linked to heavy media usage. In this study sleep patterns are largely deduced

from the teachers’ perception or based on individual self-reports, lacking more direct

measurements.

Corroborating this finding, Orzech et al. [14] report that digital media usage before bedtime

is common among university students, and negatively impacts sleep. The findings are based

on studies involving self-reports through (online) sleep diaries and digital media surveys, and

also lacks more direct measurements of sleep patterns. Additionally, this would make it possi-

ble to increase the scale of the experiment and enable the study of larger populations.

Abdullah et al. [8] have previously demonstrated using 9 subjects how a simple rule-based

algorithm is able to infer sleep onset, duration and midpoint based on a (filtered) list of screen

on-off patterns with the help of previously learned individual corrective terms, and further ana-

lyzed behavioral traits of the inferred circadian rhythm [15, 16]. The algorithm uses an initial

two weeks of data with journal self-reported sleep for learning key corrective terms in order to

improve the accuracy and compensate for differences between actual sleep and inferred nightly

rest period. The method has been verified against a daily online sleep journal and results in dif-

ferences less than 45 minutes of average sleep duration over the entire analysed period. While

our proposed Bayesian model, which has been applied to more than 400 users, may be more
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complex, it increases the robustness and allows us to better quantify the uncertainties of the

inferred resting periods as well as offer the possibility of building more advanced models across

heterogeneous groups of users. In particular, our model may better be able to handle short mid-

night interruptions, which appear to be not uncommon, without any additional filtering.

In contrast to Abdullah et al. using (only) screen on-off events, a fine-grained sleep moni-

toring by “hearing” and analyzing breathing through the earphone of a smartphone is sug-

gested by Ren et al. [17]. Here six users tested the system over a period of 6 months,

demonstrating the feasibility of using smartphones for the purpose of analysing breathing pat-

terns, using a Respiration Monitor Logger as ground truth. Sleep estimates are not directly

inferred in this paper, however. This technology is also non-invasive, although it does requires

capturing and analyzing large samples of audio data.

iSleep [18] proposes detecting sleep patterns by means of a decision tree model, also based

on audio features. The system was evaluated with 7 users for a total of 51 days, and shows high

accuracy in detecting snoring and coughing as well as sleep periods, but report drops in perfor-

mance due to ambient noise.

Increasing the number of features, the Best Effort Sleep model [19] is based on a linear com-

bination of phone usage, accelerometer, audio, light, and time features using a self-reporting

sleep journal, and subsequently achieved a 42 minutes mean error on 8 subjects in a test period

of 7 days.

Other work also tries to estimate sleep quality, for example Intelligent Sleep Stage Mining
Servicewith Smartphones [20], which uses Conditional Random Fields on a similar set of fea-

tures trained on 45 subjects over 2 nights, and reports over 65% accuracy of detection of sleep

phases, compared to EEG ground truth on 15 test subjects over 2 nights.

Candy Crushing Your Sleep [21] uses the longest period of phone usage inactivity as heuris-

tic for sleep, with some ad-hoc rules for merging multiple periods, and proceeds to quantify

the sleep quality and to identify aspects of daily life that may affect sleep. The inferred sleep

period was however not validated against any ground truth.

The SleepWell framework [22] deploys a Bayesian probabilistic change-point detection,

in parallel with an unsupervised classification, of features extracted from accelerometer data,

in order to identify fine-grained sleep state transitions. It then uses an active learning process

to allow users to incrementally label sleep states, improving accuracy over time. It was evalu-

ated both on existing datasets with clinical ground truth, and on 17 users for 8-10 days with

user diary data as ground truth, reaching an average sleep stage classification accuracy

approaching 79%.

In comparison, even though sleep quality is not estimated, our non-intrusive model only

needs screen on/off events and has been tested on a large user-base, and can suitable for very

large-scale deployment.

Methods

Data Collection

We have analyzed two datasets in this work.

The first dataset (A) was provided by Sony Mobile, and contains smartphone app launches

coupled with sleep tracking data from the SWR10 and SWR30 fitness tracking armbands [23].

For each user we have a set of records containing an anonymized unique user identifier, a

timestamp and the unique app package name. Note that the model only uses the app launch

timestamp and completely ignores the app identifier, therefore no privacy risks related to app

names are present. The sleep tracking data indicates when each user is detected asleep or

awake with a granularity of one minute, serving as ground truth that we will compare our

SensibleSleep: A Bayesian Model for Learning Sleep Patterns from Smartphone Events
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results against. From this dataset we select 126 users that have at least 3 hours of tracked sleep

per day, and have between 2 and 4 weeks of contiguously tracked sleep.

The second dataset (B) originates from the SensibleDTU project [24], which collected smart-

phone sensor data for more than 800 students at the Technical University of Denmark. In this

dataset we focus on the screen interaction sensor that records whenever the smartphone screen

is turned on or off, either by user interaction or by notifications. Each record contains a unique

user identifier, a timestamp, and the event type (on or off). From this dataset we select 324

users in November 2013 that have at least 10 events per day, thus filtering out users with gaps

in the collected data or with very sparse data. There is on average� 76 screen-on activations

pr. day pr. user in this period.

Data collection for the SensibleDTU dataset was approved by the Danish Data Protection

Agency, and written informed consent has been obtained for all study participants. Data col-

lection for the Sony dataset has been approved by the Sony Mobile Logging Board and written

informed consent has been obtained for all study participants according to the Sony Mobile

Application Terms of Service and the Sony Mobile Privacy Policy.

Model Assumptions

The underlying assumptions of the model are (1) that the user is in one of two modes: being

awake or sleeping, and (2) that mobile phone usage differs between the two modes. In particu-

lar a user will have many screen interactions when awake, and very few or even no interactions

when sleeping.

Sleeping is here considered as an extended resting period that typically takes place once

every 24 hours at roughly similar times, as governed by the users circadian rhythm and influ-

enced by socio-dynamic structures, during which the owner physically rests and/or sleeps.

Resting periods, however, might be interrupted by short periods of activity, such as checking

the time on the phone or responding to urgent messages. This behavior leads to two different

activity levels, which we label λawake and λsleep, one for each mode.

If we can deduce when the switchpoint between the two distributions occur during each 24

hour period, we can also infer the time during which the owner is resting for the night, and

thereby also the period within which sleeping takes place.

Short of using the more invasive EEG or polysomnographic methods, properly differentiat-

ing the resting period and actual sleep is difficult; even sleep diaries may easily contain report-

ing bias or be somewhat inaccurate. To remove self-reporting bias and to study a larger

population we have therefore decided on using a motion-based detector (Sony fitness tracking

armbands) as ground truth.

If higher accuracy would be required, applying individual corrective terms (i.e. average

sleep/rest time differences) learned from an initial period by more accurate means (polysom-

nography, external observer or possibly a careful user diary) might be possible, similar to what

as demonstrated by Abdullah et al. [8].

Model Structure

Each user is considered independently. We divide time into 24−hour periods starting at 16:00

and ending at 15:59 on the next calendar day, so that the night period and the expected sleep

midpoint is in the middle, for convenience. Each day is divided into n = 24 � 4 = 96 time bins of

size 15 minutes. We count the number of events that start within each time bin, where an event

is an app launch for dataset A and a screen-on for dataset B. Information about the duration of

the events is purposely discarded, as phone usage typically takes place in short bursts. This is

supported by the median duration of screen events in dataset B, which is� 26.5 seconds.

SensibleSleep: A Bayesian Model for Learning Sleep Patterns from Smartphone Events
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A reasonable weakly informative prior assumption is that the count of events k in each time

bin follows a Poisson distribution (additional comments on this assumption are available in S1

Appendix):

PðkÞ ¼ Poisson ðk; lÞ ¼
l
ke� l

k!

with λ = λawake or λ = λsleep, depending on the mode of the user. It is, furthermore, assumed

that the user mode, and consequently the value for λ, is determined by two switchpoint vari-

ables tsleep and tawake, both assuming values from 0 to n:

l ¼

lsleep if tsleep � t < tawake

lawake if t < tsleep _ t � tawake

8
<

:

For simplicity, all models assume that λsleep is identical for all days of a given user. It can be

expected that users have a very low number of screen events during sleep mode, which is

encoded in this prior belief:

lsleep � Exponentialð104Þ

Here Exponential represents the exponential distribution:

f ðx; lÞ ¼
le� lx x � 0

0 x < 0

(

The rate parameter is set to a very large value to encode our prior belief that almost no

events should happen during the sleep time.

Fig 1 shows an illustration of the model idea.

We now propose five different models, which differ in the assumptions made on the rela-

tion of the rate and sleep/awake time parameters for different days.

Pooled-Pooled Model: Pooled Times and Rates

The simplest model assumes that for a given user there is a single λawake; i.e. the user has very

similar phone interaction patterns each day. Also tsleep and tawake are each identical for all days,

that is: the user goes to sleep, and wakes up, at the same times each day:

tsleep � DiscreteUniformð0;nÞ

twake � DiscreteUniformð0;nÞ

lawake � Gammað2:5; 1Þ

Here DiscreteUniform(0, n) represents a uniform probability to choose a timebin between

0 and n = 96. No additional prior knowledge of tsleep and tawake is assumed; there is equal prob-

ability of any bin value. In other words, sleep and awake time are equally probable at any time

of the day. The prior for λawake is chosen to represent our prior belief of a reasonable rate of

events, specifically with both mean and variance = 2.5 (events/bin) and a longer tail than a nor-

mal distribution.

Independent-Pooled Model: Independent Times

A somewhat more realistic model would assume that each day has independent tsleep and tawake
times, while still sharing λawake rates. Therefore in this model there are tisleep and tiawake, with

SensibleSleep: A Bayesian Model for Learning Sleep Patterns from Smartphone Events
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i = 1. . .m, one for the each of the considered days:

tisleep � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

tiwake � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

lawake � Gammað2:5; 1Þ

The rest of the model remains as above.

Independent-Independent Model: Independent Times and Rates

It may further be assumed that each day could have its own specific activity rate. We modeled

this as separate l
i
awake for each of them days, in addition to tsleep and tawake for each of them

days:

tisleep � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

tiwake � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

l
i
awake � Gammað2:5; 1Þ for i ¼ 1 . . .m

Fig 1. Conceptual illustration of the model. We assume that for each day the event counts follow two different Poisson distributions: one for sleep

periods (rate λsleep) and one for awake periods (rate λawake). Furthermore we assume that two switchpoints tsleep and tawake determine the rate (i.e. the

Poisson distribution) that generates the events.

doi:10.1371/journal.pone.0169901.g001
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Independent-Hyper Model: Hierarchical Rates

The assumption that each day’s interaction rate is completely independent may not be correct.

It may not be unreasonable to imagine that the daily rate(s) arise from an underlying user-spe-

cific rate; i.e. the user may have certain habits that varies from day to day but share some simi-

larities specific to that user. This is modeled by adding αλ and βλ hyperparameters to the

Gamma priors for l
i
awake:

tisleep � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

tiwake � DiscreteUniformð0;nÞ for i ¼ 1 . . .m

al � Exponentialð1Þ

bl � Exponentialð1Þ

l
i
awake � Gammaðal; blÞ for i ¼ 1 . . .m

We do not have strong prior beliefs for α and β, so we set their prior distributions to generic

exponential distribution with rate parameter = 1, Exponential(1).

Hyper-Hyper Model: Hierarchical Times and Rates

Finally we could assume that each day’s sleep and awake times derive from an underlying cir-

cadian rhythm that is specific to the user, but still modulated by events that take place during

the week. This can be modeled by changing the tisleep and tiawake priors to a normal distribution,

with hyperparameters αt, βt and τt as follows:

at � Exponentialð1Þ

bt � Exponentialð1Þ

tt � Gammaðat; btÞ

tisleep � Normalð8 � ðn=24Þ; ttÞ for i ¼ 1 . . .m

tiwake � Normalð15 � ðn=24Þ; ttÞ for i ¼ 1 . . .m

al � Exponentialð1Þ

bl � Exponentialð1Þ

l
i
awake � Gammaðal; blÞ for i ¼ 1 . . .m

The tisleep are here chosen to be centered at the bin corresponding to 23:00, while the tiawake
are centered at the bin corresponding to 07:00. Also in this case we have no strong prior

knowledge of the τt, αt and βt parameters, so we set their prior distribution to a non-informa-

tive Exponential and Gamma respectively.

Model Fitting and Selection

The models are fitted using Markov Chain Monte Carlo (MCMC) sampling [25], where the

parameter values are estimated by a random walk in the parameter space guided by the log

likelihood. We use the pymc3 python library [26, 27] for running the sampling, but any

MCMC framework could be used to implement our model. The result of the Bayesian infer-

ence is a trace that captures the most probable values of the parameters, and also gives an indi-

cation of the uncertainty of the estimation.

It is important to note that the models are unsupervised, which means that they are fitted

only to the number of events without having access to the ground truth of the actual sleep

SensibleSleep: A Bayesian Model for Learning Sleep Patterns from Smartphone Events
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patterns. This allows the model to be fit to other datasets where we do not have ground truth

of sleep patterns, which is desirable if the sleep inference has to be deployed on a large scale.

For dataset A we verify the fit by comparing with the sleep patterns from sleep trackers, while

for dataset B we evaluate the fit by inspecting the inferred sleep patterns.

In order to find the model that provides the best overall fit for the intended purpose without

introducing too many degrees of freedom, we compare the log posterior from the traces of the

models, logp, and see how they converge.

One example of a plot of logp traces for the five models is shown in Fig 2, which shows that

the hyper-hyper model (blue) has the highest (least negative) logp, followed by the indepen-

dent-hyper model for dataset B. The three other models appear with lower logp. In 76% of the

analyzed cases of dataset A (84% for dataset B), the hyper-hyper model has the highest logp

score, followed by the independent-hyper model with the highest logp in 11% (13%) of the

cases.

The logp estimation does not, however, take into account the added complexity of the more

advanced models. An attempt to do so is the Deviance Information Criterion (DIC) [28],

which penalizes the increased degrees of freedom (more model parameters) that usually result

in a model that is easier to fit to the data. Fig 3 shows the Relative DIC score (vs. the simplest

model, pooled-pooled). The order is identical for both datasets.

Further, Table 1 compares the 5 models by ranking the calculated DIC for all 126 and 324

users. Themedian rank shows that the hyper-hyper model is the “best” model; it has a proba-

bility of being the best ranked model (p(Best)) in 62% of the cases for dataset A (69% for dataset

B). The independent-hyper model follows as a somewhat distant 2nd best, ranking highest in

17% (19%) of the cases. For further validation of the goodness of fit of the model, see S2

Appendix.

It should be noted that, in addition to their different abilities to reflect the underlying

assumptions and provide varying levels of fit to the actual data, the models also differ in their

runtime; the most complex model typically takes 15 times longer to execute than the simplest.

In particular, the hyper-hyper model on average had a runtime that is 60% longer than the

independent-hyper model, so there may be cases where the latter would be a better model to

use despite the slightly worse DIC ranking.

Results

All five models have been run on both datasets, producing an estimation of the times of sleep

and wake up for each day, as well as estimates for the other hyperparameters, for each user.

Moreover, we calculated logp and DIC as discussed in the previous section. We firstly verify

the accuracy our method using the ground truth from the sleep trackers. We then provide a

qualitative analysis of some key examples of individual sleep patterns, and a description of the

aggregated sleep patterns for both datasets. For the remainder of the paper we restrict our anal-

ysis to the model with the best fit, the hyper-hyper model.

Comparison to Related Work and to Ground Truth

To assess the results, we compare the sleep periods inferred by our model and those inferred

by a previously suggested rule-based method to the ground truth collected by the Sony sleep

trackers.

For each day we calculate the time of sleep and time of awake inferred by our model as the

mean of the tisleep and tiwake respectively, and we consider the user asleep (Z = 1) for all time bins

between tisleep and tiwake, and awake (Z = 0) for the remaining bins.

SensibleSleep: A Bayesian Model for Learning Sleep Patterns from Smartphone Events

PLOS ONE | DOI:10.1371/journal.pone.0169901 January 11, 2017 8 / 20



For a representative and comparable method, we chose to implement a rule-based algo-

rithm similar to what is proposed by Abdullah et. al. [8] to derive sleep data for dataset A. This

rule-based method essentially works by finding the longest contiguous sleep period, with a

prior assumption that sleep must start after 10 PM and before 7 AM next morning. Note that

the original algorithm is based on screen on-off events and furthermore discards events of

Fig 2. Typical logp traces (A top, B bottom).

doi:10.1371/journal.pone.0169901.g002
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Fig 3. Relative DIC scores (A top, B bottom), sorted by their mean value (error bars represent one standard deviation). For both datasets the

order is the same, with the hyper-hyper model having the lowest mean DIC.

doi:10.1371/journal.pone.0169901.g003
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short duration during the night; in our case we use app launches with no available duration,

and thus cannot discard events of short duration.

For the sleep trackers we can directly mark each time bin as sleep (Z = 1) if the trackers

have detected at least one sleep status in that bin, and awake (Z = 0) otherwise.

We again consider one user at a time. For each user we now have three binary matrices:

two inferred sleep status values per time bin from either model, and one measured sleep status

value per time bin (ground truth). We evaluate this as two binary classification problems, and

calculate accuracy, precision, recall and F1 for each model and for each user according to the

definitions:

accuracy ¼
correct predictions

predictions

precision ¼
true positives

predicted positives

recall ¼
true positives
all positives

F1 ¼ 2 �
precision � recall

precision þ recall

Fig 4 shows the resulting distribution of accuracy, precision, recall and F1 scores for the

proposed method. The SensibleSleep method achieves a mean accuracy of 0.89, and a mean F1

score of 0.83. The below-average scores for some users are expected, since it is likely that

among the large population under study there will be people having irregular sleep schedule or

noisy sleep ground truth.

Fig 5 shows the corresponding complementary cumulative distributions of the accuracy, pre-

cision, recall and F1 scores of the proposed SensibleSleep model vs that of the rule-based

model [8]. The results are generally comparable between the two models, on this particular

dataset. Our model has slightly better accuracy and precision whereas the previously suggested

rule-based model has a slightly better recall. The F1 scores, which weights precision and recall

equally, are comparable.

Table 1. Model DIC comparisons.

Model Ranks Median Mean p(Best) Mean Relative DIC

Value (StdDev) Value (StdDev)

A pooled-pooled 5 4.27 (1.37) 0.10 0.96 (0.16)

independent-pooled 4 3.82 (0.85) 0.03 0.95 (0.05)

independent-independent 3 2.86 (1.08) 0.08 0.91 (0.09)

independent-hyper 2 2.29 (0.83) 0.17 0.90 (0.14)

hyper-hyper 1 1.76 (1.11) 0.62 0.88 (0.20)

B pooled-pooled 5 4.70 (0.89) 0.02 0.99 (0.01)

independent-pooled 4 3.75 (0.66) 0.02 0.93 (0.05)

independent-independent 3 2.92 (1.02) 0.09 0.92 (0.06)

independent-hyper 2 2.06 (0.69) 0.19 0.91 (0.05)

hyper-hyper 1 1.56 (0.94) 0.69 0.91 (0.04)

doi:10.1371/journal.pone.0169901.t001
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Individual Sleep Patterns

We now analyze individual sleep patterns to show the results of the model in details. For each

user we create a visualization of sleep schedules. We call this the sleep matrix. Each row repre-

sents one day, and each column represents one time bin. The blue color shows the probability

that sleep takes place within the interval; the darker the color the higher the probability. The

red dots show activity count per bin; the larger the radius the more events are registered within

that particular bin. This compact representation is able to capture at a glance the sleep patterns

of individuals over time. We have created one such sleep matrix for each of the users, which

allows us to inspect hundreds of sleep patterns quickly. Large individual variability both in

sleep schedules (regular, irregular) and in phone activity (low, high, during day or night) are

noticeable. Still, in most cases it is evident that the model is able to capture a reasonable sleep

period, even if it may have been somewhat interrupted.

Let us consider the inferred sleep patterns for two example users in Fig 6. The top user has a

pretty regular schedule, waking up around 5:30 except every few days, when he/she wakes up

later—presumably due to vacation or weekends. Notice the light blue sections that indicate

how the model is less confident about the probability of sleep due to events that do not follow

the usual patterns. The bottom user instead has a much more unstable app usage, therefore the

model infers a correspondingly more unstable sleep schedule. The bottom user has also some

events in the middle of the night throughout many days (which is presumably checking the

phone at night) yet the model is still able to correctly infer this being a sleep phase. Finally

Fig 4. Histogram of the calculated accuracy, precision, recall and F1 score for users in dataset A, comparing the proposed method to the

sleep tracker ground truth.

doi:10.1371/journal.pone.0169901.g004
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notice how the two users have significantly different intensity of app usage (the bottom one

uses the phone much more than the top one), yet this is not a problem since the model learns

individual activity rates.

Aggregated Sleep Schedules

In this section we also quantify the aggregated sleep patterns. From the posterior probability

distribution functions (PDFs), Ptsleep(t) and Ptawake(t), the probability that the user is sleeping can

be estimated as follows:

PsleepðtÞ ¼ PtsleepðtÞ � PtawakeðtÞ

This is equivalent to stating that a user is currently sleeping if he has passed the time of fall-

ing asleep but has not yet passed the time waking up.

The derived values of sleep-length tsleeplength and mid-sleep time tmidsleep can be calculated

directly from the values of tsleep and tawake for each sample of the trace, and the posterior den-

sity can be estimated for these derived values in a similar way as for the model parameters. Fig

7 shows the aggregate posterior probability density functions for tsleep and tawake for the 126

users of dataset A over 15−30 days, and for the 324 users of dataset B over a selected period of

30 days (just after semester start).

Fig 5. Complementary cumulative distribution of accuracy, precision, recall and F1 scores for users in dataset A, comparing the proposed

model (solid line) to the rule-based model (dashed line), showing the proportion of users (y-axis) having a score less than or equal to a

specific value (x-axis).

doi:10.1371/journal.pone.0169901.g005
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It may not be entirely meaningful to average the sleep patterns from all users, but it serves

to illustrate the distribution of tsleep and tawake for a larger population. Table 2 summarizes the

sleep and wake times.

Across the 30 (14-28) analyzed days for the 324 (126) users of the study, the distribution of

sleep durations are as shown in Fig 8. The model allows us to easily compute such metrics. The

mean value is around 8:02 (±2h 36m) for dataset A and 7:20 (±2h 28m) for dataset B. Notice

how the distributions are not completely similar; this is likely due to the fact that the larger

dataset B captures the sleeping behavior of students as opposed to dataset A that may have a

more diverse demographic distribution.

Fig 9 shows the probability density functions for the tsleep and tawake times for all users of

dataset B, grouped according to weekday. Mondays to Thursdays appear quite similar, but Fri-

day shows a much wider distribution; users typically go to bed much later on Friday and sleep

in on Saturday. The distributions start to narrow down Saturday and Sunday but are more

“week-like” only from Tuesday morning again.

Discussion

The main contribution of this work is to show how simple counts of smartphone interactions

can be used to infer sleep patterns with reasonably high accuracy. We have demonstrated how

Fig 6. Sleep matrix of two sample users (21 days from dataset A top, 30 days from dataset B bottom). The ground truth derived from the sleep

tracker is shown as a dotted line overlaid the matrix for dataset A.

doi:10.1371/journal.pone.0169901.g006
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the seemingly weak signal of screen events carry significant information of the user status. Our

method has several advantages:

• The method requires only a smartphone and can therefore be deployed without the need for

special equipment or methods, such as fitness or sleep tracking bands, or sleep diaries.

Fig 7. Aggregate Posterior Probability Distributions of tsleep (blue) and tawake (green) (A top, B bottom),

showing what the probability is for the specific population to go to sleep or wake up at the specified time.

doi:10.1371/journal.pone.0169901.g007
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• The data collection is completely automated, as no action is required from the user in setting

up the tracking or remembering to log his/her activity.

• Since the model requires only screen interactions, it is absolutely non-intrusive and privacy-

preserving. Although in this work we stored the data on a central server for analysis pur-

poses, the data could remain on the phones and the sleep analysis could in principle be run

directly on the phones as well.

• Compared to accelerometer or microphone-based methods, using only screen events is

much more battery-efficient.

Although solutions using screen events have been proposed before [8, 21], our model pro-

vides a number of key improvements:

• It is more robust to noise such as screen events generated by checking the phone at night.

• Using a Bayesian formulation allows us to provide confidence intervals for the sleep and

awake times, instead of point estimates only.

• It does not depend on ad-hoc rules, but it is based on a well-defined statistical formulation.

• It is fitted and verified on a much larger userbase of over 400 users, and a longer time dura-

tion (between 2 and 4 weeks).

Demonstrating the feasibility of inferring reasonable sleep patterns from simple event

counts opens the way for new exciting research directions. In particular we believe that similar

methods can be applied to large datasets of user activity. For example on social network (such

as Twitter, Facebook, Meetup, Gowalla) users leave a trace of their activity in the form of mes-

sages, posts, likes, etc. Another great example is Call Detail Records, the logging information

kept by telecom providers about user calls and SMS. These events could be treated again as a

proxy for sleep and wake cycles.

The main drawback of the proposed method is that it requires that users periodically inter-

act with their phones during their wake time. In line with other recent polls (see for example

[29–31]), we show that in most cases this does happen, as the population of users analyzed

here tend to check their phone from the early morning to the late night when awake. Different

populations, however, such as elderly people less accustomed to smartphone usage, may not

show similar usage patterns. There is therefore a need for additional work in order to under-

stand how increased sparsity would affect sleep pattern reconstruction.

Conclusions

We have presented a Bayesian model to infer sleep patterns from smartphone interactions,

which we have applied to two datasets of more than 400 users in total. We have compared the

model output with ground truth from sleep trackers, and we have shown how the model is

able to recover the sleep state with a mean accuracy of 0.89 and a mean F1 score of 0.83. Fur-

thermore, we have shown how the model is capable of producing very reasonable individual

Table 2. Aggregated sleep and wake times.

Sleep Time Wake Time

Mean (Std) Mean (Std)

A 23:38 (2h 16m) 7:40 (2h 2m)

B 0:35 (2h 6m) 7:55 (2h 15m)

doi:10.1371/journal.pone.0169901.t002
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Fig 8. Aggregated Sleep Durations (A top, B bottom), based on the Posterior Probability Functions. This illustrates the

probability of the length of a nights sleep within the population within the datasets.

doi:10.1371/journal.pone.0169901.g008
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and aggregated sleep patterns. Our method represents a cost-effective, non-intrusive and auto-

matic alternative for inferring sleep patterns, and can pave the way for large-scale studies of

sleep rhythms.

Supporting Information
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Fig 9. tsleep (blue) and tawake (green) over weekdays for dataset B.
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Abstract—Social interaction sensing and indoor positioning
using are widely researched. However, many use cases only need
to determine proximity, and not the exact location. In this paper,
we describe two methods to determine which meeting each user is
participating in using proximity data collected from a challenging
real-world office. We show that the RSSI threshold approach to
detecting proximity is not feasible due to the optimal RSSI range
being very small and close to pessimal ranges. Instead, we achieve
an F-score of 82% with a simple method, k-nearest neighbor
classification, using data from the whole population. This method
does not need any historic data or training, calibration to
environment, nor find a specific RSSI threshold. Finally, we
present result from a user study with a prototype meeting
application that identifies meeting participants, and advice on
consequences of the above result for UI design.

Index Terms—Peer-to-peer computing, social computing

I. INTRODUCTION

Indoor positioning of people using Wifi or Bluetooth is
a popular research topic. Existing solutions often require
infrastructure such as WiFi or Bluetooth base stations placed
throughout the area in which positioning is needed, with
costs and complexity as a consequence. A possible solution
is to use the GPS positioning capabilities of mobile phones,
carried by most people, but these methods are not robust in
indoor environments. However, there are many use cases for
indoor positioning that actually don’t need an exact position,
but only the proximity of people to other people. One such
use case is meeting participation detection, i.e. to determine
which people are together in an office meeting room during a
meeting. A method to discover proximity between devices is
to use Bluetooth, which is available on most mobile phones.
This allows us to determine the proximity between people,
assuming they carry mobile phones. Compared to using posi-
tioning, this method does not require any fixed infrastructure
or communication.

Bluetooth has been used in two previous studies, which
attempted to identify face-to-face interactions between mobile
phone users, using an estimated distance based on Bluetooth
RSSI, and an optimal threshold value to filter out non par-
ticipating users [1]–[3]. They both find very different values,
indicating that this is a hard problem and that there are factors
influencing this approach that was not taken into account by
these studies.

In this paper, we describe two methods for determining
meeting participation using proximity data collected from real
meeting room environments. In the first method, we apply
a filter to the Bluetooth RSSI data collected locally on a
phone. We report an optimal value for RSSI threshold that
is surprisingly low as well as findings regarding time window
size that contradict previous results [1]. We show that the RSSI
threshold approach to detecting proximity is not feasible due to
the optimal RSSI range being very small and close to pessimal
ranges. The second method consists in applying a K-nearest
neighbor classification to RSSI data collected from all nearby
phones, for which we achieve an F-score of 82%. This method
allows us to identify interactions without having to find a
specific RSSI threshold. Finally, we describe an application
that uses this technique to identify the ongoing face-to-face
interactions a user is participating in.

A. Related work

[1] designed a probabilistic framework inspired by Latent
Dirichlet Allocation to mine human interactions types from
proximity data. They also evaluate the quality of using Blue-
tooth to sense social interactions, using a weekly meeting
calendar event as ground truth. This is probalby not a very
good source of ground truth, since it is not actually known
who is present and not. [2] study the relationship between the
value of Bluetooth RSSI and face-to-face interaction distance
between two users, measuring both indoor and outdoor con-
ditions. RSSI and distance based on empirical measurements.
In order to reduce error rates to acceptable levels, they also
needed to include light sensors data into their model, which is
not feasible for many use cases. They did not study detection
of groups. [3] validate the use of Bluetooth RSSI as proxy
for social interaction detection, measuring RSSI at different
device distances in a lab setting as well as in the real world.
They then show the effect of different signal strength threshold
values and time scales on link filtering in the social network.
The RSSI and distance measurements were done in a very
controlled lab environment, and do not necessarily generalize
to challenging environments.

[4] use a threshold approach with Wifi for detecting group
affiliations in various settings, including real office environ-
ments. This method requires calibration including knowing



the number of walls between sender and receiver. They do not
report on power consumption, but the Wifi scanning rate of
10s used indicates a very high power consumption. Also, the
distance error reported (2m for 95th percentile error) is not
enough for our challenging environment since the attendees
are closer than that even when in different rooms (Figure 1).

[5] use a combination of Wifi and Bluetooth in a peer-to-
peer system to determine distances between peers. This system
does not require any server. However, the reported distance
accuracy (2,7m for 90th percentile error) is not enough for our
use case. Also the power-saving mechanism used would not
save much power in a challenging office environment where
many changes would require a high scanning rate.

[6] design a system using Wifi and evaluate both finger-
printing and signal strengths approaches to flock detection
and users membership in them. The system is evaluated in
a real world office environment with impressive results. This
work is the one closest to ours. The main difference is that
the distances in the office environment used for evaluating
the system [6] are much larger, probably making it easier to
separate flocks. Also, the office was not an densely populated
open landscape which most modern offices are, like the one
we used.

II. EXPERIMENTS AND EVALUATION

A. Problem description

Previous studies have tried to identify face-to-face interac-
tions using an estimated distance based on Bluetooth RSSI
and an optimal threshold value to filter out non participating
users [1]–[3]. We set up an experiment in a real office
environment to determine if these results apply to face-to-face
interactions in the form of meetings in neighboring meeting
rooms. The filter is used to classify each discovered device
during Bluetooth scans as being present or not present in the
same meeting as each classifying device.

We also tried to identify the meeting a device is participating
in and the room it is in. With this problem formulation, we
only need to classify the label of the meeting or meeting
room, rather than trying to classify each discovered device
as a participant or not.

Our assumption is that both approaches can be used to
estimate which face-to-face meeting a user carrying a phone
is participating in, if any.

B. Experimental setup

We placed 11 phones, 6 Xperia Active and 5 Xperia Mini,
in four adjacent meeting rooms of an office. Figure 1 shows
the configuration. The phones were placed on meeting room
tables, in positions where participants in a meeting would
put them if they would put their phones on the table. Phone
orientation was varied across the devices. During 30 minutes,
Bluetooth scans were collected every minute from each device.
Each scan contained a time stamp, the MAC IDs of the
scanning device and the detected devices, and the RSSI values
for each of them. The six meeting rooms were placed in the
middle of an open office landscape. During the data collection

25 additional devices of various models, outside the meeting
rooms, some stationary and some not, were detected.

C. RSSI threshold filtering

We analyzed the scanned RSSI values from each phone
and we applied an RSSI threshold filter to each scan sample.
Scanned devices that had an RSSI value lower than the thresh-
old were classified as being not present in the same meeting
as the device that performed the scan, while those higher or
equal were classified as being present. This was compared
to the ground truth presence of devices in different meetings
rooms, as shown in Figure 1. From this, we calculated the
average precision and recall figures across all the samples
and devices. Additionally, we calculated the same figures on
multiple scans for different numbers of scans. When using
multiple scans, all the devices discovered in a scan are added
to a set of discovered devices from the other scans within the
time window. In Figure 2, the precision values are marked by
solid lines, and the recall values by dotted lines.

Fig. 1. Meeting rooms layout and participant distances

Figure 2 shows that we have a perfect recall for all RSSI
values up to -30dB, after which it drops sharply to below 0.5
depending on number of scans included. The precision grows
for increasing RSSI values up to -32dB where it reaches 0.67.
The top solid precision line denotes the values calculated for
a single scan. It is not surprising that we get the best precision
from just a single scan rather than multiple scans: Since we
have perfect recall up to -30dB, adding additional scans can
only add potential false positives.

The conclusion from this analysis is that choosing an RSSI
threshold of -32dB and using a single scan results in the best
threshold when determining which devices are in the same
meeting room. This is a higher value than previous studies
[2], [3] have found. However, the RSSI value for a maximum
precision (-32dB) is only 2dB from the value where recall
drops drastically (-30dB). Considering the fluctuations in RSSI
over time, a filter should use a lower value than -32dB to avoid
affecting recall.



Fig. 2. Precision and recall of detected participants vs RSSI

D. Global nearest neighbor classification

The second method we applied uses global information,
i.e. the signal strength measurements from all phones. In
this case, each sample is a 36-dimensional vector containing
the measurements of all nearby phones as measured by each
phone. The i-th element in the vector represents the value
measured by the i-th device. The 36 dimensions include the 11
phones collecting the data, but also all the discovered nearby
devices in the office that were not participating in any of the
four meetings and not collecting data. They are still included
in the data since part of the problem is to be able to handle the
noise they contribute. We label each sample with the meeting
the device that collected the sample, is participating in.

For each device, we applied a k-nearest neighbor classifi-
cation using the data collected from all the other phones, to
predict the label of the meeting the device is participating in.
The number of neighbors was chosen to four, corresponding
to an estimated average number of participants in a meeting
in the office we used. Cross validation was used to estimate
the performance of the classification, with random sampling,
and assuming time independence of samples. The precision,
averaged over all the devices, was 83% while the recall was
81%, resulting in an F-score of 82

The main advantage of using k-nearest neighbor classifica-
tion is that we do not need to find a specific RSSI threshold
value. A specific threshold value is likely to create a brittle
filter since it is dependent on devices used and environment.
Also, the optimal RSSI range seems very small and close to
pessimal RSSI value (Figure 2). With k-nearest neighbors, we
only look at what devices are close to each other in the space
spanned by the current environment and devices, using well
defined similarity measures.

III. APPLICATION

We prototyped an application that helps the user take notes
during meetings. One feature of the application is to detect

the presence of people in the meeting, i.e. its attendees 3.
The user taking notes can compare the list of invitees and
detected attendees and manually correct any errors. To detect
the identity of the owner of a present device, the Proximates
[7] middleware is used. Proximates maps Bluetooth MAC IDs
to social identities, for example Facebook. Proximates also
provides with Bluetooth scanning and logging functionalities.
Thus, it allows the application developer to focus on the device
owners instead of the devices.

Fig. 3. Application user interface

In the prototype, we used the local filtering method. In a
future work, we will include the k-nearest neighbor version
too, in order to evaluate them on actual users. The k-nearest
neighbor method requires the use of a server, to which each
client uploads RSSI and calendar data (meeting identifier). The
server applies a classification and returns the resulting meeting
identifier to each device. It can also share the list of discovered
attendees in each meeting to the other participants. Security
issues and procedures are of course very significant in order
to not reveal sensitive meeting or participant information.

We performed a qualitative user study, interviewing 12
users of the application to understand the usefulness and
performance of the attendee detection feature. All users found
the feature useful. Regarding performance, it was very clear
that attendee detection must optimize for recall rather than
precision, since it is much easier to delete a false positive (a
user who was erroneously added to the attendee list) than to
add an false negative (an attendee erroneously not detected).

IV. LIMITATIONS

The collected data set is limited in the sense that we used a
single device model; the number of participants in meeting is
only between two and four; the meeting rooms are all the same
size; they all have the same construction; and the sampling
was done only in the morning. To further validate the results,



we will collect additional data from more meetings and in
different environments, at different times, and with a diverse
set of devices.

V. CONCLUSION

Based on the differences in results from different studies,
we conclude that there is a huge variance in Bluetooth RSSI
between environments and devices that previous studies do
not take into consideration. The differences we observe across
studies make it futile to search for a single RSSI threshold
value to use for general face-to-face group affiliation detection.
Even using different values for different environments [2]
does not cover the differences observed across studies. For
studies using the same device model for all participants, for
example SensibleDTU [8], the problem of differences between
devices can partly be ignored by providing all the participants
with the same device. However, for real world applications,
this approach is not feasible. Our first results using global
RSSI information with a k-nearest neighbor classification are
promising. The approach allows us to ignore the absolute val-
ues of the signal strengths and instead focus on other similarity
measures in a multidimensional space. It is a simple method
that does not require fitting to historic data or calibration to
an environment.

This was just a small study i a single environment, and
several more studies must be done to validate and generalize
results.
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pedestrian flocks in indoor environments using wifi signals,” in Pervasive
Computing and Communications (PerCom), 2012 IEEE International
Conference on. IEEE, 2012, pp. 95–102.

[7] H. Jonsson and P. Nugues, “Proximates–a social context engine,” in
Evolving Ambient Intelligence. Springer International Publishing, 2013,
pp. 230–239.

[8] “SensibleDTU,” https://www.sensible.dtu.dk, accessed: 2014-03-12.



User privacy attitudes regarding proximity sensing
Håkan Jonsson
Lund University

hakan.jonsson@cs.lth.se

Carl Magnus Olsson
Malmö University

carl.magnus.olsson@mau.se

ABSTRACT
User attitudes on privacy with respect to location data has been
extensively studied. However, user attitudes of privacy in relation
to proximity sensing is still lacking. We present the results from
a survey conducted on users of a proximity sensing application
we developed and diffused by handing out 100 phones with the
proximity sensing application pre-installed. The results are compare
this type of application to location sensing in general, as well as
positions our respondents in relation to previous studies in terms of
general privacy policies. Four results stand out in particular: One,
our respondents are considerably more aware of and care about
privacy policies than in previous studies. Two, trust is reported as
being based more on the specific data access asked for, than EULA
or similar text based policies. Third, the respondents are willing
to share privacy related data as long as they are in control of who
can access it. Finally, our results indicate that there is no perceived
difference in sensitivity between location and proximity sensing.

CCS CONCEPTS
• Security and privacy → Social aspects of security and pri-
vacy;
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1 INTRODUCTION
There have been several studies on sharing and privacy aspects
on location data, for example Sadeh et al. [2]. A likely reason for
this is that location sharing services are widely used. There is, how-
ever, a surprising lack of reflection on privacy aspects related to
proximity. Addressing this is becoming increasingly relevant e.g.
by the growing diffusion of indoor positioning services that rely on
user-proximity rather than GPS coordinates. Still, there seems to be
an assumption that sharing proximity data may be more sensitive
from a privacy perspective. From a technical standpoint, there have
also been numerous reports on Bluetooth security vulnerabilities
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(e.g. Tan and Sagala Aguilar [4]), which negatively impact the ex-
ploration of proximity-based services. However, upon reviewing
these reports, we were unable to find any research reporting on
user perceptions of privacy with respect to Bluetooth visibility or
other forms of proximity sensing. This suggests that the present
assumptions need to be scrutinized rather than assumed as de facto
truth.

To this end, we developed and diffused a proximity based service
and conducted a survey with active users of this service. For the pur-
poses of this paper, our main focus is on the user study in regards
to their attitudes to proximity information. This was broken down
to trust in three actor categories (friends, application developers,
and service providers), and three aspects (identity, location and
proximity information) related to these. As a control question, to
position our respondents in relation to previous studies, general
questions on end user license agreements (EULA) were used. As
our respondents indicate significantly higher care and awareness
of such privacy policies, the responses we received to our specific
research interests are particularly likely to be after careful consider-
ation. This indicates that the validity of our results is strengthened,
thereby increasing the potential for further research to rely on and
expand upon our study.

The remainder of the paper sets off by presenting the proximity
based service we designed and diffused, starting with the compo-
nent base to then move on to the end-user service. After this, we
present the survey setup and its results in a reflection oriented
section where we also position the results in relation to previous
studies. We end the paper with a brief summary of findings, and
acknowledgments for the support in this work.

2 PROXIMITY BASED SERVICE
Given the relative scarcity of proximity based end-user services,
ensuring user familiarity has been a long-term goal of our research.
The design of our proximity based service therefore relies upon
a component based approach, where each component has been
developed as a stand-alone component to allow multiple end-user
services to be defined depending on the purpose of the inquiry. For
this paper, a proximity based reminder service called Memorit was
developed and diffused.

2.1 Component base
Two stand-alone components, Proximates and aWhoownsd service,
form the base upon which the end-user service Memorit was de-
signed. The Proximates component negotiates all proximity tasks,
including users, user id and device registration. Whoownsd is a
Java servlet running on the Google App Engine, mapping devices
to users, which stores the Bluetooth MAC address together with
relevant other user id:s (such as e.g. Facebook and LinkedIn). These
additional user id:s are needed to establish social proximity, as our
notion of proximity is based on more than physical distance.
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Periodically, Proximate scans for devices broadcasting over Blue-
tooth to identify when a Proximate user is within proximity, using
a noice control algorithm to pick relevant signals out of all cur-
rent Bluetooth devices that are responding to the broadcast. To
circumvent the need to use web requests upon every scan, as user
id mappings with Bluetooth MAC addresses is needed, we rely on a
local cache. This cache is synchronized using a service which only
runs as the user charges the device, thereby reducing the power
consumption of the application significantly. Furthermore, Proxi-
mate tracks devices and sets of devices a single user has, as they
occur in proximity to another Proximate device user. This makes it
possible to identify which device a user may spend most time with,
as well as the relation this user may have with another device (or
set of devices). From a user perspective, this - together with the sup-
ported social network services - Proximate can know relationships
between users (colleague, friend, family member, etc) to infer social
setting for an interaction. For instance, if the user is surrounded by
colleagues, it is likely that the setting is work related, which may
be of relevance to an end-user service design.

2.2 The Memorit end-user service
In the case of Memorit, this end-user service is a proximity-based
reminder. It may thus cut across multiple different user categories,
with some reminders being relevant whenmeeting colleagues, some
when meeting a particular friend, while others are relevant for
family members. As a user sets up the application, phone number
and social media account - passed on from Memorit via Proximate
to the Whoownsd servlet - is used to map the MAC address of
the registered devices with those data. The user may then create
reminders for when a particular contact of theirs is in proximity.
These reminders show up as notifications with the user-defined
content. On the left of Figure 1 is an example of such a reminder
list, while on the right is the notification details.

Figure 1: User defined proximity reminders

Aside from the proximity to other users they have some form
of relationship with, Memorit also allow traditional time based
reminders (Figure 2, left) and reminders based on place (right)
where notifications may be triggered upon arriving or leaving (for
example triggering a notification to remember picking up groceries
on your way from work). An overview of the Memorit system, and
the components it is based on is available in Figure 3.

Figure 2: Time and place based reminders

3 SURVEY RESULTS AND REFLECTIONS
The Memorit application was published on Google Play (under
a different name) with over 1000 users at the time of conducting
this study. In addition, more than 100 users were recruited using
snowballing to act as principal user group for inquiry. Snowballing
implies that each user of an initially small set of users, was asked
to recruit additional users, and so on. This approach was selected
to ensure practical aspects such as living within the same region
and naturally occurring proximity interaction between users. The
principal inquiry users received phones with Memorit pre-installed
to ensure that they all were up and running, and understood the
concept.

The survey was distributed by text messages to the Memorit
principal inquiry group and 31 users responded to the survey. The
age distribution of users is shown in Figure 4. The minimum age
was 14, and all users below the age of 18 had written permission
of their parents to participate in the study.As we wanted to un-
derstand how our respondents compared with other user groups,
we included questions similar to what other studies have observed
in application and location based privacy surveys. After a general
question on privacy policies, we narrowed down our questions to
trust in three actor categories (friends, application developers, and
service providers) and to three privacy aspects (identity, location
and proximity) related to these actors.
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Figure 3: Overview of the Memorit system and base compo-
nents

3.1 Privacy policies
Application stores like Google Play can be modelled as asymmetric
markets where application sellers havemore information about data
collection and processing performed by the application than the
buyer [5]. One information signal in Google Play is the permission
request shown to the user when installing an app. To understand
how important this signal is to users, we asked if they read per-
mission requests before installing, if they have ever decided to not
install an app due to permission requests, whether they read end
user license agreements (EULA) or privacy policies, and if they
have ever decided to uninstall an application due to its EULA or
policy. Finally we asked if they had ever been surprised by what
data an application uses or publishes after installation.

As can be seen in Figure 5, most users read permission requests
but not EULAs. The number of users who read permissions (77%)
was much higher in our study than what was found in Felt et al.
[1] (17%). Surprisingly many (81%) have also rejected permission
requests, and some have even uninstalled applications due to its
EULA after installing it. The rejection number (81%) is much higher
than found in previous research on the subject of permissions [1]

Figure 4: Age distribution of respondents

Figure 5: Permission and EULA attitudes

(20%). This provides us with three clear indications that the general
awareness and care for privacy issues in our principal inquiry user
group is significant, and that the specific feedback we received
in our questions below, on actor trust as well as privacy aspects,
therefore is likely to be after carefully being considered by the
respondents.

3.2 User attitudes
We investigated user attitudes toward sharing location and identity
information about themselves, using a number of questions as this
was key to our interests. Specifically, we asked:

• Do you tag friends in photos you publish online?
• Do you ask friends for permission to publish photographs
of them online?

• Do you ask friends not to tag or publish photos of you online?
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• Do you ask people you visit in their homes for permission
to publish location information online?

• Do you add location information to photos you publish on-
line?

• Do you tag location checkins with friends?
• Do you ask friends not to tag or publish checkins with you
online?

Figure 6 shows that tagging photos with friend identities was
more common that sharing location information, and that tagging
friends, asking about permission to tag, and asking not to be tagged
was equally common. Below, we break the responses we received
down in more nuance as well as relate this to extant research where
applicable.

Figure 6: Identity and location sharing attitudes

3.2.1 Proximity and Bluetooth. In the survey we reminded the
respondents that using Memorit they can set a reminder to trigger
when in proximity (5-10m) of a friend, and that this means friends
can do the same to the respondent. We then asked the respondents
if they mind being discoverable by the phones of friends, friends of
friends and anyone respectively. The result can be seen in Figure 7.
respondents were asked to comment on their responses regarding
proximity. Most users commented that as long as they could control
who they were visible to, or could turn off visibility they were in
general positive to being identifiable when in proximity to someone.

Related to proximity visibility, we asked about what respondents
thought about lifelog cameras. The questions included if they want
one, mind if other people nearby wear them, and would ask people
not to use them? The results were inconclusive, with respondents
divided and 16 positive vs. 15 negative. Given that lifelog cameras -
while at one point heavily marketed - never became commonplace,
we are not surprised at the results. Our desire when asking about
these cameras, was to understand if the extreme case of increasing
video photography using mobile phones or action cameras for
selected situations, could carry more deeply rooted concerns to
users or not. Asking this was also partly motivated by exploring
if picture based analysis of context would be relevant to consider
for future development of Memorit, but given the results the area
remains for future research to nuance before making any design
related changes.

Also, as Proximates use Bluetooth, and that Bluejacking has been
expressed as a security concern, we wanted to find out if Bluejack-
ing is an actual threat that has influenced the attitudes concerning
proximity detection. We found that 18% of the respondents had
received unsolicited connection attempts over Bluetooth. This is a
much higher number than we expected. To our knowledge there
has been no previous research that measured and reported num-
ber of attacks on users. We suspect Bluejacking is more common
among young people and in schools as all who had received un-
solicited Bluetooth connection attempts were born 1993 or later,
which indicates they were likely students.

Figure 7: Proximity discovery attitudes

3.2.2 Discoverable and checkin tagging. Devising our questions,
we hypothesized that users who ask to not be tagged in loca-
tion check-ins by friends, would also not accept being proximity-
discoverable by friends (and vice versa). The same question was
then asked regarding friends of friends. The reasoning behind this
hypothesis is that the type of information and the reach is similar
and may thus hold similar response. The survey results, however,
can neither confirm nor reject this without expanding the study
beyond our control group. Our data indicates that users who asked
friends to not tag them in check-ins, still mostly accepted being
discoverable by both friends and friends of friends. Users who said
nothing to their friends in regards to tagging mostly accepted being
discoverable by friends, but not friends of friends (see table 1). A
possible explanation for this is that users who ask friends to not
tag them feel they are in control of the information about them be-
ing shared and thus comfortable with fiends of friends discovering
them, while those who do not ask to tag feel less in control and
thus less comfortable with being discoverable by anyone else than
their friends.

3.2.3 Severity of damage. Proximity information can be used
as a proxy for information about physical social interactions [3].
We therefore asked users how severe or worrying it would be if a
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Ask no to tag
Yes No

Discoverable Yes 8 17
No 1 5

Table 1: Discoverable by friends vs ask not to tag

Ask no to tag
Yes No

Discoverable Yes 7 1
No 2 21

Table 2: Discoverable by friends of friends vs ask not to tag

third party (such as an individual person, company, or government
agency) gained access to sensitive information about the location
of the user? We also asked the same question in relation to who
they were together with at some time, to understand if this im-
pacted the answer. The response to these questions was identical
for every respondent on both questions: 11% though it very severe,
38% thought it somewhat severe and 51% thought it not severe or
worrying at all. This clearly indicates that who this third party is
does not affect their stance. Instead, our respondents appear to be
arguing that ’if one person can access the data, anyone potentially
can’. Our data also indicates that neither location nor proximity is
a deciding factor to our respondents, but rather that someone can
access some form of personal information. What this data type is,
does not carry particular weight to users.

4 SUMMARY OF FINDINGS
Given the low number of existing proximity based applications dif-
fused among consumers today, we are not surprised that research
into proximity based privacy concernes is somewhat lagging. To
address this, we designed, developed and recruited users to a prox-
imity based reminder application to give our respondents hands on
experience with proximity services. 100 phones where handed out
with this proximity reminder application pre-installed. After using
the application on a daily basis, these users where queried through
a text message based survey. Out of the specific answers to each
question posed, we want to highlight four main insights. While
all results carry weight, these four stand out as they go somewhat
beyond our expectations as the study was designed.

First, we note that our respondents are clearly more aware of and
care about privacy aspects in general than what previous studies
indicate. This is an indication of relevance to our other findings, as
it strengthens the validity of the response we have received there.
As our general questions on privacy were only to position our re-
spondents in relation to previous studies, we do not interpret our
findings as signs of significant change in relation to such previous
studies, but more research may be relevant to follow up if this was
an anomaly in our respondents being particularly caring or if the
trend is changing and EULA or similar privacy policies are becom-
ing more relevant. Second, we see that respondents make decisions
on trusting application developer based on the permissions they
request rather than through reading EULAs. This is interesting

in particular as our respondents apparently do also read the EU-
LAs to a higher degree than in previous studies. Thirdly, that our
respondents are willing to share identity, location and proximity
information, as long as they are in control of who can access it.
User control thus appears to play a particular role in trust building
towards users. Fourthly, and in terms of severity if there is a privacy
breach, there is no perceived difference in sensitivity between the
different types of information. We hypothesize that this is due to
differences in perceived control (or implicitly: trust), and that it
is the breach in this control that is the driving factor in terms of
privacy - not which type of information is accessed.
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Large-scale collection of human behavioral data by companies
raises serious privacy concerns. We show that behavior captured
in the form of application usage data collected from smartphones
is highly unique even in very large datasets encompassing millions
of individuals. This makes behavior-based re-identification of users
across datasets possible. We study 12 months of data from 3.5 mil-
lion users and show that four apps are enough to uniquely re-identify
91.2% of users using a simple strategy based on public information.
Furthermore, we show that there is seasonal variability in unique-
ness and that application usage fingerprints drift over time at an av-
erage constant rate.

privacy | computational social science | data mining | metadata

Tracking behavior is a fundamental part of the emerging
big-data economy, allowing companies and organizations

to segment, profile and understand their users in increasingly
greater detail. Modeling context and interests of users has
proven to have various advantages: products can be designed
to better fit customers’ needs; content can be adapted; and
advertising can be made more relevant (1–6). Efficient user
modeling requires the collection of large-scale datasets of hu-
man behavior, which has led to a growing proportion of human
activities to be recorded and stored (7). Today, most of our
interactions with computers are stored in a database, whether
it is an e-mail, phone call, credit-card transaction, Facebook
like, or online search, and the rate of information growth is ex-
pected to accelerate even further in the future (8). These rich
digital traces can be compiled into detailed representations of
human behavior and can revolutionize how we organize our so-
cieties, fight diseases, and perform research; however, they also
raise serious privacy concerns (9–16). For example, Narayanan
et al. demonstrated the feasibility of inferring political views
of IMDb users through re-identification of movie ratings (17).
Another infamous case is the hacking (and eventual erasure of
personal data) of multiple accounts of a journalist, which was
carried out by the attacker being able to connect two different
databases (18).

The ubiquity and sensing capabilities of mobile phones
together with our seemingly symbiotic relationship to them,
renders these devices good tools for tracking and studying
human behavior (19, 20). Mobile phones are ubiquitous and
have permeated nearly every human society: in the year 2015
98.3% of the world’s population had a mobile subscription (21).
Mobile phones have transformed the way people access the in-
ternet as well: today the majority of traffic to web pages stems
from mobile devices rather than from desktop computers (22),
making advertisers target mobile phones to a higher degree.
With the standard methods based on cookies for identifying
customers not being used in smartphone apps, along with the
rising usage of ad-blockers among users (23), advertisers and
so-called data brokers are now targeting smartphone applica-
tions to replace the rich data cookies provided in the past.
Advertisement identifiers are one such ID embedded in applica-

tions, but they do not allow data brokers to track users across
multiple applications or devices, and they can even be reset
by the user. Application usage behavior, however, cannot be
cleared, and it is hard (and in many cases not feasible) to be
changed or manipulated by users. This creates an economic
incentive for global population tracking of application usage.
This tracking is in conflict of users’ perception of permissible
usage of data (24). Also, in general, users are not knowledge-
able enough about what data is collected about them to make
an informed decision (25).

A majority of the online services people interact with on a
daily basis collect personal information and sell the data to
data brokers (third parties) (26). In a recent report released
by the U.S. Federal Trade Commission, it was shown that
data broker companies obtain vast amounts of personal data,
which they further enrich with additional online and offline
sources, and re-sell these improved datasets to the highest
bidder, typically without the explicit consent or knowledge of
the users (27). According to U.S. privacy laws, data is consid-
ered anonymous if it does not contain personally identifiable
information (PII) such as name, home address, email address,
phone number, social security number, or any other obvious
identifier. As a result, it is legal for companies to share and sell
anonymized versions of a dataset. However, as studies have
shown, the mere absence of PII in a dataset does not neces-
sarily guarantee anonymity due to the fact that it is relatively
easy to compromise the privacy of individuals (11, 17, 28).

Human behavior, although imbued with routines, is in-
herently diverse. Previous work has shown that 99.4% of
smartphone users have unique app usage patterns and estab-
lished the viability of using apps as markers of human identity,
similar in application to fingerprints in forensic science (29–31).
It has further been demonstrated that the software infrastruc-
ture we use to access the Internet can be used to identify
users (10). The digital breadcrumbs we leave online can be
used to infer many aspects of our lives. It has been shown
for example that age, gender, relationship status, education
level, political beliefs, sexual orientation, religion, and even
personality can be predicted from Facebook likes (32, 33), or
based on the apps people use on their smartphones (34–36).
Human mobility traces has been shown to be highly unique
and research has further shown that 4 spatio-temporal points
are sufficient to re-identify a majority of individuals (11).

This study demonstrates how easy it is to uniquely identify
individuals from their smartphone usage patterns given only a
handful of data points, and investigates the temporal patterns
of uniqueness, revealing that humans are easier to identify
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during certain periods of the year. We define identification as
matching a behavior pattern against an (anonymous) quasi-
identifier consisting of a similar pattern. In the dataset we
use, no further information can be gained about the user
beyond matching two patterns. However, in a real world
scenario, an attacker could use this method for connecting
two datasets to learn new information about the re-identified
user, e.g. email address, age, or gender, depending on the data
available to the attacker. Our study focuses on applications
(apps) — small software programs which users can download
to their smartphones, and which provide a near unlimited
range of functions, from simple functions such as flashlights
or calculators to more advanced—artificial intelligence like—
functions. Each new phone comes with a set of apps pre-loaded
by the manufacturer, but a user is free to customize their device
to suit their specific needs, as such users have access to millions
of apps on app stores such as Google Play (approx. 2.8 million
apps) (37).

Results

Uniqueness of human behavior. To evaluate the likelihood of
identifying individuals within smartphone usage data we use
a dataset that spans 12 months (Feb. 1st 2016 to Jan. 31st
2017) and encompasses 3.5 million people using in total 1.1
million unique apps. We have chosen to disregard phone
vendor specific apps, such as alarm clock apps, built-in phone
dialer apps, etc. and only focus on apps that are downloadable
from Google Play. From this we form app fingerprints for
each user, i.e. a binary vector containing information about
which apps the user has used for every month. We only
consider apps actually used by a user in a month, not apps
that were installed but never used. Figure 1 illustrates the
typical patterns of app usage, with individuals continuously
changing their app-fingerprint over the course of a year by
trying out new apps and ceasing to use others. As such, app-
fingerprints slowly drift over time, with the average rate of
change being roughly constant between consecutive months
(Figure S1). In combination with fingerprints drifting, the
number of apps people use on their smartphones is constant
over time as well, suggesting that humans have a limited
capacity for interacting, navigating, and managing the plethora
of services and social networks offered by smartphones (Figure
S2). This limiting effect has been observed in other aspects
of life such as interactions among people (38) or geo-spatial
exploration (39).

The risk of re-identifying individuals is estimated by means
of unicity (11, 14). Here, re-identification corresponds to
successful assignment of an app-fingerprint to a single unique
user in our dataset. This does not entail that we can directly
get the real identity of a person, such as name, address, e-mail,
social security number, etc. This, however, would become
possible if this knowledge is cross-referenced with other data
sources, which there unfortunately has been countless examples
of (17, 40–43). Given an individual’s app-fingerprint, unicity
quantifies the number of apps needed to uniquely re-identify
that person; the fewer apps we need the more unique a person
is and vice versa. Given a dataset of app-fingerprints and set
of apps i, j and k, a user u is uniquely identifiable if that user,
and only that user, in the dataset has used apps i, j and k, i.e.
matching the fingerprint of user u. In our dataset we evaluate
uniqueness as the percentage of users we can re-identify using

n number of apps.
To attack the dataset without any prior knowledge of the

system itself, the most realistic strategy is to pick apps at
random. Figure 2A shows the efficiency of this type of random
sampling of apps, with 21.8% of users being re-identified from
using 4 apps. Although this value means only 1 of every 5
individual can be re-identified, it is surprisingly high given
that we only use binary features (that is, has the user used the
app or not) and have no information regarding when an app
was used or for how long—features which would only make
fingerprints more unique. In case of a real attack, however,
the above results might give the general public a false sense of
security as it is possible to use free, publicly available informa-
tion to formulate an attack strategy that greatly outperforms
the random strategy.

The popularity of apps follows a heavy-tailed distribu-
tion (44) (and see Figure S3); a few apps are used by millions
or even billions of individuals, while an overwhelming majority
of apps only have a couple of users. All this information is
available on Google Play from where it is possible to retrieve by
automatic means, or it can be purchased from vendors such as
AppMonsta. Because this information is so easily attainable,
we formulate a strategy that takes the user base of apps (pop-
ularity of apps) into account, starting with the least used apps:
the popularity strategy. Rather than using the popularity in
terms of downloads on Google Play, we use the popularity
counted as the number of users that use an app in our dataset
(see Methods for details). A real-world re-identification attack
strategy could use the Google Play download numbers for each
app to reduce the amount of computation required. Figure
2B shows that just using 2 apps with the popularity strategy
greatly outperforms the random strategy, and using 4 apps,
we are able to re-identify 91.2% of users.

Seasonal variability of anonymity. Human lives, routines and
behaviors evolve over time (39, 45, 46), and therefore individual
app-fingerprints might become harder (or easier) to identify.
To quantify the seasonal variability of uniqueness, we construct
monthly fingerprints for all individuals and evaluate anonymity
using the unicity framework. Figure 3 shows the fraction of
individuals that are re-identifiable per month, and reveals an
increased fraction of identifications for June, July, and August—
months which are typically considered vacation months. The
increase in uniqueness is independent of how we select apps
(random, or by popularity). In fact, during these three months
the process of identifying individuals from randomly selected
apps is respectively 14.8% and 18.4% more effective when
using 5 and 10 apps. For the popularity scheme, we note
6.8% and 8.0% higher rates of identifications when using 5
and 10 apps. The increase in identifiability stems from a
combination of related behavioral changes (Figure S4). Apps
related to categories such as travel, weather, sports, and health
& fitness gain popularity during the summer months (June,
July, August), related to people traveling and downloading
apps that help them navigate new cities, using fitness apps to
motivate them to exercise more, and using apps that enable
them to follow global sports events such as the 2016 UEFA
European Championship in football (soccer). Simultaneously,
apps related to categories such as education and business
become less popular. This suggests an interplay between our
physical behavior and our app-fingerprint, indicating that
when we change our geo-spatial routines by traveling and
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Fig. 1. Smartphone usage patterns change over time, with users continuously
changing which apps they use. This study is based on smartphone app-fingerprints of
3,556,083 individuals. For each month between February 2016 and January 2017, we
retrieve the list of apps a person has used during the period (nmonth = 23 apps per
person per month on average, or nyear = 76 apps on average during the full 12-month
period). App-fingerprints are represented as a sparse user × app × month tensor,
with 1 indicating a person has used an app during a specific month, 0 otherwise. To
look at longer time-windows, we aggregate entries according to a maximum value
heuristic and retain entries if they are greater than zero.

A B

Fig. 2. Uniqueness of smartphone app-fingerprints given n number of apps. (A)
Selecting apps at random is not an efficient way of identifying individuals and achieves
a modest re-identification rate of 21.8% when using 4 apps. (B) Using freely available
outside information from Google Play to attack the problem yields significantly higher
rates of re-identifications, 91.2% when using 4 apps. Error bars denote one standard
deviation. App-fingerprints are constructed from the full 12 months of data, and
99.7% of individuals within our dataset have a unique fingerprint.

exploring new places, we also change our app usage. This
change in phone behavior makes our app-fingerprints more
unique and easier to identify.

A B

Fig. 3. Seasonal variations of re-identifiable app-fingerprints over 12 months. The
fraction of individuals which we can re-identify by using n apps (1-10) changes from
month to month, revealing that uniqueness has a temporal component, and that
people are more unique during summer. This is independent of whether apps are
selected using: (A) a random heuristic or (B) an attack scheme. Compared to Figure 2,
the fraction of re-identified individuals per month is lower because we have segmented
behavior into monthly fingerprints as compared to constructing fingerprints from 12
months of data. Uniqueness is rescaled according to the set size of apps present
within each month (see Figure S5).

Hiding in the crowd. Our dataset is limited to 3.5 million users,
similar in size to a small country, but how will uniqueness
change as more users are added (increased sample-size)? Will
it become possible to hide in the crowd? More precisely, how
does the population size affect the extent to which a specific
app-fingerprint remains unique. That is, as more and more
users are added to our sample, does the likelihood to observe
multiple individuals with identical fingerprints also increase?
This corresponds to an inverse k-anonymity problem (28),
where one needs to estimate the number of users that should
be added in order to increase the overall anonymity of the
dataset. (Bearing in mind that overall anonymity is not a
good measure for the sensitivity of individual traces.) To
understand the effect of sample-size on unicity, we first slice
our dataset into smaller subsamples and use it to estimate
the uniqueness for sample sizes ranging from 100,000 to 3.5
million individuals. Figure 4A reveals that sample size has a
large effect on the re-identification rate when selecting apps
using a random heuristic. Considering napps = 5, the average
re-identification rate decreases from 45.89% for a sample size
of 1 million individuals to 37.33% for 2 million individuals and
32.09% for the full sample of 3.5 million people. The attack
scheme is considerably less affected (Figure 4B). For napps = 5
we find that the re-identification rates are respectively 96.60%,
94.23% and 92.72% for sample sizes of 1, 2 and 3.5 million
individuals. As such, increasing the sample size by 250%
(from 1 to 3.5 million individuals) only reduces uniqueness by
approximately 4 percent-points.

In order to estimate uniqueness for sample sizes larger than
the study population we extrapolate results from Figure 4B for
napps = 5. We express uniqueness of fingerprints using multiple
functional forms including: power-laws (∼ xγ), exponentials
(∼ exp(γx)), stretched exponentials (∼ exp(xγ)), and linear
functions (∼ x), where x denotes the sample size and γ is a
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Fig. 4. Identifying fingerprints across data-samples with varying population sizes.
Fingerprints are constructed from 12 months of data. The uniqueness of individual
fingerprints is reduced (lower re-identification rates) as we increase the sample-size
independently of whether apps are selected: (A) randomly or (B) according to the
attack heuristic. The magnitude of the change, however, varies greatly different
between the two heuristics. Results show in both panels are calculated from multiple
realizations of the data (see Materials and Methods section).

scaling factor. The stretched exponential and power-law show
the highest agreement with the data (Figure S6), and roughly
suggest that 5 apps are enough to re-identify 75%–80% of
individuals for 10 times larger samples (35 million individuals).
Although the applied analysis displays high uncertainty with
regards to extrapolations, it illustrates the observation that
increasing the population size does not help us in hiding in
the crowd (that is, uniqueness is not a characteristic of small
sample sizes).

Discussion

Phone behavior is different from credit card traces and mobile
phone mobility data in that the ease with which data can
be collected, and any Android app can request permission
to access your app history. We reviewed apps with more
than 100,000 downloads which request the ‘retrieve running
apps’ permission on Android, and that are free (no price
or in app purchases). Out of these 40 apps 31 contain ads.
There are 15 apps that belong to the Personalization or Tools
category, mostly anti-virus or launcher apps, which may need
the permission to provide their features. For the other 25
apps, we found no features in the app that would motivate
requesting this permission. Some of these apps are from major
phone vendors whose privacy policy says they may share data
with third parties.

The economic incentives, the easy and global scale of col-
lecting and trading this data without users’ knowledge creates
some serious concerns, especially since this practice is in vio-
lation of users’ expectations or knowledge (24, 25). The EU
General Data Protection Regulation (GDPR) may be a first
step towards addressing these concerns through regulation,

since it does mention unicity (47) and applies globally to
data about any EU citizen. Our conclusion from this study
is that application usage data should be considered personal
information, since it is a unique fingerprint.

This study was performed using app usage data collected
from Android phones from a single vendor only. As phone
vendor specific apps were disregarded in the analysis, we expect
the results to generalize across all Android devices. Further,
we have no reason to believe that app usage behaviour and
uniqueness is fundamentally different for individuals using iOS
devices compared to Android users.

Materials and Methods

The dataset. We use a dataset that spans 12 months, from Feb. 1st
2016 to Feb. 1st 2017, and contains monthly app-fingerprints for
3,556,083 individuals with pseudonymized app and user identifiers.
Each fingerprint is a binary vector composed of the apps a person
has used during a month. We do not consider apps that are installed
but unused. We further disregard phone vendor specific apps such
as: alarm clock, phone dialer, settings etc. and only focus on apps
that are downloadable from Google Play. This removes vendor bias,
and makes re-identification harder. The users are selected from
major markets in the Americas, Europe and Asia. Thus, the impact
of regional variations on uniqueness due to local applications is
smaller than if we had sampled users from anywhere in the world.
In total, the number of unique apps in the dataset is 1,129,110,
and each individual in the dataset uses at least 3 apps per month.
Data collection is approved by the Sony Mobile Logging Board and
written consent in electronic form has been obtained for all study
participants according to the Sony Mobile Application Terms of
Service and the Sony Mobile Privacy Policy. Raw data cannot be
shared publicly on the web, but we offer the possibility to reproduce
our results starting from raw records by spending a research visit
at Sony Mobile Communications.

Estimating uniqueness. To estimate the uniqueness of app-
fingerprints, we apply the unicity framework (11) on k samples
of 10,000 randomly selected individuals. For each individual we se-
lect n apps (without replacement) from the person’s app-fingerprint.
With the popularity based attack, apps with low user base are
selected to increase the uniqueness of the app usage pattern. The
person is then said to be unique if they are the only individual in the
dataset whose app-fingerprint contains those apps. In cases where
n is larger the the total length of a person’s app-fingerprint we
instead select min(n, |fingerprint|) number of apps. Uniqueness for
a sample ki is then estimated as the fraction of the users that have
unique traces. Overall uniqueness is the average of the s samples,
and error-bars are given by the standard deviation. We use s = 20.

Subsampling the dataset. To quantify the relation between sample
size and uniqueness, we subsample the dataset by selecting a fraction
of the original dataset. For each sample si we estimate uniqueness
using the above methodology. To account for selection bias we
estimate uniqueness as the average of multiple realizations of a
sample size. We use 20 realizations for sample sizes between 100,000
- 500,000, 10 realizations for samples between 600,000 - 900,000,
and 5 realizations for sample sizes above 1,000,000 individuals.
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S1 The dataset

We use a dataset that spans 12 months, from Feb. 1st 2016 to Feb. 1st 2017, and contains
monthly app-fingerprints for 3,556,083 individuals. Each fingerprint is a binary vector
composed of the apps a person has used during a month. We do not consider apps that are
installed but unused.

We further disregard phone vendor specific apps such as: alarm clock, phone dialer,
settings etc. and only focus on apps that are downloadable from Google Play. This removes
vendor bias, and makes re-identification harder. The users are selected from major markets
in the Americas, Europe and Asia. Thus, the impact of regional variations on uniqueness
due to local applications is smaller than if we had sampled users from anywhere in the
world.

In total, the number of unique apps in the dataset is 1,129,110, and each individual in
the dataset uses at least 3 apps per month.

The data was collected using a pre-loaded app recommender app on Xperia phones.
Data collection is approved by the Sony Mobile Logging Board and written consent in
electronic form has been obtained for all study participants according to the Sony Mobile
Application Terms of Service and the Sony Mobile Privacy Policy.
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Figure S1: Distributions show the change in app fingerprint over time. The change is measured
as Jaccard distance between a users fingerprint in one month and the next. Left, change between
consecutive months, e.g. February and March (denoted March), March and April (denoted April),
etc. Right, Difference between fingerprint in February 2016 compared to other months, indicating a
drift over time.
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across the entire dataset. Distribution clearly displays a long-tail.
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Figure S4: Fraction of apps per category. Apps are divided into popular Google play categories
and figure shows the fraction of app that belong to each category over time.
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Figure S5: Seasonable variations of uniqueness over time for the random scheme (left) and the

popularity heuristic (right). Curves are rescaled according to ũ(t) = u(t)
|A|t/|A|t=0

, where u(t) is the

uniqueness at month t, and |A|t is the number of apps at time t. With t = 0 denoting the first month
of the dataset, February 2016.

S2 Extrapolation to larger population

Function Pseudo R2 a b γ

axγ + b 0.939 -0.031 0.989 0.504
a exp(xγ) + b 0.940 -0.022 1.017 0.261
a exp(γx) + b 0.931 0.066 0.914 -0.388
ax+ b 0.908 -0.014 0.975 -

Table S1: Regression values.
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Figure S6: Extrapolated uniqueness. Fit of different functional forms (see Table S1) to the
uniqueness curve for napps = 5 when selecting apps using the popularity heuristic. Closes agreement
with data is achieved by the stretched exponential and power law functional forms.
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Möjligheter och 
faror med att 
brygga den digitala 
och den fysiska 
världen 
Håkan Jonsson 

Teknikfrustration 
Vår relation till maskiner karakteriseras ofta 
av frustration. Maskiner ska ju göra livet 
lättare genom att förenkla och hjälpa oss 
utföra uppgifter. De förstår oss dock inte på 
samma sätt som människor gör:  Vi tvingas 
använda gränssnitt som inte är optimala för 
varken maskinerna eller oss. För oss har en 
knapptryckning en betydelse och mening, 
och görs i en kontext av att vi vill utföra en 
uppgift. För maskinen är knappen bara en 
sensor som initierar en kausal kedja av 
händelser som resulterar i något slags effekt. 
Maskinerna missförstår oss inte heller på 
samma sätt som människor gör: När 
knapptryckningen inte resulterar i förväntad 
effekt så skulle de flesta av oss vilja förklara 
vår avsikt så att maskinen kan ändra sitt 
beteende nästa gång vi trycker; men 
maskinerna lyssnar sällan. 
 
Med det stora genomslaget av smartphones i 
våra liv har potentialen för frustration växt, 
med denna maskins begränsade storlek och 
möjligheter för interaktion. Stora 
ansträngningar görs inom design av 
smartphones och dess applikationer samt 

inom forskningsfältet 
människa-dator-interaktion för att hantera 
detta problem. Ett sätt som visat sig fruktbart 
är att använda smartphonens många 
sensorer och möjligheter till datainsamling 
för att försöka härleda användarens kontext 
eller situation, och använda denna för att 
anpassa interaktionen. Det är nu därför 
vanligt för applikationer att använda vår 
identitet, tid, plats och aktivitet från dessa 
sensorer.  
Till exempel kan applikationen Google Now 
visa en användare (identitet) som lämnar 
(aktivitet) kontoret (plats) när nästa buss 
åker (tid) hem. 
 

Social kontext 
Dock finns det en typ av kontextinformation 
som är viktig i vårt dagliga liv, men som 
smartphones ännu inte kan använda sig av, 
nämligen social kontext. Vår sociala kontext 
utgörs av de människor vi interagerar med i 
vår nuvarande kontext, samt de relationer vi 
har till dem. 
 
Detta orsakar frustration när vi vill använda vår 
smartphone till uppgifter som kräver denna 
sociala kontextinformation. Ett exempel på 
detta är när vi försöker dela kontaktinformation 
med någon i ett möte med hjälp av 
smartphonen. Om vi använder Bluetooth 
måste vi lista ut vilken telefon som hör till 
vilken person i rummet. Om vi använder 
LinkedIn så måste vi söka efter personen i 
applikationen. Det finns ingen koppling mellan 
den fysiska och sociala upplevelsen vi har och 
den digitala värld som vi vill dela information 
från. Båda dessa är exempel på fall då vi 
tvingas till interaktion som inte hade behövts 
om smartphonen hade kunnat förstå vilka 
personer som ingår i min sociala interaktion 



och min relation till dem. Istället hade 
smartphonen detekterat vilka personer jag har 
ett möte med och frågat om jag vill skicka 
information till dem eller lägga till dem som 
kontakter. 
 
I min forskning har jag utvecklat och 
utvärderat teknologier och metoder för att 
samla in och använda social 
kontextinformation och dess konsekvenser 
för integritet. Jag har också studerat vilka 
nya applikationer som möjliggörs och använt 
dessa för att genomföra användarstudier. 
 

Den sociala bryggan 
För att koppla ihop den fysiska och den 
digitala social världen, dvs personerna vi 
träffar fysiskt och de vi träffar på t.ex. 
Facebook, har jag byggt en 
mjukvarukomponent som kan användas av 
smartphoneappar. Den använder Bluetooth, 
en radioteknik som kan detektera andra 
telefoner inom cirka 5m för att låta andra 
telefoner veta att den är nära samt för att 
detektera andra telefoner som är nära. För 
att koppla detekterad telefon till en 
användare registreras telefonens 
Bluetoothidentitet tillsammans med 
Facebookidentitet. Denna koppling gör det 
möjligt för applikationer att detektera vilka 
andra Facebookanvändare som är nära. 
 

Applikationer 
Varför vill man då göra detta? Jag har 
genomfört en fältstudie där jag utvecklat ett 
flertal applikationer som använder bryggan 
för att undersöka nyttan. En av dessa är en 
smartphoneapp kallad Memorit (BIld 1) som 
gör det möjligt att skapa påminnelser för 

olika typer av händelser, t.ex. datum och tid, 
plats samt när man träffar en specifik person. 
Det kan vara användbart för få en 
påminnelse att betala tillbaka lunchpengar 
eller lämna en nyckel nästa. 
Andra exempel är en fotoram som visar foton 
som innehåller de som är framför fotoramen, 
och en mötesapplikation som håller reda på 
vilka av de kallade som är närvarande (Bild 
2) . 
 
 

  
Bild 1 



 
Bild 2 
 

Social agens 
Dessa applikationer kan tyckas enkla men är 
exempel på en fundamental egenskap som 
hittills saknats i vår teknologi: Social agens. 
Med detta menar jag prylar och applikationer 
som kan representera oss som sociala 
individer, både vad gäller att känna igen 
andra individer och agera socialt å våra 
vägnar. I min forskning har jag dock visat att 
applikationer som bygger på social kontext 
kan vara svåra att sälja och förklara, då 
kontextinformation är så rik att vi har svårt att 
sätta oss in i andra kontext än det vi befinner 
oss i just nu. Detta har konsekvenser för 
applikationsutvecklare i ljuset av EUs nya 
datalagstiftning, som kräver att användaren 
förstår varför data samlas in. Vidare så 
kräver social agens att vi ger applikationer 
autonomi. Dock finns en applikationsspecifik 
kostnad för att begå misstag när denna 
autonomi utnyttjas, som 

applikationsutvecklare måste ta hänsyn till. 
Slutligen behöver utvecklare av produkter 
som är kapabla till social agens designa dem 
så att vi får ett s.k. införlivat (embodied) 
relation till dem. Detta betyder att de ska 
kännas som en förlängning av oss själva 
snarare än en separat pryl. Exempel på 
sådana produkter är t.ex. Kläder. 
Mobiltelefonen är dock en separat pryl som 
vi måste interagera med genom ett 
frustrerande gränssnitt. 
 

Integritet 
Vad betyder då detta för vår integritet med 
avseende på datainsamling? Med 
smartphones har användare över tid vant sig 
och i större grad accepterat att applikationer 
använder mer och mer data och sensorer, 
t.ex. platsinformation. Dock har det vara 
oklart i vilken grad sensorinformation om 
vilka vänner som finns i omedelbar fysisk 
närhet uppfattas som känslig av användare. I 
min forskning har jag visat att det inte är 
någon skillnad på platsinformation och 
närhetsinformation i detta avseende, så 
länge användare har möjlighet att kontrollera 
vem som har tillgång till informationen.  
Dock finns ett annat problem: Insamlad 
information om användarkontext, t.ex. vilka 
applikationer man använt, samlas in och 
säljs av många applikationsutvecklare för 
riktad annonsering. Detta görs globalt och i 
extremt stor skala. Denna information har 
hittills setts som icke personlig data i juridisk 
mening. I en kvantitativ studie har jag dock 
visat att denna information utgör ett 
fingeravtryck som kan identifiera användare 
och därför ska ses som personlig. Även detta 
har konsekvenser för applikationsutvecklare i 
ljuset av GDPR och avslöjandet rörande 
Facebook och Cambridge Analytica. 



The widespread adoption of smartphones with advanced sensing, computing
and data transfer capabilities has made scientific studies of human social
behavior possible at a previously unprecedented scale. It has also allowed
context-awareness to become a natural feature in many applications using
features such as activity recognition and location information.
However, one of the most important aspects of context remains largely
untapped at scale, i.e. social interactions and social context. Social interac-
tion sensing has been explored using smartphones and specialized hardware
for research purposes within computational social science and ubiquitous
computing, but several obstacles remain to make it usable in practice by
applications at industrial scale.
In this thesis, I explore methods of physical proximity sensing and extraction
of social context information from user-generated data for the purpose of
context-aware applications. Furthermore, I explore the application space
made possible through these methods, especially in the class of use cases
that are characterized by embodied social agency, through field studies and
a case study.
A major concern when collecting context information is the impact on user
privacy. I have performed a user study in which I have surveyed the user
attitudes towards the privacy implications of proximity sensing. Finally,
I present results from quantitatively estimating the sensitivity of a simple
type of context information, i.e. application usage, in terms of risk of user
re-identification.
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