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Abstract This paper describes a procedure for automatic detection of
sluggish control loops obtained from conservatively tuned controllers. A
measure, the Idle index, of the sluggishness of the control loop is defined.
The Idle index describes the relation between times of positive and negative
correlation between the control and measurement signal increments. It
can be determined with a very small amount of process knowledge, and is
suitable for both on-line and off-line applications,
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1. Introduction

It is a sad and well-known fact, that most controllers in process control
plants are poorly tuned. There are several reasons for this. A process con-
trol plant may include hundreds or thousands of control loops. To keep
them properly funed is normally considered too time consuming and often
also too difficult. There is also a trend towards fewer operators that have to
supervise larger sections of the process plants, This means that it becomes
less likely that poor control loop performance will be discovered by oper-
ators. Furthermore, the confrol complexity has increased in recent years.
For economical and environmental reasons, there is, e.g., a trend towards
more recyecling in the plants. This complicates the control problem.

On the other hand, there is an increasing understanding of the fact
that badly tuned controllers causes losses in production as well as quality.
See, e.g., Bialkowski (1993) and Ender (1993). Therefore, there is also
a large industrial interest in supervisory functions that detect and make
the operator aware of badly performing control loops, Some methods can be
found in the area of fault detection, see Isermann (1984) and Frank {1990},
although these methods mostly focus on more abrupt malfunctions.

There is also an increasing interest in off-line procedures and plant




auditing., The Harris index, see Harris {1989) and Desborough and Har-
ris {1992), has received lots of attention. In this method, the control loop
performance is compared with an “optimal” performance, where optimal in
this case means minimum-variance control. The Harris index and modifica-
tions of it have been applied in the pulp and paper industry, see e.g. Perrier
and Roche (1992), Lynch and Dumont (1996), and Owen et al. (1996). Tt
has also been applied in the chemical industry, see e.g. Stanfelj et al. (1993)
and Thornhill et al. (1996). Conclusions about the control loop performance
can also be deduced from spectral analysis. Examples are given in Desbor-
ough and Harris (1992) and Tyler and Morari (1996).

There are several reasons for bad control loop performance. One rea-
son is stiction in the control valve, see Bialkowski (1993). This results
in stick-slip motion and oscillations in the control loop. These oscillations
can be detected by the method presented in Héigglund (1995} and Hag-
glund (1996).

Another important reason is unproper controller tuning. Most control
loops in the process industry are conservatively tuned. This will not cause
any oscillations or overshoots, but a conservatively tuned controller gives
a sluggish response to load disturbances, and therefore unnecessary large
and long deviations from the set point. This way of operating the process
plants results in decreased product quality.

Why are the controllers conservatively tuned? The main reason is lack
of time. The engineers tune the controliers until they are considered “good
enough”. They do not have the time to optimize the control. Many con-
trollers are funed once they are installed, and then never again. To retain
stability when operating conditions change, the controllers are tuned for
the “worst case”. A better solution would of course be to nse gain scheduling
and perhaps adaptation, When a controller is retuned, it is mostly because
the process conditions causes oscillatory control. In other words, when the
controllers are retuned, they are detuned. When the process conditions
change to sluggish control, the controller is normally not retuned again.

This paper describes a procedure to detect conservatively tuned con-
trollers. A measure, the Idle index, of the sluggishness of the control loop
is derived. The Idle index can be determined with a very small amount of
process knowledge. It is suitable for both on-line and off-line applications,

2. The Idle index

Underlying idea

In process control, a controller is normally considered well tuned if it gives
a fast response fo load disturbances, but without any overshoot. Setpoint
changes are not so important, unless the controller is a slave controller
in a ecascade configuration. Setpoint responses may be improved by other
means than controller tuning, i.e, by feeding the setpoint through ramping
modules or filters.

Figure 1 shows two responses to load disturbances in form of step
changes at the process input. One response is good, with a quick recov-
ery without any overshoot. The second response, however, is very sluggish.
One feature that characterizes this second response is that there is a long
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Figure 1 Good and bad control

period where both process output y and control signal u drift slowly in the
same direction.

Both responses have an initial phase where the two signals go in oppo-
gite directions, i.e. AuAy < 0, where Au and Ay are the increments of the
two signals. What characterized the sluggish response is, that after this
initial phase there is a very long time period where the correlation between
the two signal increments is positive. This observation forms the base for
the Idle index, which expresses the relation between the times of positive
and negative correlation between the signal increments.

Definition of the Idle index

From now on, it is assumed that the sign of the static process gain is known,
and for simplicity we assume that if is positive. Further, we assume that
the control loop is subjected to load disturbances only. If there are setpoint
changes present, these responses must be excluded from the analysis.

To form the Idle index, we first calculate the time periods when the
correlations between the signal increments are positive and negative, re-
spectively. The following procedures are updated every sampling instant

tpos + A if AuAy >0
t =
N P if Audy <0

tneg + A if AuAy < 0
tneg = .
tneg if Audy > 0

where A is the sampling period.
The idle index I; is then defined by

Ii — tpos I ttneg (1)
tpos + 1fmag

Note that I; is bounded to the interval [—1,1]. A large positive value
of I; means that the control is sluggish. The Idle index for the sluggish
regponse in Figure 1 is I; = 0.82. A large negative value of I; may be
obtained in a well-tuned confrol loop. The Idle index for the good response
in Figure 1 is I; = —0.63. However, a large negative Idle index is also




obtained in an oscillatory control loop, Therefore, it is desirable to combine
the Idle index calculation with the oscillation detection procedure described
in Hégglund (1995) in order to detect these systems. Idle indices close to
zero indicates that the controller tuning is reasonably good. This is further
discussed in Section 3.

Recursive calculations

At least for on-line applications, it is normally more convenient to calenlate
the Idle index recursively In this case, the following procedure is updated
every sampling instant.

if AuAy >0 thens=1
else if AuAy <0 thens= -1

else s = 0;
if s #0 then I; = yI; + (1 — ¥)s;

(2)

Here, factor y determines the time horizon in the filter. In the off-line
calculations, the signals are observed during a supervision time that is
Tsup = tpos+ineg. This supervision time and the factor y are related through

=1 —
¥ o (3)

Filtering
The procedure is sensitive to noise, since we study the increments of the
signals, It is therefore important to filter the signals. It is necessary to have
some information about the process dynamics to find a suitable filter-time
constant. In the on-line case, one can perhaps get this information from
the controller parameters. The integral time in a PID controller should,
e.g., give suitable information if it is properly tuned. In the off-line case
one can use process identification,

It is also desirable to avoid calculations near steady-state, when the
signal-to-noise ratio is small. A natural way to ensure this is to perform
the calculations only when

lef > eo (4)

where ¢ is the control error, and ¢; is a threshold based on a noise-level
estimate or fixed to a few percent. This requires that the setpoint is avail-
able, This is no problem for on-line applications. For off-line applications
one may be forced to estimate the setpoint from the process value signal,

Another approach is to identify the times of significant load distur-
bances, e.g. using the procedures given in Hégglund and Astrom {1997).
In this way, it is ensured that the Idle index is only based on periods with
load disturbance transients. We automatically get rid of setpoint changes.
These procedures also require some process knowledge.

Comparison with the correlation function

The correlation function between the two signals Au and Ay is given by

C(Au, Ay}
VC(Au, Au)\/C(Ay, Ay)

plAu,Ay) =




where the covariance functions are estimated according to
¢
C{Au,Ay) = Z Au(i)Ay(i)
=1
¢
C(Au, Au) = Au(i)Au(i)
i=1

C(Ay,Ay) =Y Ay(D)Ay(i)
i=1

An obvious approach would be to base the detection directly on the cor-
relation function p(Awu, Ay). The problem is, that the large magnitudes of
Au and Ay at the beginning of the transients will dominate in the calcula-
tion of p(Au, Ay), while we are interesting in the slow drifts at the end of
the transients where the magnitudes of Au and Ay are small. We do not
want to take magnitudes of the increments into account.

The Idle index is identical to the correlation function

p(sign(Au), sign(Ay))

i.e., the correlation function between the signs of the signal increments.

3. Examples

In this section, we will investigate the relation between the Idle index
and load disturbance responses. Normally, the Idle index is supposed to
be determined from a longer time-geries analysis containing several dis-
turbances., However, it is also possible to determine the Idle index from
a single load disturbance response if it is combined with a load detection
procedure as the one described in Hiigglund and Astrém (1997). Different
applications of the Idle index are further discussed in Section 4.

In this section, load disturbance responses in form of a single step at the
process input are freated. In the simulations, a process with the transfer
function

1
G(s) = GEIP
is controlled with a PID controller. The Idle index is caleulated according to
Equation (1). Although no noise is added in the simulations, the threshold
defined in Equation (4) with eg = 0.001 is used.

All figures in this section are divided into three diagrams, where the
upper one shows the setpoint and the process output, the middle one shows
the control signal, and the lower diagram shows the sign of the correlation
between Aux and Ay. This sign is set equal to zero when the confrol error
is inside the bounds given by Equation (4}.

Figure 2 shows the result when the process ig controlied with a well-
tuned PID controller. The controller is tuned according to the Kappa-Tau
method described in Astrom and Higglund (1995). The controller param-
eters are, K == 2.5, T; = 2.2, and T; = 0.56. The response is fast without
any overshoot. In this case we obtain an Idle index of I; = —0.68. This
large negative value indicates that we do not have any sluggish response.
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Figure 2 A well-tuned controller, tuned according to the Kappa-Tau method. The
Idle index is I; = —0.68.
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Figure 3 An oscillative load disturbance response. The Idle index is I; = —0.96.

In Figure 3, the controller is tuned to give a very oscillative response.
The controller is a PI controller with parameters X = 5 and T} == 15, Since
the two signals are oscillating with approximately —180° phase shift, we
get an Idle index that is close to —1, namely I; = —0.96. Due to the long
integral fime, we have a sluggish response, but it will not be detected by
the Idle index method, since the oscillations dominate in the correlation
calculations.

Figures 2 and 3 illustrate the difficulty in interpreting large negative
values of ;. Large negative values are obtained from both well behaved
control loops and oscillatory loops. To distinguish between the two, an os-
cillation detection procedure as the one described in Hégglund {1995) and
Higglund (1996) can be used.
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Figure 4 A sluggish load disturbance response, The Idle index is I; = 0.82.
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Figure 5 Load disturbance response resulting in I; == —(0.21.

Figure 4 shows a very sluggish response. It ig obtained with the PI
controller parameters K = 0.5 and T; = 5. Notice that the figure shows a
longer simulation than the previous ones. The correlation between the two
signals is negative during the first transient, but then positive for a very
long time. This results in the Idle index I; = 0.82. The large positive value
indicates that the control loop is sluggish.

The last two examples, presented in Figures 5 and 6, illustrate the limit
for the detection procedure. Figure 5 shows control using the PI controller
parameters K = 1.0 and T; = 2.5. In Figure 6 the gain is decreased to
K = 0.7, while we have the same integral time T; = 2.5,

The responses obtained in the two examples are quite similar. The Idle
indices differ, however, significantly. In Figure 5, the Idle index is I; =
—0.21 and in Figure 6, the Idle index is I; = 0.60. The reason for this
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Figure 6 Load disturbance response resulting in I; = 0.60.

difference is found in the control signal behaviour. In Figure 5 the control
signal has an overshoot, resulting in periods of negative correlation even
after the first transient. In Figure 6, however, the control signal decreases
monotonously towards its stationary value. Therefore, we get a long period
of positive correlation after the first transient.

These two last figures give an indication of the limits for the detection.
Responses to step changes in load where the control signal has an overshoot
are likely to be accepted, i.e. there will not be any large positive value of the
Idle index. Responses where the control signal changes monotonously are
likely to be detected, i.e. produce a large positive value of the Idle index.

Summary

The five examples presented in this section illustrate the properties of the
Idle index. The results can be summarized as follows.

¢ Negative values of the Idle index are obtained from both well tuned
control loops (Figures 2 and 5) and oscillatory control loops (Figure 3).
Hence, we cannot draw any conclusions about the control performance
from these values.

¢ Positive small Idle indices (0 < I; < 0.3) indicate that the control
{oop is conservatively but well tuned,

o Large positive values of the Idle index indicate that the control loop
is sluggish (Figures 4 and 6). These are the control loops that are
supposed to be discovered by the Idle index methods.

4. Application areas

The Idle index can be used for both on-line and off-line detection of sluggish
confrol loops. These two application areas will be discussed in this section,




On-line applications

The Idle index ealculation can be implemented in the controllers or instru-
ment systems for on-line supervision of the control loops. In this case, the
calculations have to be performed recursively according to Equation (2).

In the on-line applications, there is some useful information available
that is often lacking in off-line applications. Sefpoint changes can easily be
excluded from the calculations, since the setpoint is available in the control
calculations. It is often also possible to find suitable filter time constants
as well as the factor ¥ in Equation (3). They can be based on the integral-
or derivative times of the PID controller. If the controller is tuned using
some automatic tuning procedure, even more useful process information is
available. See Astrém and Hagglund {1995).

Off-line applications

The Idle index can also be used for off-line applications. Here, the caleu-
lations are normally performed in a system different from the instrument
system that performs the control. This means, that we normally have less
process information and process knowledge.

In some applications, it might happen that the only information avail-
able is the process output and control signal. On the other hand, lots of
information can be obtained from these signals before one performs the cal-
culation of the Idle Index. Suitable low-pass filters may be obtained from
spectral analysis or process identification. It is also possible to determine
sequences with setpoint variations from the two signals.

5. Industrial field tests

The usefulness of the new detection procedure has also been verified through
industrial field tests. In this section we present resulfs obtained from inves-
tigations performed on a heat exchanger. The control objective is to control
the water temperature on the secondary side by controlling a water steam
flow on the primary side.

Figure 7 shows load responses obtained with a conservatively tuned
PI controller. The controller parameters were K = (.01 and T; = 30s.
The signals are relatively noisy because of the low resolution, 1%, of the
controller output. The control is sluggish. This is also well reflected by the
Idle index that was calculated to I; = 0.8.

The controller structure was changed to a PID controller and tuned
properly resulting in the controller parameters K = 0.025, T; = 8s, and
T; = 2s. The improved control behaviour is illustrated in Figure 8. The
recovery after load disturbances is significantly faster, still without any
noticeable overshoot. The improvements are also demonstrated by the Idle
index that was reduced to I; = 0.3.

6. Conclusions

In this paper we have presented a new procedure for detection of too con-
servatively tuned control loops. The procedure can be used for on-line as
well as off-line applications. It requires only a limited amount of process
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Figure 7 Temperature control with a conservatively tuned PI controller.
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Figure 8 Temperature control with a properly tuned PID controller.

knowledge, and the calculations are few and simple. This is important
especially for the on-line applications, where the intention is that the eal-
culations should be made in parallel with the controller algorithm at each
sample instant.

Simulation studies and industrial field tests have shown that the caleu-
lation of the Idle index forms a useful ool for diagnosing sluggish control
loops. By discovering and retuning these loops, contrel loop performance
and the quality of the process can be improved significantly in most process
control plants.
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