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1. INLEDNING

Kursens roll i doktorsutbildningen

Studierna hittils metodinriktade. Vi har svagheter
i tilldmpning. Vi vet litet om givare praktiska
tilldmpningar. Industriell processreglering ming-
fasetterat problem Ingen blir expert pd en enda
kurs.

Organisation

Foreldsningar

KJA foljer ett givet program
Gastforeldsare

Lidby, Iggesund Haggman

Bohlin SCA

Wahren STFI

(ev ytterligare)

Studiebesdk (Billerud)

Tentamen ? (Tista) + uppgifter
Kursmaterial '

Mdlsdttning R ,

F& viss kdnsla for verkliga problem. Tilldmpa vad

vi kan p& problem och modeller. Vi kommer s&iedes att
utnyttja pappersprocesser som ett verktyg for att
illustrera model1byggnads och identifiering, di-
mensionering av regulatorer, industriella regler-
problem, mdttekniska problem, industriella auto-
matiseringsprojekt.



2. PROCESSBESKRIVNING

Industrins storlek och betydelse. (Se skrift fran pappers-
industriféreningen).

Genomgadng av processchema. (Se utdrag ur FOCUS tekniken).

N&got om den industriella miljon och reglerteknikens be-
tydelse for processautomatisering.

Processdesign (gjorda for manuell drift)
Stdndiga pro;essfﬁrbattringar
Kontinuerlig drift
Konjunkturkans]ighep

State of the art.

" SFérstéelse av ingdende processer pd makroskopisk och
mikroskopisk nivé.

Ll

Kunskap om processdiynamik och Storningar.

Mattekniska problenm.



DOKTORANDUTBILDNING I REGLERTEKNIK

Nedan ges ett fdrslag pa enskilda uppgifter i samband med kursen.
Uppgifterna &dr tdnkta att ta cirka tva veckors heltid. Samarbete

dr tankbart.

Uppgifternas karaktdr 4dr ganska varierande. Det omfattar sdledes
litteraturstudier, modellbygge, analys, simulering och syntes.
Samtliga uppgifter skall presenteras i ett kort seminarium. Skrift-

lig dokumentation b&r ldmnas.

MODELLBYGGE OCH IDENTIFIERING

Dessa uppgifter gdar i korthet ut pa att studera litteraturen och
uppstdlla eller fdrfina ndgon av de modeller som behandlats i
foreldsningen. Dessa uppgifter kan kompletteras med analys eller
simulering av modellen.

1. Véntiler och pumpar

Ventiler och pumpar har behandlats mycket summariskt i foéreldsning-
ar. De dr dock viktiga systemkomponenter. Uppgiften bestdr 1 att
ga igenom litteraturen vad betrdffar ventilkarakteristika och
pumpkarakteristika. St&11 upp de modeller som finns och undersd&k
hur den fdrenklade modell som givits pa férel&sningarna bdr kom-
pletteras for att fa en mera realistisk representation av verk-
ligheten. Resultaten b&r ldmpligen simuleras fdér att visa skill-
naderna. Ett ldmpligt studieobjekt &r t ex blandningspumpen med
omgivande cirkulationssyétem.

p)

2. Viramodeller

Lds igenom litteraturen om viramodeller. Programmera en modell
med vars hjdlp den vata linjen kan bestdmmas. Komplettera den
forenklade modell som givits pa f&reldsningarna med den mer

komplicerade modell och diskutera vilka skillnader som erhalles.



3. Drivsystem

Ga igenom litteraturen pad drivsystem. (Fdrmodligen &r det en bra
idé att ta kontakt med ASEA!) St&d11 upp en matematisk modell fo&r
drivsystemet och ge typiska storleksordningar pa tidskonstanter
och relevanta parametrar. Komplettera den fdrenklade modell som
givits i férelésningarna med den mera detaljerade modellen av

drivsystemet och unders&k vilka- konsekvenser det kan ha fdr hela

systemets dynamik.
4. Presspartiet

Lis in litteraturen om presspartiet och unders&k huruvida den i
féreldsningarna givna hypotesen om att fukthalten efter press-
partiet dr konstant dr relevant. Om sa icke dr fallet, gbr en
modifiering av den f&renklade modellen och diskutera konsekven-

sen.
5. Torkpartiet

Lds in litteraturen om torkpartiet och gbr en mer detaljerad mo-
dell, gdrna baserad pa fysikaliska grunddata. Komplettera den i
féreldsningarna givna modellen och diskutera skillnader med den

férenklade modellen.
6. Flerfraktionsmodeller

I fdreldsningarna behandlades genomgdende modeller d&r man endast
studerade tvakomponentfldde, fibrer och vatten. I sjdlva verket
dr fibrerna ganska olika och i ménga mdlder finns dessutom till-
satsmedel sdsom lera. Fdr att beskriva sddana mdlder rdcker det
ej med att behandla tvad komponenter. Lds in litteraturen pd om-
rddet och komplettera den fdrenklade mofilellen som givits pad fdre-
ldsningarna till en flerfraktionsmodell. Arbetet b6r atminstone
omfatta tre komponenter vatten, fibrer och lera, men det skulle

vara trevligt om det kunde gbras generellt.



7. Massaegenskaper

I den modell som givits i féreldsningarna har massan behandlats
mycket summariskt. Massans egenskaper, malgrad, porositet, drinage-
egenskaper paverkar dock de flesta processer &ver hela pappers-
maskinen. Lds igenom litteraturen pd detta omrdde och undersdk

i vilken utstrédckning man borde komplettera den férenklade mo-
dellen,

8. Identifieriﬁg

Utnyttja de experimentella data som vi har tillgdngliga till att
bestédmma koefficienterna i den fdrenklade modell som givits pa
féreldsningarna.

9., Ytvikts- och fukthaltsvariationer

Sammanstdll och analysera de data som finns tillgdngliga pa stdr-

ningens egenskaper, helst i ba&de l&dngs och tvirsled.

10. Tryckvariationer

Sammanstdll och analysera de data som finns tillgdngliga pé& kon-
centrations- och tryckvariationer hos tjockmassaflddet. Still

upp ldmpliga matematiska modeller som kan anvidndas 1 simulering.

ANALYS OCH SIMULERING

Dessa uppgifter omfattar analys och simulering av givna modeller
pd analogimaskin eller pd8 PDP:n. Det vore &nskvirt att arbetet
genomfbrdes pd bdda apparaterna fér att f& en viss kdnsla av
ndr den ena metoden av simuleringar dr att fdredra ja&mfért med
den andra. Jag tror att PDP:n ofta arfvidndes foér simulering dven

i fall dd analogimaskinen dr ldmpligare.
1. Simulering av den enkla modellen

Simulera den enkla modellen som givits pd féreldsningarna pa

analogimaskin och PDP, Komplettera modellen med den tidsfér-



drdjning som finns genom att papperet maste 1l8pa genom torkpartiet.
Anvdnd simuleringsmodellen f&r att studera de konventionella reg-

lersystem som finns f8r pappersmaskireglering.
2. Inloppsladereglering

Simulera reglering av en inloppslada. Trimma in konventionella

regulatorer sa att de. fungerar bra i ett driftstillstdnd. Under-
stk 1 vilken utstrdckning regleringens prestanda pdverkas d& den
totala produktionen dndras (systemet kommer d& att f& andra para-

metrar, det dr inte ldngre sdkert att regulatorn fungerar bra!).
3. Koncentrationsreglering

UndersSk en enkel koncentrationsreglerkrets. D& produktionen
dndras, &dndras 1l6ptiden fran koncentrationsmitning till regler-
ventil. Analysera i vilken utstrdckning det &r nddvindigt att
justera regulatorinstdllning f8r att ta hinsyn till den f8rindrade
tidsfdrdrdjning.Processen kan approximeras med en tidskonstant

och en tidsfdrdrdjning som dr tva a fem gdnger stdrre &n tids-
konstanten.

SYNTES

Anvdnd den forenklade modellen f6r att undersdka i vilken ut-
strdckning inloppsladereglering och ytviktsreglering kan inter-
ferera med varandra. Dimensionera en vettig regulator f&r den
férenklade modellen baserad pa linjidrkvadratsteori och j&mfdr

med den fdrenklade modellen.

MATGIVARE OCH PRAKTISKA PROBLEM

Nedanstdende uppgifter avser att ndgot mera detaljerat studera
de givare och praktiska system som anvdnds i samband med pappers-

maskinreglering.
1. Koncentrationsmdtning och koncentrationsreglering

Studiet bor omfatta dtminstone sk&drkraftgivare och optiska givare.

Understk kalibreringsproblem, reglerproblem etc.



2. Yukthaltsmdtare

Understkningen bor omfatta kapacitiva mikrovdgsmitare och infra-

rédmdtare.

3. Ytviktsmitare

Unders®&kningen bdr étminstone'omfatta betamdtare, infrarddmitare
och akustiska mdtare. I unders8kningen b8r &ven ingd uppskatt-
ningar av de priser pd komponenterna som finns.

4. Flddesmdtning

Undersdkningen bdr omfatta magnetiska filddesmitare, tryckdifferens-

mdtare och venturierdr.
5. Kommersiella system for pappersmaskinreglering
Studiet bér omfatta de datorstyrda system som f&r ndrvarande finns

pa marknaden t ex Measurex, Brun, ASEA, Accuray, Egenskaperna

hos de olika systemen bdr sammanstidllas.
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3. PAPPERSMASKINREGLERING

3.1. Inledning

En pappersmaskin kan grovt indelas i f&ljande delar:

1. Inloppslada

2. Virdparti

3. Pressparti

4, Torkparti

5. Efterbehandlings= och upprullningsanordningar
6. Motordrift

- Det finns huvudsakligen tre typer av reglerproblem vid en pappers-

maskin:

1. Reglering vid stationdr drift

2. Omst&llningar (fran en papperssort till en annan, men
dven mellan start och stopp)

3. Reglering vid katastroftillsténd

. \\
Hur man skall reglera vid stationdr drift k&nner man till ganska

bra, medan reglering vid omstidllningar &r mindre undersd8kt.

Det bdr noteras att de variabler som beskriver papperet &dr tva-
dimensionella: en ldngs-koordinat och en tvirs-koordinat. Det &r
dad naturligt att tala om en variabels l4ngsprofil respektive tvérs-

profil,
Det finns en tro (som kan vara riktig) hos pappersmakare, som siger
att alla variationer tvirs papperet dr ldngsamma, medan alla varia-

tioner l&ngs papperet &r snabba.

De primdra reglervariablerna hos en pappersmaskin &r det totala

mdldflsdet (fiberflBdet) och koncentrationen av fibrer i milden.

Inloppsladans dynamik &r vi3l utredd och de reglervariabler som &r



‘av intresse 4r dels spaltbredden (lipp-dppningen) och dels luft-
trycket (om man har en sluten inlappslada).

Kunskapen om vad som hdnder pa viran &r mycket liten, men genom
identifieringsexperiment hoppas man sd smdningom f& stdrre inblick
i fbrloppet. Hastigheten hos viran &r en variabel som gdr att reg-

lera i denna del av pappersmaskinen.

Presspartiet dr inte sa& mycket att orda om, ty hdr fdrséker man helt

enkelt att pressa ut sd mycket vatten som m8jligt.

Torkpartiet &r en komplicerad del, och exempel pd reglervariabler
dr hdr dangtillflédet (man bldser &nga genom torkpartiet) och vérme-
tillférseln (man vdrmer upp valsarna). Hastigheten hos valsarna

kan ocksd regleras.
Motordriften slutligen kan beskrivas med v&lkédnda fysikaliska lagar.

De st®vningar.som kommer in &r huvudsakligen variationer av mild-

flédet och koncentrationen i milden.



3.2 Inloppsladan

Syftet med inloppsldadan &dr att se till att den mdld, som flyter
in i inloppsladan genom ett r&r, sprutar ut pd viran med konstant
hastighet och fiberkoncentrationen (konstant bade i tiden och tvirs

viran).

Det huvudsakliga reglerproblemet &r att hdalla utloppshastigheten

(utsprutningshastigheten) konstant i tiden.

utloppshastigheten
virahastigheten

Man brukar definiera den s k utloppskvoten = >

som skall vara ungefér ett.

Om utloppskvoten inte &dr konstant, sd kommer naturligtvis pappers-:

tjockleken att variera.

I fig. 3.2.1 visas en Yppen inloppsldda. Utloppshastigheten bestims
huvudsakligen av vdtskepelarens h&jd, och med de hastigheter man
idag kor pappersmaskiner (ca 400 m/min, tidningspappersmaskiner
dnda upp till 800 m/min), skulle denna h®jd behdva vara flera tio-
tal meter hoég.

Det &r dadrfdr naturligt att man gér inloppsldadan sluten och h&jer

lufttrycket ovanfdr vdtskepelaren istdllet (se fig. 3.2.2).

I fig., 3.2.3 finns en variant, n&dmligen sluten inloppsldda med
Beloyt-hdl. Man far en automatisk reglering av vdtskenivdn, vilken
bér hallas relativt konstant av tekniska skdl. Halet medfSr natur-
ligtvis att det blir ett tryckfall i lddan j&mfért med ladan 1
fig. 3.2.2.

En annan variant av sluten inloppslada med Overfl8dsskydd, d&r man
slipper. tryckfallet som blir i den féregaende ladan, finns i fig.
3.2.4.

-

De stérningar som kommer in dr temperaturvariationer hos mdlden och
luften som pumpas in, samt variationer av m&ldflddet och koncentra-
tionen av fibrer i mdlden., Aven ojdmn gdng hos luftkompressorn kan

ge stérningar.
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Fig. 3.2.3  SCHEMATIC DIAGRAM OF THE CLOSED HEAD 80X
WITH Beloyt Hole
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De krav man brukar stdlla pa systemet &r att utloppshastigheten
far variera ca 1% av pappersmaskinhastigheten, medan vdtskepelaren,
som brukar ha en héjd av omkring 1 m, f&r variera ca 1 cm.

I fig., 3.2.5 finns ett schematiskt diagram 8ver ett styrsystem for
en 1nloppslada. Det finns tvd ingdngar, nidmligen milden och luften,
och det finns tva utgdngar som man vill reglera, ndmligen utlopps-
hastigheten och vidtskenivén. Det gdr &4ven att justera lappoppnlngen
men d& pdverkas i f8rsta hand mingden mild som kommer ut pa viran
och i andra hand utloppshastigheten. Se fig. 3.2.6. Eftersom tids-
konstantet & s& ldng (10-tal sekunder) anvinds inte méjligheten
att &ndra pd lidppbalkens utseende fér att reglera utloppshastigheten,
medan den ddremot anvédnds fér att f4 en lamplig tvédrsprofil av
papperet.

Skrvvarlr oo

Fig. 3.2.6. Exempel pd hur man med skruvarna kan &ndra pa ldpp-

balkens utseende (utbdjningen ndgot &verdriven).

I fig. 3.2.5 finns element med beteckningen "d/p cell", d v s
"differential pressure cell". I fig. 3.2.7~3.2.13 finns nagra olika
tryckdetektorer. Fér funktionsbeskrivningar hdnvisas till 0.A. Sol-

heim:"Instrumenteringsteknikk",Tapirs forlag, Trondheim 1966, sid
119-123.

Tidskonstanten fér d/p-cellerna i reglersystemet i fig. 3.2.5 &r
liten (<0,1 sek). Fdr att mita en tryckdifferens med en d/p~-cell
mdste man leda en del vitska genoﬁ ett ror till d/p-cellen och den
totala tiden f&r att detektera en tryckidndring i inloppslddan blipr
0,5-1 sek. Genom att anvidnda fl&nsmonterade tryckmdtare kan tids-
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Fig. 3.2.9 Elektrisk trykkdetektor, prinsipp.
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10.

Pneumatisk trykkdetektor (samson).

3,2512

Fig.

3.2.13 Pneumatisk differen

Fig.

sialtrykkdetektor (Foxboro).



konstanten minskas ndgot. Detta har dock den nackdelen, att om
tryckmdtaren gar sdnder gdr det inte bara att stdnga av flddet

till mdtaren och byta ut denna som man kan gbra i det f8rsta fallet.
En tyristorstyrd blandningspump har en tidskonstant pd 80-100 msek.

Istdllet f6r att styra flbdet med blandningspumpen kan man anvinda
en shuntventil enligt fig. 3.2.14.

Detta sdtt anvédnds d& man har tjocka rér. Man gér férst en grov-

instdllning med den stora ventilen och reglerar sedan med regler-
ventilen. Tidskonstanten &r ca 1 sek, vilken &r liten jdmfért med
om man bara hade reglerat med den stora ventilen.

Ven 1’1'/ som

regleras (] ><

manvellt

Reglervenli|

Fig. 3.2.1% Shuntventil

I fig. 3.2.5 styr man mdldflddet med blandningspumpen genom att
mdta olika tryckdifferenser i inloppslddan. Ett annat s&tt vore
att mdta mdldflédet med en fl8desmitare och sedan dterkoppla till
blandningspumpen.

I fig. 3.2.15-3.2,17 finns tvd typér av flddesmitare. Nirmare
beskrivning finns i Solheims bok sid. 127-144.

Det finns flera olika matematiska modeller som beskriver inlopps-
ladans dynamik i litteraturen. I fig. 3.2.18-3.2.19 finns ett

exempel som visar att man mdste vara nagot férsiktig nir man anvinder
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14,

dem. Modellen ser ut att vara av 3:e ordningen men &r egentligen
av 2:a ordningen, ty tvd av blocken har samma ndmnare., I fig.

3.2.20~3.2.22 finns ndgra stegsvar uppritade.
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1. INTRODUCTION

The purpose of the headbox is to change the turbulent flow in the
tube going into the headbox to a sheet flow out of the head

box. The properties of the headbox has a significant effect on the
characteristics of the produced paper. In particular the ratio of the
jet speed to the wire speed has been found to correlate nicely with
many important quality variables. To control this ratio it is crucial
to control the jet velocity accurately. A change in the jet speed
will also influence the basis weight directly.

The headbox and its associated flow system is a complicated hydro-
dynamical device. In its design great care has been taken to ensure
that no clustering of fibres can occur and that the flow is uniform.
There are many different designs of headboxes. At low machine speed
the headbox is frequently open. See fig. 1.1. Since the jet velocity
is given by |[2gh’ we find that h = 1 m gives v = 4.42 m/sec (= 265
m/min). At higher machine speeds the headbox is closed and pressu-
rized in order to make it possible to have higher jet velocities with rea-

- sonable-values of h. The head box is then’ provided with an-air pump and a con-

trol: system.to maintain-air pressure. Fig. 1.2. A closed head box is sometimes.
also ‘used at lower speeds. In such a case the pressure in the air cushion can
be lower than the atmospheric pressure.

Fig. 1.1. Schematic diagram of an open headbox.



Fig. 1.2. Schematic diagram of a closed headbox.

The most important control problem for g headbox is thus to main-
tain constant jet velocity and to have a good dynamic behaviour
when changing the headbox level. The variations are changes in
stockflow and airflow into the headbox. These variables are in turn
influenced by changes in stock temperature, stock consistency, air
temperature, compressor flow etc. According to Lindstrém[igsg]it

is reasonable to require a peak-to-peak variation of Jjet speea of
about 1 % at machine speeds below 8 m/sec and less at higher maching
speeds. It is a}so of interest to keep the level variations within
reasonable boynds. According to Lindstrém[ig&ﬂpeak-to-peak varia-
tions of 2 - 20 mm are reasonable. Measurements by Lindstrdm on
many headbox systems in Sweden has shown that difficulties have
been observed ﬁith Pressure variations in the frequency range of
0.05 - 1 Hz apd corresponding variations in jet speed of a few per

cent.



The primary sensors are pressure ganges for total pressure (directly
related to jet speed v = /575:53773 ) and air pressure. The major
control variables are airflow and total stock flow. The airflow can
be manipulated by a valve or by the compressor speed. The stock

flow is manipulated through speed control of the mixing pump :
through a valve in a bypass line or through a level control of a
levelbox (K#lle). Many different systems are available for headbox
control. Some systems- have dntermal overflows and the level is. regulated -auto-
matically. See Fig. 1.3. Other systems have the so-called Hornbostel hole ‘which
is simply a direct outlet as indicated in Fig. 1.4.

el ) N P

Fig. 1.3. An example of a control system for a headbox. The level is
controlled using an internal overflow. The jet velocity is controlled
by regulating the pressure in the air cushion.



Fig. 1.4. Head box with Hormbostel hole. The level is controlled using an
external overflow. The jet velocity is controlled by a feedback from the total
pressure to the stock flow. '

The dynamics of a closed headbox is simply the dynamies of inter-
connected fluid and gas-flow systems. The system is a good examp-
le of one which can be modeled fairly accurately from physical

principles. The system has two inputs and two outputs and the coup-

.ling between the airflow system and the stockflow system is signi-

ficant, it is therefore a true multivariable system.

The report is organized as follows.

Water tank dynamics and air tank dynamics are briefly reviewed in
section 2 and section 3. In section 4 a nonlinear model of a head-
box is then presented. This model is simply a combination of the
water tank and gas tank dynamics discussed in the previous section.
The nonlinear model is linearized in section 5. It turns out that
the linearized model can be characterized by three coefficients
only, the time constants associated with the water tank and gas
tank dynamics apd a coefficient which describes the interaction

between the systems. The linearized dynamics are illustrated using



data for typical systems. The problems of headbox control are discus-
sed in section 6. The discussion is based on the simple model of
section 5.which doés not include sensor and actuator dynamics. The
effect of these are discussed in section 7 which also contains a
discussion of other practical aspects of the headbox control prob-
lem as well as a few examples of commercial headbox control systems.



2. WATER TANK DYNAMICS

Consider a tank illustrated in fig. 2.1. Let h be the water level
measured from the centre of the outlet, let A be the free surface
and a the effective surface at the water outlet. The area A will in
general depend on h. The outlet surface is assumed so small that
there are no significant velocity variations across the surface.

Fig. 2.1. Schematic diagram of a water tank.

Assuming constant density of the fluid a massbalance for the tank
gives

d y - " ¢
T’y " (2.1)

where q, is the ‘input flow and q, the output flow. To determine
q, an energy balance is used.



Applying Bernoullis theorem to a streamline.starting at the free
surface and ending in the outlet we get
v

1, 2 2
s dr + 5<VB VA) + 0 +

(2.2)

>
> =
ks
u
o

-Neglecting the 'momentum term J'%% dr, assuming that the density

is éonstant and that the pressure at the outlet equals atmospheric
pressure the energy equation (2.2) reduces to

'1-<9>2 2 . 2ph (2.3)
A’ |VB ¥ ‘8 - '
Assume that a/A <<1.

h
Since V(h) = f A(h)dh we get

dv _ dh

the mass balance for the water tank can thus be represented by the
differential equation ‘

q
51—h-=—-1--§--/2§ﬁ' (2.5)

It is thus first order dynamics with the level h as a state variabla.
The input flow qy and the area a can be regarded as input signals.

Linearization

It is often of interest'to know the linearized dynamics. Assuming
constant inflow qQq = q, and constant outlet area a, the steady
state level is given by ‘

q_ 2
h o= 1. (9 (2.6)
o 2g 2,

Linearizing arpynd this steady state valpe we find

d _ s
Efch_ho) - qﬂheho) + b1(q-qo) + bz(afaq) (2.7)



where
.. a/2g-ho _ 4,
7‘Kﬁ;~ 7Vo (2.8)
by = 1/A
q
. ‘o
b2 - Aa

T = °=i :.._9. .———o= C2)O (2-9)
qO qo aO g aog

where Vo is the volume of a cylinder of height h, with base area Ao'
The time constant is thus twice the time it takesito .empty the wolume V
with the steady state flow Q- The time constant is thus proportio-
nal to the steady state throughput flow q, or proportional to the
square root of the steady state level.

Exercises

1. Determine the equation corresponding to (2.5) when the crossec-
tion of the outlet is not small in comparison with the liquid area
A. Also determine the corresponding lineapized dynamics.

2. Determine the water tank dynamics when the diameter of the outlet
is not small ip comparison with h. Assume in particular that the

outlet has a prectangualr crossection.

3. Analyse the effect of neglecting the momentum term in the water
tank dynamics, Assume in particluar that the outlet is a cylinder
with length 4 gnd a crossection age Introduce reasonable numerical
values to illpgtrate the order of magnityde.



3. AIR TANK DYNAMICS

The dynamics of a tank containing a compressible gas will now be
discussed. See fig. 3.1. The flow into the tank and the outlet area
will be considered as input. Let the volume of the tank be V,the
density of the gas in the tank be p and the pressure p. The dyna-
mics are obtained using mass and energy balances and a state equa-
tion for the gas.

Fig. 3.1, Schematic diagram of an air tank,

A mass balance gives

(pV) = Wy T W, ' (3.1)

where W, is tpe input massflow and W, the output massflow. The out-
put massflow cap be determined from an gnergy balance. (Bernoullis
law eq.(2.2)). Neglecting the momentum term and the potential of
the external fpnces and assuming that thg velocity at the point A
in fig. 3.1 othbe neglected, Bernoullié law gives the velocity

at B as ‘



10

2
_B
2

<

¥ (3.2)

v
oA
I
o

To evaluate the integral it is necessary.to have a relation between
p and 0 This is obtained from the state equation of the gas.

Assuming adiabatic state changes we find

| 9
P = PA",%X) (3.3)

Differentiation of (3.3) gives

dp = kD (a1 L dp
PA °A
Hence
B P B -
e, B, pgl_wzl]
AP
A

and the velocity of B is given by

p _ p P -
@:é%-ﬁ- 1 -—(%E)"’ %6‘3‘ (%)“-1
The massflow at B is thus given by
\
w, = paVy = a\/é% PePp <§fB‘-->"~‘1 -1
\/2.< | PB,2%¢ P %’1‘1
= all ;=7 ¢ PaPa (EX)*ﬁb- (ﬁz (3.4)

where the last equality is obtained using the state equation (3.3).

Discussion of Equation(3.4)

The expression (3.4) for the massflow will now be discussed. For
this purpose it is assumed that the pressure p, inside the tank
is kept constant and that the external pressure p_ is changed. Accorr
ding to (3.4) the massflow is uniquely given by the pressure ratio
pB/pA. See fig. (3.2),



11

5 .
When P, 1s close to g the pressure Pp equals the external pressure.

When pB/pA equals one, the massflow is zero.

R
\
T — — e —

|
0 02 04 06 08 10

PB/PA

Fig. 3.2. The massflow w is given by (3.4) as a function of the presg-

sure ratio (pg/p,).

As the external pressure is decreased the flow will increas until

it reaches a maximum at the critical pressure.

K

. ) K"l
Pg = P, * PA(EjT) (3.4)
when the massflow is given by
21 ] .
Ww_ = a-(—-2 - ’VZK p, = al 2 )K:T f 2k . p (DA) !
c K+ K+1 PaPa k] K+1 Po B

0

If the external pressure P, is veduced fyrther the equation (3.4)

indicates that the massflow will decrease. See dashed line in Fig. 3.2.
This will not happen because the gas velocity will equal the speed of sound at
the critical pressure P.- Ihe outside pressure then does not propagate into
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the vessel ° 'he pressure difference Pp~P, will no longer be zero
and the massflow will remain constant at W for further reductions

of the outside pressure Py

Summing up we thus find that the massflow is given by

1\ \ ._l._
..-2..'< - K K'+1K—1 -
B[] e
= 4 .
Y ) K (3.5)
2 KT\ o o Kt o (el k=T
a(-m) T ¢ p0p0<p—;) E)— > 2
L

For air we have «k=1.4 and the critical pressure ration becomes
(pB/pA)C = l.89((pB/pA)c = 1.58). The fact that the massflow is
uniquely given by Py and independent of Pp can be exploited to

obatain an accurate massflow.

Having obtained an expression for the massflow out of the tank the
dynamical properties can now be obtained by eliminating w between
(3.1) and (3.5). Hence

- \/25 ( )'"1-? o o ()"
w 3 \/%=T Po’o EE ’ Py 9T
d .
FoteV) = 4 (3.6)
1 . 1
2 k=1 2 o k+1 5 c+ K=1
M R =S SR TR 5g > )

Linearization

It is frequently of interest to consider small perturbations. The
equations desecpibing the tank can then be linearized. To linearize
it is also assumed that the volume V is constant. Assuming that the
massflow inta the tank is constant W apg that the outlet area is
constant a. The gas density in the tank will then assume a statio-
nary value ps,'yinearizing the equation (3.6) we get

!
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d _ :
af(p-ps) = —al(p—ps) + b1(w-w8) + bz(a-as) (3.7)
where
_ K=" ,
Ys =1 - {og/pg) c+ 1 k=1
>V 2 =7 pslPg < (=)
Pg’ (p /pn)" =1
s' "0
a1=
1
wS K+1 / (K+1)E:T
o V R Ps/Pg > Y73
L S
b1 = 1/V
(3.8)
Ys
b, = zv

The linearized tank dynamics can thus be déscribed as a first order

system with the time constant

. k=1 1
M__ 2 (OS/DO) -1 | /o < (ﬁ.l)'lc';‘ir
WS k-1 (D /p )K"'1 pS ‘O 2
s 70
T = J (3.9)
1
%; T o /oy > (<]

Notice that M 1s the total mass of the gas inside the tank.

Exercises

1. Determine a dynamical model for an air tank when the momentum
term is included. Assume in particular that the outlet is a tube
of length % with cross section a. Introduce reasonable numbers

and give a (sybjective) criterion which tells when the momentum

term has a negligible effect on the dynamics.
\ ,



2. Determine the air tank dynamics when it is assumed that the state

changes of the gas are isotermic instead of adiabatic.

1t
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4, A NONLINEAR HEAD BOX MODEL

Having discussed the dynamics of a simple water tank and a simple
air tank we will now consider the headbox dynamics. In the intro-
duction it was stated that there are many variations in the design
of a headbox. Since we are striving for insight rather than detailed
analysis of a particular system only a simple version will be. con-
sidered. Once the principles are understood it is then a straight-
forward matter to extend the analysis to other types of systems.

It is thus assumed that the air cushion of the headbox is pressu~
rized using a pump and that the airflow is manipulated either through
the massflow into the headbox or through a valve at the outlet. A
schematic diagram of the headbox is shown in fig. 4.1.

el — .
—> >
W w2
_.>-—- _9
91 92

Fig. 4.1, Schematic diagram &6f a closed head box.

The model will pp derived in a straight forward manner using mass-
balances energyfﬁalances and state equations for the air and the
stack in the head box.

Experience has §ROWn that. the models thqinéd in this way agree
well with the dypamical behaviour observed in practice. See e.g.

Lindstrém [1969]] ‘and Talvio [1969].,

The major assqm?;ion done in the analysisg are as follows.



© The momentpm terms in the energv balances for the air and stock

are neglecFed.

o The outlet areas are considered small in comparison with the
croes section of the tank.

© The density of the stock is assumed constant.

© The state changes of thé ‘dir are assumed adiabatic.

To describé the process the following notation is introduced

Wy airflow into head box [kg/seﬂ
o airflow out of head box [}g/se%
qq stockflow into head box [ﬁsfsed
q, stockflow out of head box Emafseq
h water level Dn]
A liquid area Dnﬂ .
A1 effective opening of air outlet );?J
A2 effective slice area [m?]
p air density in head box [}g/mﬂ
P, @ir density at atmospheric pressure [ﬁ/mﬁ
p head box pressure [ﬁ/mﬂ
P, atmospheric pressure [N/mﬂ
p, stock density lkg/ma
V air volume Eﬁ

The dyhémics of the system is the dynamjics of the gas flow and the
dynamics of fhe airflow, Since the air Pressure has a significant

effect of the gtock flow and the level has a significant influence
on the airflow the systems.:are strongly coupled,
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The Stock Flow System

A massbalance for the stock in the head box gives

g - i :
a€(pV) = 0,4, P,a, (4.1)
Since Py is assumed constant and

g.'_v :Adh

dt 2 dt

the massbalance (4.1) can be written as

The flow out of the head box can be determined from an energy
balance (Bernoullis theorem). We get
2 2

2 - - 3p .
dr + 2[}B vA] + QB QA + i T 0 (4.3)

c+|<
PN

B
f
A

where v is the velocity dr the lineelement along a streamline,Q
the gravity potential, p the pressure and p the fluid density.

To apply the Bernoulli therorem we neglect the momentum term. This
is perfectly legitimate since this term gives rise to dynamics of
the order of magnitude of the effective flow time through the sys-
tem. To integrated (2.3) we must also have a relation between P
and p. Assuming that the stock is incompressible i.e. p = p, We

get

v2 P-P

— gh + _J.

2 Po

or
P-Py

q, = A2V2gh t 3 —2
P2

The massbalange (4.2) for the stock can thus be written as

q « P-p
dh _ "1 2 : . 0 (B,4)
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Compare with the corresponding equation for a simple water tank
system, eq. (2.5).

The Air Flow System

A massbalance for the air in the head box gives

(pV) = w, - w (4,5)

To determine the air flow out of the head box an energy balance

is used. The momentum term in (4.3) is again neglected. To inte-
grate the term fdp/p a relation between the pressure and the den-
sity of the gas is needed. Under the assumption of adiabatic state
changes we find

K
N (4.6)
PO po

Neglecting the momentum term / %% dr in the energy balance (2.2)

the air velocity in the outlet becomes

RN 1
i K=1 k=1
%QL_ [(B_) -1] < (&2
P K

Po o
: K= Py o °o
; YRS 1 ;s 1
! =7 - k+1 k=1
| (_2_1_) _.57._9.@_) e, (kX
‘ 1 ki k= Po Po Po
|
U The massflow w, is then given by
1
i -1 k=1
2 P K p K+
A V - PP (=) -1 — < (=)
I 1 Kr 0O 0 [po ] pO K
w2=pOA1V=‘ -—1-— \
a2y |2 @y LI S
1 e+ k=1 Pofo P oy
“
(4.7)
"Furthermore
N
d Sy de . 4V
aEPV) =V FE te 3%
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and
dav _ _ dh
dat =~ Adt

where A in general is a function of h.

Hence

(ov) = v 92 _ o dh (4.8)

Combining the equations (4.5), (4.1) and (4.8) we now find that

the massbalance for the air in the head box can be written as

A ksl | w
dp . _ _11/2¢ ey . s |
dt - v \/K-i PoPo (po) L ty
pA p K q
- =2 2gh + 2 =2 (&) -1+ 1 (4.9%a)
v 9 0 v
fa)
when the airflow in the outlet is subsonic i.e. when
A
¢+
P_ . (Eil)r !
po K
and
1 -
- +
_d_p . A1< 2 )F 1 2k BR G (E_)K 1 N W,I
t ¥V “k+1 k=1 o' o Py v
A B
P K pq
- —2\2gnh + 2 Po -y - | o+ 1 (4.9b)
v fo | Po v

1
P_ (K+1>K+
Do K

The state equaﬁibn (4.6) has been used to express p as a function
of p in the third terms of the right meppers of (4.9a) and (4.9Db).

b
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Compare (4.9) with the corresponding equations for a simple air
tank.eq. (3.6).

§Hmmar2

Summing up we find that the head box dynamics can be described by

the equations

A P S q
dh _ _ "2 o |ep_ < il
at A—\/2gh*2;" e I v

2 o
A \ A A
k=1 p P k
Q-E=-V—1 2f1pop [(L) -1]“_?2'2@*2_2 (£-) - 1
5 © o ' ) Po
.
k+1
W q
1¢ 1 P k%1
Yyttt v o Py <« K )

where the air density p and the water-level in the head box are
chosen as the state variables. Notice that A and V in general will
be functions of h. It is frequently of interest to know the air
pressure in the nead box and the velocity of the stock flow out of
the head box. These variables are considered as outputs.

—\ e
= P
\/2gh+ 2§P° =V2gh+ z>p—‘2 {(-S—-—)" —1J
2

2 (o}

<
"

- (p )K ,
p = pO P (‘4‘.11)
o

Notice the physjical interpretations of the different terms of the
model. The intepaction of the air pressuyre on the level is only
indirectly throygh the influence of the air pressure on outflow
velocity. The stockflow influences the rate of change of p directly
through the compression of the air cushjon. Also notice that if there
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was no interaction between the air and fourth ters of the right
member of the equation for %% would vanish.

The head box dynamics can thus be represented by a second order
nonlinear dynamical system. The model is characterized by 9 para-

meters. The parameters A, A1, A, and V depend on the construction

2
data. Five parameters are fundamental physical parameters Po? Pos

Pys K and g. The values of q, and w, depend on the operating con-

1
ditions. The unknown parameters are easy to determine for a given

system,

Exercises

1. The choice of state variables is to a certain extent arbitrary.
Propose other sets of state variables and discuss their relative

merits.

2. Determine a nonlinear model for an head box according to Fig.

1.3 with an internal overflow.

3. Determine a nonlinear model .for a head box with Hornbostel hole

-aceording to Fig. 1.u.

4. Determine the dynamics of a simple closed head box when the state changes
of the air are assumed isotermic.
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5. LINEARTZATION

It was found in section 4 that the head box dynamics can be descri-
bed as a second order nonlinear dynamical system. To design control
strategies for steady state control it is convenient to have linea-
rized models which approximate the nonlinear dynamics for small
perturbations around a steady state. Assume that the following

control variables are constant.

Qq = qg stock flow

Wy = Wy air flow

A1 z A1s area of air outlet
A2 = A2s area of slice opening

It then follows from the equations (4.10) that the stock level h
and the air density p assume constant steady state values as given

by

1
2 k=1
W

_ k=1 1 -
L T B
popo 1

r 2
q P P K
hszj} ; - = (2 '1J- (5.1)

Linearizing the equations (4i1) and (4.11) around the stationary

sqlution hs’ g given by (5.1) we get

X _ i N . 1 _ 'I
g__}}‘ is 1. 1211 12 hhsi_[bn byjg O 0 Fﬁ g |
dt i i
[P=Ps | (329 - 35 | [P [P21 Paa Ppg Doyl - A
- — — - } !
W,l - Ws
AT A
5,2
- (5.2)
P~ DPg = 5= p )
s
v_| h=h o-p
Vs v s §§,H—w§ + gz . = ' (5.3)
eff eff Ps
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where
dg
a 3 -0 = -
11 1 EAheff
a = -0 .5-2'-
12 1 Pg
_ PA,
829 F T ¥ "%
22 T T%2 T By
g
o = SIS
1 2Ah £f
A o 1
W (K-1)(pS/po) EE . (K+1)g:T
o5V lo) T - Po 7
%2.° | 1
1 ‘ . P € k=1
8 3 i<+ 1
TE-;V—(K"‘]) 'E'C—)' D ( 5 )
L
B = kAR/V
L = ps/(ng)
heep = g ¢ (Ps - po)/(p2g)
by = - qs/(A2SA)
b21 = ps/V
T \b22\= -quS/(VAZS)
b23.='1/V
byy = = Wg/(A, V) (5.4)

The effect of the input qQy (stock) flow in the linearized model
is thus the sampe as the effect of the input A, (slice area) and
the effect of w, (air flow) is the same as the effect of A (area
of air outlet), | | | o

The parameterg of the linearized model gppear in a slightly more
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convenient form if the state variables

Xy = h-hy (5.5)
Xy = (Kl/ps)(p-Oé)
the inputs

' q
u, = (g, - q, WA - ==2—(A, - A, )
1 18 AAzs 2 25 (5.6)
= KL _ - - -
Uy F SV (w1 ws) (WS/A1S)(A1 A1s)

N
©

and the outputs

Y17 (5.7)
} 2heff(v - vs) i !
Yo = =TTV = Xy X,

8

are introduced. The state variable X in (5,5) is the deviation in

head box pressure measured in m H, 0, the input u, is the nomalized

input due to stock flow or slice gpening and the input u, is the
normalized input due to air flow or opening of air outlet and that
the output Yo equals the total pressure measured in m H20. The
linearized head box model now becomes

T
i

1 Ty Ty X4 L Y4

y = ! (5.8)

With the chosep normalization the linearjzed head box model is thus
characterized by three parameters &y aé and B.where

q
s
o - ———
1 2Aheff
r - A
we o (rm1) (e /p,) Pg (K+1;-1
—_— ]
QQSV ‘&!po)K 1 -1 0y 2
o =
) i 1
| ow ' p %=1
s S K+1
5 V (K"l' ) - > (—=)
_2_‘_33-‘:-“& 1 pO 2
.
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A comparison with the equations (2.7), (2.8) and (3.7), (3.7)
shows that:

o the parameter @, is the inverse time constant of & water tank

1
with flow Qg liquid area A and height hyee = h # ps/(ng)

0 the parameter @, is the inverse time constant of an air tank
with flow W, volume V and density P

The model (5.8) can be interpreted as a the dynamics of a coupled
water tank air tank system. The parameter B = k%2A/V expresses the
coupling. If B= 0 the only coupling is through a i.e. the effect

12
of the air pressure on the outlet velocity of the stock.

Block diagran

A block diagram of the linearized model is shown is Fig. 5.1

-

9y -dg 1 u) * ' Vs Y2 =V-Vs

A _ z( 2he

Uy -Ug J’EL U2 %3
:I PsV

-03

Fig. 5.1. Bléock diagram of linearized medel for a simple closed head

box. J
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Observability and Controllability

The controllability matrices for the inputs u, and u, becomes

1
’ =[1 —al(1+6) ]
1 »
] —alB(l+B)-Ba2
. ._[0 —al ]
5 =
pl -(az+8al)

The system is thus controllable from either input. The dngle between
the vectors of the controllability matrices are

Ba2

|sin 8| =

2 2 2 1402 2.2
J(lﬂs ) + ] (1+B)(146) + aZf” + 2000 23 (1+8)

o

1

sin 6, =
2 2 2
oy + (a2+8al)

Notice that for large B both angles are of the magnitude 1/8.

The observability matrices becomes

1 0
Ql :[ ] =
] B2

g -Qtplyy  ~(L4Play - o

&

The system is thus observable from either output. The angle between
the vectors of the observability matrices are given by

*2

|sin 61| =

2 2
Yq " 2
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|sin ©,] = —
2 2 2. 2
2(al(l+8) +a2+2ala2(l+p))

Notice that for large B the angle 62 is of the order 1/8 while 91

is significantly larger.

Invertibility

The inverse of the dynamical system (5.8) is obtained in a straight
forward way. Since the output at (5.8) does not contain the control

__ variable explicitely the output equation is differentiated. Hence

- N | IS 1 R I [

il 2

- = 1 0 -
o IO | i I DO I
—(l+B)al (a +Ba., *a. ) 1+8 1 u

i Kol
{

Hence

(L P 200

Introducing this in (5.8) we get the inverse system.

e
"

ST
0 ta, X -(1+p) 1

2

which is staple but not asymptotically staple.
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Transfer Functions

Transfer functions relating the state variables and the outputs
to the inputs will now be derived. The characteristic equation
of the linear model (5.8) is given by

N o 2 )
A(s) = 8° + s(ot.1 ¥ oo, ¥ 801) taqa, (5.10)

b

b1
<o

The rool-locus of this equation is shown in Fig. 5.2

®

-a2 -q

Fig. 5.2. Root locus of the equation (5.710) with respect to the

cross coupling parameter B

The characteristic equation has negative real roots for all positive

values of B. For B = 0 the roots are oy and o As B increases the

2‘
root closest to the origin will approach the origin and the other
root will be fupther removed. For large values of g the roots are

given by

51 v (12 = 8(1*9‘1)

o 2122

8 T
2 u1+a2+ﬁg1

The transfer fupetion relating the state variables to the input
is given by '



2 ;

5.+ o 0
| L - 1 (5.11)
| = .
| G188) = xtey
The transfer function relating the outputs to the inputs is given
by
|
; s + 02 =0y
1 GQ(S) = INC)) (5.12)

(1+B)s+a2 s

The character of the Bode diagrams of this transfer function is
shown in Fig. 5.3 and Fig. 5.4. Fig. 5.3 shows that stock flow
varjations in the frequency range (0, 82) are transmitted to the
jet velocity with practically no damping. Similarly Fig. 5.4
shows that fluctuations in the air flow in the frequency range
| (a1, 32) are transmitted to the jet velocity with very little

damping. The graphs in Fig. 5.3 and 5.4 also indicate that vari-
| ations in both inputs are transmitted to the stock level with

| significant damping for frequencies above 5y v az/B.

IG(iv)]

log

~T——

~log B

T T \ =
T
$) ~ '} a, a2 sa~ & fi log W

Fig. 5.3. Amp}*Fude curves for the transfar functions relating jet
velocity and stock level to stppk flow,
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a2

s ~ 2L @ 82~ P tog  w

Fig. 5.4. Amplitude curves for the transfer function relating
’ "jet velocity and stock level to air flow.

A Numerical Example

Numerical values of the coefficients for a typical head box are
given below,

Material constapts

p, = 1000 kg/m?
y o = 1.293 kg/n®

Py = 10.5 o,

k = 1.4

g = 9,81 m/s?

Construction qqta
v=itom®

A= 10 m°
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given indirectly through q

o
u

given indirectly through W

Operating data

1 m3/s
0.245 kg/s
= 0,5 m
1.62 kg/m®

D 5 g 0
T TR TR )

Hence

B = 4.5 P2g
eff 0.5 ¢+ 4,5 = 5§ m
= 0.5 + 4,5 =16 m

' dg 0.01
0q = m5pz—— = 0, m
1 2Aheff

(o]

u g

p
h
L

K=
W, £5=1) (.ps/po)

= 0,03507
K=
(ps/po) -1

- KAL.
B = =5~ = 20.98

31

The stock flow 9 and the air flow W correspond to the following

values of the control variables

= qS.
u10 =K"= 0.1 mls
KWs Bw
Uyg = N = ;;% = 0.317 m/s

Compare with the equation (5.8).
The linearized model is then given by

dt
X, -Q,21 -0.25 x 21

| PRSI S
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The outputs are

Vi = %Xy liquid level [m]
Yo = X, air pressure [m]
Y3 = X4 + X, total pressure[m]

0.99(x,+x,) slice velocity [m/s]

<
¥
!

The characteristic equation of the system matrix is

s 4+ 0.268 + 0.0021 = 0

.~ _which has the solutions

S

s, = = 0.2585

- 000015

(3]
]

The system thus has one fast mode with a time constant of about
4 s and one slow mode with a time constant of 670 s.

The responses of the system to step changes in the inputs are
shown in Fig. 6.6, Fig., 5.6, Fig., 5.7 and Fig. 5.8.

Due to the large differences in time COnptants it is necessary
to show twe sets of curves with differeh; time scales.
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=  total pressure [m)

pressure [m]

0.05

stock level [m]

| ]
' 2 . 3 4 5
Time [s]

Fig. 5.5. Resppnse of the head box mode:]. fS 13) to a step disturbance
in quck flow W1th amplltude Q. p1 m3/s corresponding to
1% of steady state flow.:

P VI . S —

0.02
air pressure [m]

/

total pressyfe (m)

0.01

level [m)]

-0.01 | ' ' g |
1 2 3 ' 4 5
Time [s}]

Fig. 5.6, Respopjse of the head box model (5.13 ) to a step distur-
bance in air flow of 0.002u5 Fg(s corresponding to 1 %
of steady state flow.



total pressure ([m}

01 |

stock level [m]

0.05

air pressure [m]

| ! | J

1000 2000 3000 4000 5000
Time [s]

Fig. 5.7. Response of the head box model (5.13) to a step distur-
bance ih stock flow with amplitude 0.01 m3/s correspon-
ding to 1 % of steady state flow.

0.10 B
air pressure [(mj
0.05
totq] pressure y, [m]
0
-0.05
level [(m}
-0.10 ] | 1 1 |
]000 2000 3000 4000 5000
Time (s3]

Fig. 5.g. Requpse of the head box mode} $5 13) to a step distur-
banqg in air flow of 0. 00245 Fg[s correspondlng to 1 %
of ﬁpeady state flow.
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In response to a step change in the stock\flow the air pressure will
rise very quickly to reach a maximum two seconds after the applica-
tion of the step (Fig. 5.5). The air pressure will then decay slow-
ly to the steédy state value (Fig.5.7). The liquid level X, will
increase slowly 1n response to a step in stock flow and settle at
a new steady state level after severél thousand seconds. The total
pressure aqd the slice veloc1ty W1ll respond very quickly to a step-
change in #tock flgw and settle on a new level after a few seconds.
| v
Fig. 5.6 and Fig. 5.8 show that a step change in air flow will make
the air pressure increase rapidly during the first seconds after
the application of the step. The air pressure will-then continue
to increase slowly until a new steady etate level is reached after
several thousand seconds. The liquid level will decrease slowly
until a new steady state level is reached after several thousand

seconds.

The response of a zero input system with given initial conditions
is shown in Fig. 5.9. This figure shows that the total pressure
and the jet velocity decay with the fast time constant to levels
that are close to zero which the stock level in essence decays
with the long tlme constant. Y
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0.15

0.10

0.05 stock level [m)

total pressure [m]

air pressure [m)

-0.05 L 1 1 I
10 20 30 40
Time [s]

Fig. 5.9, Illustrates the solution of the system equations with
zero inputs and given initial copditions.

Exercises

1.~ Determine g linearized model for a c}gsed head box according to
Fig. 1.3 with an internal overflow.

2.- Determine a linearized model for a heqd box with Hornbostel hole
according to Fig. 1.4,

3.- Compare the dynamics of the simple closed head box with the
head boxes in exercises 1 and 2,

4.~ Consider the linearized head box model according to equation (5.8).
Assume that g »» 1. Show that the step responses of the state variables
bave the chargcteristic shown below.
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6. DESIGN OF CONTROL STRATEGIES

The 1ineariged model of the head box obtained in section 5 will now

‘be used to éiij_scuss the control problem and to design control strate-

gies. The head box model is a second order dynamical system with two
inputs and two outputs. The first input is the stock flow and the
second input is either the air flow or the area of the air outlet.

The outputs are the stock level and the jet velocity and the state
var'iablgas were arbitrarily. chosen as stock level and air pressure.

The sydgtem is completely controllable and completely observable from
any inéut and any outfmf. The system also has a stable inverse.

A characteristic feature of the system is that there is one fast mode
and one slow mode. In the numerical example these modes correspond to
time constants of 4 s and 670 s. The . couplings of the system
are, such that the fast mode dominates the response of the jet veloci-
ty to both inputs. It is thus possible to get a quick response in |
jet velocity through both 3'.1'115uts. We can thus conclude that the dyna-
mic properties of the system indicate that the control problem is
straight forward. It should be observed, however, that the closed
head box can not be used without control. Tt was thus not possible

to use the closed head box invented by Malkin until a suitable control

system was invented.

The simple Hormhbostel hole provided a solution. It was found that

the Hormbostel hole has major disadvantages. It controls the level
fairly accurately but it introduces fluctuations in jet velocity.

The response of a head box with a Hornbostel hole is also oscillatory
with low damping which implies that it actually amplifies some of the

distrubances,

Review of Disturbances

As was stated in the introduction the major disturbances are fluctua-
tions in stock flow and air flow. With a good flow control system there
can easily be fluctuations in stock flow of about ore per cent. Using
the numericgl example of section 5 we find for example that a variation
in flow of 1 % corresponds to u; = 0.001, In the steady state this
will correspond to a level variation of 0.} m (20 %) and a variation
in jet velopi.ty of 0.05 m/s. (0.5 %). Copsidering relative variations
the low frequency gain is thus 0.5. It fo]..}.ows from the Bode diagream
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that this holds for frequenecies up to 0.25 rad/s.

A variation in air flow of 1 % corresponds to u, = 0.003 kg/s. For:
low frequency variations this corresponds to a level variation of
0.1 m (20 % ) and variations in the jet velocity of 0.05 m/s.

A reasonable criterion is that the level variations should be reduced
to about 0.02 m and jet velocity variations to 0.01 m/sec.

-

Conventional Control

Since the head box is a multivariable system with strong interactions
there is no straight forward way to design the control system using
single loop concepts. In the literature and among the practitioners

of head box control it is also possible to find several opinions con-
cerning the most suitable control system. It is possible to distinguish
between two different single loop systems. In one configuration

the measurement of total head is used to control the stock flow and

the level signal is used to control the alr flow. In the other configu-
ration the regulators are reversed in such q way that total head controls
air flow and that stock flow is controlled by the stock level. See Fig.
6.1. Since the systems are completely characterized by giving one loop
they are refeyred to as total head/stock flow and total head/air flow

v

respectively,



Fig. 6.1,

Schematic diagram of two schemes used for conventional cantrol of head
boxes. The system on the left is called the total head/stock flow
system (scheme 1) and the other is called the total head/air flow
system (scheme 2). |

The systems have different characteristiog gs will now be discussed
heuristically.

The Total Pressure/Stock Flow System

To see how this system behaves it will be as,sumed that the stock level
and the air pressure are both too high m:].tially The response of the
system w1thoqt control in such a Slfuatmn is shown in Fig. 5.9. The
charvacter':].atzl.c features of the system without control is thus that

the tQtal Ppessure drops fairly quickly tg a low level which will
decrease t0 zero slowly as the stock l.eVIa} goes to zero. If proporticnal
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regulators are installed the action can be described as follows. The
total pressure signal will dscrease the stock flow which in turn will
cause a decrease in both stock level and jet velocity. The other regu-
lator will close the air valve which in turn will increase jet velocity
and decrease the stock level. Both control actions will thus tend to
decrease :.level while they have the opposite effect on the jet velo-

city.

The Total Pressure/Air Flow System

Assume again that both level and air pressure are tco high initially.
With proportional regulators the total pressure signal will open the
air valve which in turn will decrease the jet velocity and increase

the level. The level signal will decrease the stock flow which will
cause a decrease in both level and in jet velocity. Both control actions
will thus tend to decrease jet velocity while they have opposite effects

on the level.

Pole Placement

Since the system is controllable the control system design can be
achieved through pole placement. Introduce the linear feedback

2 R

_ *1 2

u-—[ ](x-xf)
%3 Ly

The closed loop system then becomes

— (o +2 - 3
g =[ (0‘11'1) (al+ 2) } .
dat | _ % -0 _ - BL &
Ak P "2 P - P
A
M 2 139
+ xref + . 1 v
%
R,3+BJLL’ 4 1

.
"

where the disturbance v is composed of vapriations in stock flow (vy) and

in air flow (;f/?).
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The characteristic equation of the closed loop system is

2 ] : _
s + S(al+a2+6al+622+zu) + ala2+a [ +a2£1+2 B0y fg=R Ry = 0

17y 17477173772
T e ™ S T e ™
% )

The transfer function relating the state variables to the disturbances

is given by

. 1

Sta, iy o+, 1 0

X(s) = V(s)
(a1+21)+£{3 s+a2+6ul+3£2+lll B 1
5+a2+eal+szz+zu —(al+£2) 1 0

~ 1

® &) | V(s)
—(B(al+£l)+23) s+al+zl 8 1

| S+a2+ﬂ.q —(al+22)
. 1 -
oF 7 vis)

The transfer function relating the output to the disturbance is

- L
Xj () + X, (8) = 5753 [Q+g)s + o g

+ 2

2 -4

, S, - 22] V(s)

4 1

The expressjons given above can be exploited to analyse conven-
tional proportional control schemes and to design suitable regulators.

Design Using Linear Quadratic Control Theory

The head box control system can also be designed using linear quadra-
tic control ‘theory. To illustrate this the system introduced in the
numerical example of section 5 will be used, The properties of the

control styategies will be illustrated by analysing the response of



the system when the level initially is 0.05 m above its derived value:
and the pressure is 0.1 pg I\I/m2 above its desired value. The response

of the system without control is shown in Fig. 6.2.
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Stock level [m])

Total pressure [m]

Air pressure [m)
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Timels]

Fig. 6.2.
Simulation pf the head box of Example 5.1 without control.

L1l

To design the control strategies the systep was sampled with the sampling

interval 0,8 s. The control strategies were then designed using straight

forward linear quadratic theory. 7

Exanple 6.1

In the firgt case deviations in jet veloc:i,Fy and control actions were

penalized through the loss function
11
L X

%, -
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3, -

The choice of relative magnitudes of the elements of the 2} matrix were
guided by the fact that u, in the steady state is about 3 times larger
than W, and that it was judged desirable to let the air flow take the
major burden cf control since rapid fluctuations in stock flow may
generate rapid variations in head box consistency. The loss function:
given above gives. the. followmg ‘steady state solution to the discrete
Riceati equation

1.410 1.396

1.396 1.384

and the optimal feedback .is given by

0.0465 0.0451
0.211 0.205

The result of a simulation of the system with the optimal feecback

is shown in Fig. 6.3. The Figure shows a significant improvement in the
response of the jet velocity in comparisen with the uncontrolled system
in Fig. 6.2. Notice, however, that the stock level still decays very
slowly. This can of counse be expected s:{.nce the stock level was not
penalized in the loss function. Also nOtipg the relative magnitudes

of the con'[:rol signal. The major burden qf the control is on the air
flow as was aiated.

w
g H
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S:imla'tion tf the closed head box with e optimal regulator correspond-
| Jop 0
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ing to the criterion ¥ = (1 1), 4, = ( ).,
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Notice that both control variables will initially assume negative values.
This means that both stock flow and air flow are reduced which will re-
sult in a decrease of jet velocity. The effect of the control actions

on the level will more or less cancel each other which means that the
level will not change very much. The regulator obtained will thus res-
smeble ‘the conventional total pressuie/ stock flow system. The optimal
feedback can be written as

o
1

= - 0.0451(xi + X2) - 0.001M4 x

c
I

S - . + - ]
- 0 205(x1 | X2) 0.0086 X

which implies that the feedbacks from total pressure (xl + x,,) to

stock flow and air flow are dominating.
A

Example 6.2

Suppose that we are not satisfied with the control system of Example 6.1
and that it is desired to have a control system where the stock level
decays more rapidly after a disturbance. It could then be attempted

to penalize deviations in the stock level as well as deviations in

jet velocity, As an initial attempt we wil] go to the extreme and
introduce g sjgnificant penalty on level errors through the loss func-
tion defined by

W)
o)

The selection of a 1mp11e.; that dev1at10ns in stock level are weighted
by V10 in comparlson with deviations in total pressure. Using a sampling

interval of 0,5 s the steady state Bolutlou 'Fo the discrete Riccati equa-

tion becomes

x (138.4& —3.149)
-3.u9. 1.57



and the gain of the optimal sampled regulator becomes

0.176 0.040
L = )
-2.224  0.299

A simulation of the system with the optimal feedback is shown in
Fig. 6.4,
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Fig. 6.4

Simulation of the closed head box with the op timal regulator corresponding
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A comparison of Fig. 6.4 and Fig. 6.3 shows that the stock level de-
cays more rapidly in Fig. 6.4 as could be expected. A comparison of
the control signals in Fig. 6.3 and Fig. 6.4 shows that there is a
significant\ difference between the corresponding control strategies.
In Fig. 6.4 the stock flow (ul) will initially be negative as in
Fig. 6.4.The air flow (uz) in Fig. 6.4 is, however, positive while
it was negative in Fig. 6.3. The system in Fig. 6.% will thus exert
more control actions to bring down the level. In order not to change
the jet velocity both wontrol variables must be carefully matched
when they are of opposite sign. Intuitively we might therefore ex-
pect the system in example 6.3 to be more sensitive to parameter -

variations.

The system in example 6.4 ressembles the conventional total pressure/
air flow system.

Notice the significant differences in the gains of the systems of
example 6.3 and 6.4. The elements 2y differs by a factor of k.

The element %91 is of opposite'sign and differs by an order of magni-
tude.

Sensor and Agtuator Dynamics

In the analysis just carried out it was shown that the head box could
be controlled with a digital regulator having a sampling interval of
0.5 s. The sensor and actuator dynamics wepe completely neglected in
the analysis; Typical orders of magnitude are given below

(o} A conveptional DP-cell has a time cbngsj:ant of about 0.5 s

(e] If the stock flow is controlled by q thyristor controlled

v motor pump the dynamics of the motor can be neglected. The dyna-
mics gsgociated with the acceleration of the stock depends strong-
ly upop the details of the flow system, Time constants of about
0.3 -~ 0,6 s are sometimes quoted.

e} If tp,e gtock flow is controlled by q by pass valve there may be
time ponstants of about 1 s associated with the valve
' , e

o There ip also a pure time delay fropm "Fhe stock valve to the head box
. g ) oy
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which again depends strongly on the design but can be of the order
of magnitude of seconds.

To pbtain a good head box control system it is apparently neeessary
to take sensor and actuator dynamics into account.

Exercises

1. Use the s:i:mplified head box model to explain why. the closed head
box can not be used without control (Hint. Analyse the effect of
a step in stock flow on the level).

2, Consider the conventional schemes for head box control. Assume
proportional regualtors and analyse the pole configurations that
can be obtained.

3. Consider the pole placement problem. Assume that the control variables
are permitted to saturate for a level error of 0.5 i and a jet
velocity error of 2 m/s. Determine the admissible region of the
poles of the closed lcop system. Use the numerical values of the
simple example.

4.  Analyse the effect of sensor dynamics on the control strategies
of example 6.3 and 6.4.

5.  Consider the simple head box model with a general feedback accor-
ding to. (- ). Analyse if it is p(jééible to choose the feed-
back gaip in such a way that the transfer function relating
fluctuajl:ions in jet velocity to disfurpénces in stock flow has
desireg: Pmpe‘rties .
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DYNAMICS OF THE WET END OF A PAPER MACHINE
1. INTRODUCTION

In this chapter we will discuss the dynamics of the wet end of the
paper machine i.e. the part of the paper machine from the thick stock
valve to the couch. The wet end thus includes the the head box whose
flow dynamics was discussed-in the previous -chapter.The main purpose of
the model of the wet end is to describe how variations in the thick
stock flow and concentration will affect the basis weight at the couch.
The basis weight at the couch is thus considered as the output of the
model. There are also other important control variables, the flow -
through the fan pump, the slice opening, the air flow to the head box
and the wire speed. The essence of the model will thus be to describe
the fibre balance in the wet end of the paper machire. The physical
fenomena involved include mixing and separation of the fibres. These
fenomena are very complex and in contrast with the flow dynamics of
the head box discussed in the previous chapter it will no longer be

possible to derive an accurate model from physical principles alone.

The chapter is organized as follows. A description of the process is
given in section 2. Properties of water fibre mixtures are briefly
reviewed in section 3. Section Y4 deals with mixing phenomena. The
drainage on the wire is discussed in section 5. A crude model based

on several simplifyirig assumpticns on the mixing of the fibres and

a simplified déscription of the drainage on the wire is discussed

in section 6. A. refinement of the model whic¢h considers the vari-
aticn of the retention with the basis weight is discussed in section 7.
The models in sections 6 and 7 assume that the stock can be considered
as composed of water and fibres alone. In section 8 it is taken into
account that there might be other components and also that different
fibers may behave differently. More elaborate models are briefly re-
viewed in section 9. These models include more detailed descriptions
of the drainage on the wire.which permit modelling of the wet line.

In section 10 the models obtained - are compared with measurements of
dynamics on the real machines that hawe been reported in the literature.
Since the measurements reported in the literature are rather meager
this section is very brief. Notes and references are given in section
11.



2. PROCESS DESCRIPTION

A schematic diagram of the of the process is shown in Fig. 2.1. It
should be emphasized that there are many variations in process design.
The following description should therefore be considered as an example
only.Thitk stock. (fiock massa) from.the machine chest edtérs in the left of
Fig. 2.1.The concentration of the thick stock is regulated f:hrough dilution
with white water as indicated in the Figure. The regulation is based

on a measurement of shearing force (skdrkraft). The shearing force is

a function of the fibre concentration but it also depends on many other
variables like velocity, viscosity, cdncentration of additives ete.
Following the concentration regulator is the thick stock valve which
controls the flow of thick stock to the wet end of the paper machine.

The thick stock is diluted with white water:from-the wirepit

and pumped - . by the fan pump through the screens and cleaners into

the head box. The diluted stock (tummassa) flows out of the head box
and onto the wire where the water is drained and part of the fibers
remain on the wire. To obtain efficient drainage  thé' wire

is usually provided with various devices -shown - v in Fig. 2.2.



Fig. 2.2. Schematic diagram of wire part of a Fourdrinier machine

ee



In Fig. 2.2 the slurry from the head box first passes over the wet
suction boxes which simply are boxes provided with low pressure where
the water is sucked out (many paper machines do not have wet suction
boxes). After the wet suction boxes follows the table roll section.-
The table rolls are simply rolls which are supporting the wire.
Through hydrodynamic effects there will be a suction pressure at the
nip of.the table rolls. After the table rolls follow the dry suction
boxes. These are again boxes with vertical walls provided with low
pressure where water is-sucked out. The paper machine is usually operated
in such a way that the slurry covers the mat at the beginning of the
dry suction boxes. Somewhere ir. the middle of the dry sucticn bowxes
the slurry is drained in such a way that there is no free water surface
above the fiber mat. The position where this occurs can easily be observed
visually on the paper machine. This position is called the wet line.
After the dry suction: boxes follows the couch roll which is usually
provided with low pressure. A significant amount of water and fines are
drained through the couch roll. The mal is removed from the wire after
‘the couch roll and passed on to the press section. The water and
the fibres that are drained on the wire are sometimes collected in
trays and fed to a separate tank. In other cases there is a big tank
undermeath the wire where all the drained water and fibers are collec-
ted. This big tank is called the wire pit. The water required to dilute
the thick stock is taken from the wire pit or the storage tank. There is
also an overflow of white water from the wire pit which is fed to the

stock preparation system.

Control Variables

The major control variables are SR

thick stock flow

thick stock concentration
flow. through fan pump

slice opening

air flow to head box

head box wvalve

wire speed

pressure in wet suction boxes
pressure in dry suction boxes

couch vacuum



Outputs

The major output. variables are

basis weight at couch

jet to wire velocity ratio

Disturbances

Tne major disturbances are variations in thick stock concentration and

in fiber properties which affect the rentention on the wire.



3. PROPERTIES OF WATER FIBRE MIXTURES

Since the processes in the wet end of the paper machine are flow, mixing
and separation of water fibre mixtures it is dimportant to understand
the properties of such solutions. Fibres are typically 2 to 5
millimeters long. They have the width 20 - 40 p- and a thickness

of 10-15u. A fibre water . mixture is thus a typical 2vphase-system.

A simple order of magnitude calculation where the fibres are approxi-
mated by &pheres with a diameter equal to the fibre length indicate
that fibres will interact at very low.concentrations. (0,01 - 0.1 gramme/
100 ml). It has in fact been demonstated that the fibres form an elestic
network. Fibre water mixtures thus have a very complicated flow pattern.
This is illustrated by the graph of Fig. 3.1 which shows the pressure
loss curve for water fibre mixtures. Notice in particular that water
fibre mixtures have less resistance to flow than pure water at high
speeds and high concentrations. Studies of water fibre mixtures have
shown that their flow pattern can be described as follows. At low
velocities the fibres form a rigid network which flows like a plug

in the centre of the tube. The whole velocity gradient is conceéntrated
to a narrow region closed to the wall. At hignhep velocities the network
is broken up into several small pieces and at very high velocities

the network is completely broken down.and the flow pattern is close

to the turbulent flow of a Newtonian fluid.
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4, MIXING

An important part of the concentration dynamics of the wet end of a

paper machine is composed of mixing phenomena. There is mixing in the

wire pit, in the head box, in the fan pump, in the screens and cleaners

and in the connecting tubes. From the discussion of the properties of
vater fibre mixtures in the previous section it is clear that the mix-

ing phenomena are very complex. It is certainly riot true that there is
perfect mixing in the head box and in the wire Pt and that the connec-
ting tubes only serve at the pure transportation. According to zore

sources the majer part of the mixing tekes place not in the tamks but

in the tubes themselves. These different mixing phencmena will be discussed

in the following.

Mixing in Laminar Tube Flow

The dynamics of concentration variations in a tube with
a stationary laminar flow will first be investigated. It is
assumed that the concentration across the inlet is con-
stant. This concentration is taken as the input to the
system. The average concentration over the cross section
of the tube at a distance a downstream from the inlet is

taken as the output. let the tube be circuler tube with
radius ry. Let r denote the distance from the center of the

tube and x the distance downstream from the tube inlet.
Let c(r,x,t) be the concentration at a point (r,x) at time
t. If the flow is laminar we have

c(r,x,t+h) = c(r,x-hv(r),t) (4.1)

where v(r) is the velocity at a distance r from the center of
the tube. The concentration thus satisfies the following
partial differential equation

e . _y(py 3¢ | 4.2)

2t Ix

Since the concentration at x=0 is assumed independent of r

we get
c(r,0,t) = u(t) (4.3)

where u is the input. The output is the average concentration

at x = a 1i.e.



y(t) = 2r0—2 IO rce(r,a,t)dt (4.4)

The dynamics of the system can thus be represented by
the equations (2), (3) and (4). The state is the con-

centration in 0 < r<ry 0s xs a.
. b ] ’

Input Output Relations

Introducing (1) into (3) we find that the system can

be characterized by the input output relation

-2%0

y(t) = 2r,"°/" v olr, 0, t——2— )dr = (4.5)
0 v(r)
T
= 2r0_2 fO r u(t- -2 H)dr
0 ' vir)

Taking Laplacetransforms we find

The +transfer function is thus given by

»

a
I\ ———
G(s) = 2r0_2 fore_s v(r)dr =
0

(4.6)

1o et ay v iaren?
a/N



where the last equality is obtained by changing the variables

<2 5 t and v—1 denotes the inverse function.

v(s)

Now use the definition of -the Laplace transform
6(s) = s e ®th(t)at
0

and we find that the step response of the system is given by

0 t < a/v0

B =Y g Wvlaro1? ¢ 5 arvg (4.7

~ Notice that the equation (6) can also be obtained by taking
Laplace transform of (2), (3) and (4).

The equation (7) can be derived directly by assuming that the
system is initially of rest and making a unit step change. The
concentration after the step is shown in Fig. 1.

Fig. 1 Concentration after a unit step.



For x=a the concentration equals 1 for

r < rl where

tv(rlT = a

= V—l( a

==

t

i.e. 1
1

The average concentration of x = a is thus

t < a/v0
y(t) =

[r,"tv a/t)1? t 3 alv,

which is i1dentical to (7)
EXamQLg b4.,1"

As an example the following velocity profile will be considered

- n
v(r) = \ [1 - (r/ro) 1

Then
r = ro [1 _ M]l/n
Vo
Hence
0 t < a/v0
(9) H(t) =
(1~ & )2/n t 2 a/v0
vt

(4.8)

10
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Fig. 4.2 shows the step responses for different values of n.

0.5

~

Fig. 4.2. Step responses for mixing due to the velocity profile (4.8)
for n = 1,2,4,8 and 16. The dashed curve shows an exponen-

tial curve for comparsion

For n = 2 we get in particular
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The analysis thus indicates that due to the velocity profile

the concentrations of laminar tube flow will have a dynamics
which can be approximated by time delay and a time coenstant

which is of the same order of magnitude as the time delay. Notice,
however,that the convergence of the step response to the steady
state value is significantly slower than exponential at least for

the profiles chosen in Example 4.1.

Applications to Tube Flow in the Paper Machine

The analysis just given assumed laminar flow. In turbulent flcw there
will be a mixing across the tube. Since the flow pattern-of water
fibre mixtures is complicated there might be an effect similar to

the one for laminar flow for water fibre mixtures.' In particular

in the region where the flow is not completely turbulent. A similar
mechanism will of course also occur in tube bends. A particular case
is the inlet 6 the head box where the tube enters one end of the head
box and the flow is distributed along the whole width of the paper

machine.

Mixing in Pumps and Head Box

There is undoubtecdly a considerable mixing .in the fan pump and there
can also be mixing in through the action of the perforated rolls in
the head box.
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5. DRAINAGE ON A WIRE

The separation of water from the fibres on the wire is a very impor-
tant sub-process of the wet end of a paper machine. It is also a

complicated_process which is very difficult to'describe.

When the slurry leaves the head box it enters the wire and water is
drained from the slurry as it moves along with the wire. Underneath
the wire are suction boxes, table rolls etc. In this section we will
briefly review the models and measurementsthat are available to de-

scribe the drainage mechanism.

Simple Drainage Theory

A simplified case will first be analysed. Consider a fibre water mix-
ture above a stationary metal net or plastic net as indicated in
fig. 551,

__—slurry
__fibre mat

prlastic net

Fig. 5.1. Simple drainage element



The gravity or a suction pressure will force the slurry through the
net. If the fibres are large in comparison with the net some fibres
will be caught. In doing so they will form a mat which will cause
more fibres to be caught. If it is also taken into account that the
fibres are not of uniform size, they will not be caught on the upper-
most part of the fibremat but they can also be caught inside the mat,

causing the holes in the mat to be smaller.

To model this phenomena mathematically, we can use a mass balance as

follows

d _
a?(m) = qO(CS - Cf) (5.1)

In this equation m means the mass of the fibres in. the mat, 45 is the

flow through the mat which is assumed uniform, ¢ is the fibre concen-

tration in the slurry and cc, is the fibre concentration in.the filtrate.

The equation (5.1) simply tells that the mass accumualted in the mat
equals the incoming fibres minus the outgoing fibres. Introduce the
basis weight w through m = Aw and observe that the flow a, is given
by

s o dh _
q, = A5 T An

Furthermore let the pressure difference across the mat be Ap and assume

that laminar flow we get

kApec
- AE - V; m
9% K 1 W
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where <, is the average fibre concentration in the mat. Furthermore assume

that the concentration of the filtrate is zero. The equation 5.1 can then

be written as

dw _
W P klApcm;o

Integrating this equation, we find the following relation between the
basis weight of the mat above the wire and the time.
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W (5.2)

According to this simple theory the drainage time is proportional to
the square of the basis weight and its inversional proporitional to
the pressure difference to the fibre concentration in the slurry and

in the mat.

Drainage of Water Fibre Mixtures

Experiments of drainage of pulps paper making and consistencies have
been performed by WahlstrSm and 0'Blenes. A copy of Wahlstréms paper
is included in Appendix A of this section. Their experiments do not
agree with equation (5.2). It has instead been found that the drainage

time is given by the following equation

o

3 - o

t=<-4p W (5.3)

O

where the number n experimently has been found to vary from 0.35 to
0.53 and the parameter o between 1.7 to 3.5. The coefficients vary
with pulp type and degree of beating. The reason behind the discre-
pancy of (5.2) and (5.3) is that too many simplifying assumptions were
made in deriving (5.2). In particular it was not taken into account
that the fibre mat is compressible, neither that the filtred consis-
tency is nonzero and that the concentration varies across the fibre

mat.

Dynamic Effects

In their experiment, Wahlstrm and O'Blenes also found dynamic effects.
If the pressure is suddenly applied across the system the flow does
not response immediately. The flow q can be determined through the -
equation of motion (Navier Stokes equation) which gives the velocity

as follows

X,
dv _ av oV 1 _ 1 u 2 M .
- =z %Y 40X _= - == 13 L
at “at Tax, a F S grad p + i VvtV (div v)
This equation is impossible to solve in a complicated situation like
fibre drainage. Order of magnitude estimates can, however, be made as

well as experiments. Fig. 10 of Wahlstr®m's paper shows a typical re-
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sult. In this graph an attempt is also made to resolve the flow
transient into two terms. It follows from the results that the flow
has a settling time of 0.02 to 0.05 seconds. Applied to the drainage
on the wire of a paper machine this implies that the flow does not
sense the detail of the pressure distribution underneath the wire
but rather that it takes averages of a distance corresponding to
about haif a meter.

Consistency of Filtrate

One reason that the formula (5.2) does not agree with the experiments
is that it was derived under the assumption of zero concentration in
the filtrate. A theoretical analysis which has been verified by experi-

ments gives the following formula for the concentration of the filtrate.

cp = 1- (@1 -a)e ™ ¢
o

where the parameter a is called initial retention and w is the basis
weight. A typical value of y is.50 m?/kg.

More Complicated Drainage Models

Since the simple model does not describe the drainage several more com-
plicated models have been proposed by Meyer and Ingmansson.
These models take into account that the fibre mat is compressible and
that the fibre concentration varies across the mat. The models are

given in terms of partial differential equations for the fibre concen-

tration or for the drainage rate.



B B
s

et i

p
dn

1d.
nd
ak
ble
on.

in-
ro-
en,
on-
da-
Cto

23.
amic
tidn
Ca

r o
2.

cent
fror
e s

pn C
it
nicrc

3 pre
[ Rerf
ensit’
nent:

‘/"‘

A R R 2 B S T T A R L i

The Drainage of Pulps at Paper-Making Rates and Consistencies
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Usir{g a New Drainage Tester

.BﬁRJE WAILSTROM! and GEORGE O'BLENES?
Karlstads Mekaniska Werkstad, Karlstad, Sweden

A new drainage apparatus to study water removal from
clurries of paper making consistencies and at drainage
rates cquivalent to those on a paper machine is presented.
“ortain aspects on the characterization of the apparatus

. discussed.

The present discussion has been limited to describing
the drainage after “retention equilibrium” has been ob-
tained: that is, in the mat weight range above 30 to 70
gm./m% The drainage of paper making slurries may be
cxpressed as the time of formation of increasing mat
weight by the emperical equation

i = g Ap.)ywe
where
G = drainage constant, c¢.g.s. units
s = consistency of slurry, gram fibre/gram water
Ap.. = pressure drop across mat, dynes/cm.?
W = mat weight deposited, gm./m.?

and where

n describes the effect of pressure and compression, de-

\jwndent only upon type of pulp and varying from 0.35 to

33,

' N THE ATTEMPT to put papermaking on a more sci-
entific basis, a large amount of work has been

sarried out to find quantitative relationghips regard-

¢ drainage on pulp and papermaking equipment.
Any such attempt must be based on the proper knowl-
mlre of the drainage characteristics of pulps at con-
siitencies and drainage rates usad in operation. This
i« the necessary step before the complicated drainage
Lehaviour at table rolls, foils ete. can be properly
analyvsed. '
Much work has been done to determine the drainage
karacteristics of dilute fibre suspensions of the order
1 0.01 per cent consistency where fibre interaction
£ regligible. Due mainly to the excellent work done
lflk’m:msnn and his co-workers [1, 2], it has been
t-=sible to put this drainage process on a purely
fr..-!hemntical basis. Combining Ingmanson's work
*jf.h the workTone on fibre retention and dompression
¢ the mat it has been demonstrated by Meyer [5]
*Rat the drainage characteristics of the pulps can be

———

t:nr presented at the Annual Meeting of the Technical
: Av’-;nln. S‘anadmn Pulp and Paper Association, Montreal,
oy eod canuary 23—26, 1962; not to be reproduced with-
= Permission of this organization.

.==¢tearch director.

-3 » H
Hesearch engineer,

a describes the rate of mat formation, dependent mainly
upon pulp type and degree of beating and varying from
1.7 to 3.5; influence of flocculation, pressure, and con-
“sistency is secondary.

For o = 2, the resistance to flow may be stipulated by
the average specilic resistance factor, As o varies, cach
unit weight of fibre deposited does not increase the re-
sistance by a unit amount as given by the average spe-
cific resistance. The variation in & is postulated as being
due to two factors: IFor values above 2, the increase is the
result of the migration of fines into the previously formed
mat from the layer deposited on the surface. The effect
of the velocity difference through the mat results in the
values below 2.

The variables of consistency, slowness and pulp Lypes on
the formation time are discussed for a cross section of
pulps and at different degrees of beating.

The practical implication of this work is that neither a
slowness determination nor the average specific drainage
resistance is adequate in describing the drainage be-
haviour of pulps. Drainage analysis on the apparatus pre-
sented herein has shown the necessary criteria required
to characterize the drainage behaviour of pulps of paper-
making consistency.

deduced and shown to agree very well with experi-
mental results. However, it has been shown by Ing-
mansaon that drainage at higher consistencies hrings
in new factors, for which no account could be made in
their present mathematical and physical model. There-
fore it is not justifiable to use the results obtained at
these low consistencies at the higher consistencies and
drainage rates used in practice without supporting ex-
perimental evidence.

The object of this work was to establish drainage
data on a large number of different pulps at consist-
encies and drainage rates of the same order as used
on paper machines. Therefore a drainage apparatus
was designed on which these results could be obtained.

Previously Mardon et al. [3] designed a laboratory
drainage apparatus for this kind of determination.
Based on the experience from this apparatus, a new
design was contemplated in which the inertia of the
apparatus could be reduced. Drainage at constant pres-
sure drop was considered the best method. This drain-
age process resembles more closely the eonditions on
sheet formers, at suction boxes, and on pulp equipment
such as thickeners and filters. It is also impossible to
simulate the high drainage rates at the initial stages
of sheet formation with a constant flow drainage pro-
cess. The two main difficuities in designing such a
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Fig. 1. Drainage apparatus.

constant pressure drainage equipment are to obtain
an instantancous pressure application and to limit the
inertia of the system to the smallest possible. Both
these demands have been met in the apparatus de-
seribed in this paper. To the present authors’ knowl-
edge, the only other apparatus designed to meet these
requirements and for the use of studying drainage is
that of Mardon et al. [3].

" After extensive testing this apparatus has been

- used to investigate the influence on drainage of type

of pulp, beating, pressure drop, basis weight, floccula-
tion, consistency and temperature of slurry. It has not
been possible to avoid the influence of floceulation
in a static drainage tester of this kind as flocculation
is unavoidable without intensive turbulence and this
is impossible to maintain under these drainage con-
ditions without disrupting the sheet.

“The results are presented as the time needed to
form a certain basis weight taking into account con-
sistency and pressure drop. Significant information
regarding the drainage mechanism has been obtained.

DESCRIPTION OF METHOD

Droinoge Tester; Demands ond Design

The demands in the design of the drainage }estei‘
were:

1. application of pressure should be instantaneous,

2. the applied pressure should remain constant
throughout a drainage cycle, .

3. water removal may be achieved with either water
or air beneath the wire. '

To meet these needs the apparatus shown in Fig. 1
was constructed. This design embodies a cylinder hold-

T-406

ing the wire mesh at onc extreme end, a circular saw-
toothed knife, an air cylinder to drive the knife, a
sealed circular chamber beneath the wire extending
outwards and a tank of large volume.

A {foil, secured between cylinder and circular cham-
ber, allows for a suction pressure to be introduced and
maintained in the tank and chamber at the required
level. The construction was designed to enable the use
of waler as the transport medium: i.e., the medium
below foil and wire through which pressure is applied
to the under side of the wire. With water as the me-
dium, the level in the chambers lies at the same level
as the wire. Air suction is applied in the volume above
this level. The areas noted as 1, 2 and 3 in Fig. 1 were
designed to give the lowest possible acceleration re-
quired to move the mass of water.

As suction is applied, the foil deflects to a limited
degree. When the required suction, at which the drain-
age test is Lo be performed, is reached, water is in-
troduced from above onto the foil. Thus the volume
between deflected foil and wire is filled to the wire
level. The slurry is suspended in the cylinder above
the wire. The pressure is applied below the wire by
shearing the foil with the circular saw-toothed knife
which is driven by the air piston. The volume of suec-
tion chamber and tank is of such a size, as compared
with that of the slurry, that a constant suction is
maintained throughout a drainage cycle. The drain-
age may be performed with either air or water as the
transport medium. A platinum wire, immersed in the
slurry, records the drainage cycle on a high-speed re-
corder by measuring the change in electrical resistance
due to the change in level in the sheet former. This
means of recording the drainage has previously been
used by Mardon [3]. The main features of the ap-
paratus are further illustrated by the photos shown
in Fig. 2. (Patent applied for.)

Evaluation of Drainage Curve

The curve for water removal from a fibre slurry under
a constant pressure drop is illustrated by the recorder
{racing shown in Fig. 3. From this curve the time for
increment drop, z, in height of shirry is determined,
t = f£(x), where z = drop in level measured from
slurry level before onset of drainage, cm.

" We have chosen to express the results as time of
formation as a fumction of mat weight retained, ¢t =
f (W), where W = mat weight retained by wire, gm./
m.%. To relate drop in level, z, with its corresponding
mat weight retained, W, it is necessary to determine
the fibre retention, and the water-fibre ratio of the
mat formed m, gram water/gram fibre. The mat
weight retained, W = f(z, retention, m).

On completion of each drainage cycle the mat de-
posited was recovered and its o.d. weight, w, was de-
termined. The weight of fibres approaching the wire
per increment drop, z, of total height of slurry, &, is
given by

-

=X W -1 104
W, A R,110
where W = o.d. weight of total mat deposited, gm.
h = total height of slurry, em.
A = area of wire medium, cm.?

W,
R,= ( T‘) = retention ratio for total height, k
b . =

Determination of Retention

Retention on the wire has only recently received much
attention due to the work of Estridge [4] who treated
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b. Control for knife travel and, air piston; ¢. From top,
t-ylinder removed. Knife in raised position; d. Probe and
line from deflocculating device in position. by

%

the problem by the theory of probability, The develop-
ment of this theory towards application to less rigor-
ous models has as yet to be determined. Experimental
determination of the retention curve (for the condi-
tions required) is therefore necessary. It was consid-
ered that drainage of slurries, where the height of
slurry was varied before the onset of drainage, would
suffice for the present purpose. Drainage of each pre-
determined height of slurry was carried to completion
and the weights of through-fraction and of mat re-

Augusr, 1962

T

W
\‘\\“\\, ¥ “_‘_‘1_..\‘5\__. Al
| 1] :!'f'
b i
i Hit
il

‘i
|
|
!

Fig. 3. Sample drainage curve.

tained were found for each predetermined depth of
slurry. Relationships, such as illustrated in Fig. 1 for
a groundwood pulp at 0.2 per cent have been developed.

The weight retained per increment drop in slurry
can be given as

We=W, R,
wherg:

W

]

weight retained for a drop, x, in
slurry level, gm. m.? :
R, = (W,/W,). = retentionratio for drop

Determination of Average Water/Fibre Ratio of Mat

In determining the weight formed per increment drop
in slurry, the weight is being underestimated as the
fibre deposited is also replacing a depth over the wire
occupied by the slurry. Thus consideration must be
given to the depth of mat at each stage in the drain-
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Fig. 5. Mat formation, wet beaten unbleached sulphate,
20 X 105 dynes/cm.> pressure drop, 0.3 per cent consist-
ency, 160 gm./m.* deposited.

age cycle; and the mat deposited for a drop, z, in
slurry level, corrected for the mat depth, will be give‘n_

by: . .
w
W= L
1—ms
where
s = consistency of the slurry, gram fibre /gram water

m = water fibre ratio of mat. gram water,/gram fibre

A photographic technique was developed for the
determination of m. Under exact operating conditions,
the formation of mat was vecorded by cine or still
photos through the use of a perspex section. This rec-
tangular section was adaptable to replace the wire-
holding cylinder on the drainage apparatus. Illustra-

*In the figures, pressure drop is denoted by “m.W.G.”. 1 '
mW.G. ~ 10> dynes/cm=.
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tive of the results of this technique is the photo
shown in Fig. 5 of mat formation during the drainage
of & wet beaten unbleached sulphate pulp. -

The depth of the mat, formed at any instant, could
be estimated by means of the scale mounted to the
right in the photo. The accuracy in this determination
depends largely upon the type and quality of puip.
With such pulps as groundwood, the top surface of
the mat can be estimated with reasonable accuracy.
Tor other pulps, such as the highly beaten sulphate as
shown in Fig. 5, the definition of the top surface of
mat is not clear. The density varies through the mat
approaching the shurry consistency at the top, muking
exact determinations difficult. Despite the shortcom-
ings of the method it was felt necessary to have a
dynamic method, which made the previously used
static methods unsuitable.

The water fibre ratio is given by:

i

(] ) .
= — a.d.op
m =
w
where .
a = formation area, cm.2
d = depth of mat, cm.
¢ = density of filtrate, g./cm3

CHARACTERIZATION OF DRAINAGE TESTER

Preliminary investigations have shown that the u=®
of \_vater—opposed to air—as the medium of transport
below the foil results in a decrease in time of formu-
tion of _approximately 5 per cent (Appendix Id. AR
subsequent determinations of drainage have been car-
ried out with water as medium. Reproduceability ¢F
the apparatus is such that the standard deviation vf
the mean on three repeats is approximately 2 per cent.
(Appendix II).

Further investigations showing the development of
the pressure drop across mat and the effects of ter™
perature and flocculation on drainage have been cofi-
ducted.

Wire Mcdium ond Development of Pressure Drop across Mal

In all determinations to be presented, an 80-mesh plai”
bronze wire, with and without a 12-mesh backing \\'ilf'.
was used as the filter medium. To characterize if
wire, water at 20 deg. C. was drained under pressur

/
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drops in the range, 0.5 X 105 to 4 X 10% dynes/cm.2.

The velocity of flow, constant after acceleration, was

determined as a function of the applied pressure drop;
i.e, the pressure drop across the wire. (Fig. 6).

As shown in Fig. 6 the 12-mesh, backing wire pre-

, "mts a measurable resistance to flow. However, in

"7 e drainage of fibre slurries, the resistance to flow

is apparent only in the very initial period of drain-
age. The influence of the backing wire is shown in
Fig. 7 for the drainage of a free beaten unbleached
stlphate slurry of 0.27 per cent under 10° dynes/cm.?

‘J wplied pressure drop. In the drainage cycle shown in

1g. 7, the difference arising from the use of the back-
ing wire extends to the point where a mat of 35 to 40
gFm./m.?* has formed.

The drainage process is initiated through rupture of
the foil. The pressure difference causing flow is that
of the constant applied pressure, p, and th slk;tic head
of the slurry, ph (). This thtal pressure may be equat-
ed to that required to accelerate the masL of slurry
and to overcome the resistance of wire and mat

P+ ¢h{t) = p. + Ap. + Apa

where
P = constant applied pressure, dynes/cm.2
P. = pressure corresponding to acceleration force,

dynes/em?,
Ap, = pressure loss across wire, dynes/em.2
p. = pressure drop across mat, dynes/cm.2

In the first instant upon rupture of the foil the
tutal pressure difference is utilized in accelerating
the slurry suspended above the wire. Since the slurry
moves as a body, the pressure corresponding to the

Aveysr. 1000

st

Vetealty of flow, am /sec,

L] 01 02 03 o 05 06
Timae, sec.
Fig. 9. I'low velocily, a function of time.
accelerative force may be written as: :
o= p.a.h{l)
’ g

where
a = acceleration at time, ¢, cm.see.™

To determine the extent of each of these as forma-
tion proceeds, a study has been made of the initial
stage. A free beaten unbleached sulphate slurry at
0.29 per cent consistency and 20 deg. C. was chosen for
analysis. A photo of the drainage curve found under
a constant applied pressure of 10° dynes/cm.? is
shown in Fig. 8. From this curve and others at twice
the sensitivity, the development of the pressure drop
across the mat has been determined.

Figure 9 shows the drainage velocity as a function
of drainage time. The accelerative forces were cal-
culated from this curve. The pressure loss across the
wire was determined at various points on the curve—
shown in Fig. 9—by finding the pressure drop across
the wire for each velocity from Fig. 6.

In Fig. 10 is shown the development of the pressure
drop across mat during a drainage cycle. It is seen
that application of the pressure can be considered as
being instantaneous in setting up a pressure gradient
to accelerate the flow. The interest lies in the point

from which time onwards in the drainage cycle the
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pressure drop across the mat may be considered as
constant. In this instance that point is found when the
level has dropped approximately 0.5 cm. (deviation in
pressure drop less than 5 per cent); i.e., when a mat
weight of approximately 15 gm./m.? has formed. How-
ever, as seen in Fig. 11, a straight-line relationship
between ¢t and W is not obtained until “retention
equilibrium” is reached. This occurs only after a drop
of approximately 1.0 cm.

“Retention equilibrium” in mat formation is
reached when, from each layer depositing, the same
quantity of each fibre size is retained within the mat’s
structure. “Retention equilibrium” is dependent upon
fibre distribution and, as regards the point where
equilibrium is obtained in a drainage cycle, upon
drainage rate and consistency. ‘“Retention equilib-
rium” can thus mean total retention or constant
through fraction, if there is such a large difference
in fibre sizes that one size will fully pass through the
sheet. In bhoth cases the retained sheet is being built
up by identical increments.

* In these investigations, the drainage results to be

- shown are based on tests with an initial height of

slurry of 6.5 cm. above the wire. Such was the case in
the previous example showing the development of the
pressure drop across the mat. To determine the effect
of varying heights, drainage cycles were made with
initial heights of slurry of 6.5, 5.2, 3.9 and 2.6 cm. The

", results of these tests are shown in Fig. 12 as the time
" for drop in level. As expected the effect of using vary-

ing depths of slurry is small. The scatter is somewhat
greater than the acéuracy of the determinations, but
the difference is not significant. The drainage process
can thus be considered independent of depth of slurry
after retention equilibrium is obtzlinkd,} i.e., in the
region investigated, | 1,

Flocculation )

When working with fibre slurries above 0.01 per cent
it has been aptly illustrated by previous authors that
interaction between individual fibres is unavoidable.
Such interaction leads to floc forming by mechanical
entanglement. At paper-making consistencies the
scale of flocculation is a balance between the strength
of flocs and the stresses exerted upon them through
turbulence and shear. The simple test of noting the
floc formation after stopping slurry mixing shows that
the time of formation is of a very low order. The con-
clusion would seem to be that drainage at flocculating
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consistencies can not be performed under deflocculat-
ing conditions without draining under turbulent con-
ditions. This would undoubtedly lead to disruption of
sheet formation. Flocs form during drainage and s
such are unavoidable.

We can only hope to achieve reproduceable condi-
tions of floc size in the slurry to be submitted for
drainage. To achieve this, the “deflocculating” device
shown in Fig. 13 was selected after experimentaticn
of its effects on drainage. The slurry, after 0.5 min.
dispersal time in this device, is run into the sheet
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% {ormer of the drainage apparatus and .the dr'anmge
¥ cycle is initiated at the moment the required height of
; ‘slurry has been suspended above the wire.
i Trials on free beaten unbleached sulphate at con-
{ sistencies of 0.3, 0.5 and 0.75 per cent showed that the
; drainage time of the “deflocculated” slurry was of the
i order of 10 per cent less than that of the flocculated

slurry. By using the device, a constant scale of floc-
culation is achieved since the effect on the three con-
sistencies is relatively the same. That flocculation does
not change the drainage mechanism is shown by the
fact that the slope of the relationship between drain-
age time and mat weight is independent of floccula-
tion status.

Tempcerature of Slurry

In this work, the temperature of slurry genervally cov-

ered the range of 20 deg. to 23 deg. C. The effect of

¢ varying viscosity on drainage is shown by the deter-

\ minations on a wet beaten unbleached sulphate at tem-

peratures of 22 deg. C., 32 deg. C. and 43 deg. C.
(Figure 14).

The percentage decrease in the time of formation
with increasing temperature of slurry is approximate-
{ ly 75 per cent of that given by the viscosity change

© from 22 deg. C. to 82 deg. C. and 40 per cent of that
given by the viscosity change from 32 deg. C. to 43
deg. C.

Thus variations in drainage time of the order of 5
per cent may be expected over the temperature range
of 20 deg. to 23 deg. C.; i.e. over the working range in-
volved. )
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Fig. 13. Deflocculating device.
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RESULTS
Presentation

The present discussion and presentation of results will
be limited to that part of the drainage cycle where
retention equilibrium exists. The first part of the
drainage eyele securs under a considerably lower pres-
sure drop across the mat due to inertial forces and the
appreciable pressure drop through the wire. There-
fore the initial drainage phase does not occur under
constant pressure drop across the mat. However, this
initial phase is of such short duration, compared with
the rest of the drainage cyele, that it docs not signif-
icantly influence the yesults. This is also borne out
by the fact that the same resulls are obtained in the
constant-pressure-drop phase independent of the depth
of the slurry above the wire, Omitting the initial
phase these results can therefore be considered repre-
sentalive of drainage under constant pressure drop
over the whoele drainage eyele, It is understood that
constant drainage conditions are obtained above mat
weights of the order of 30 gm./m.? to 70 gm./m.*; i.e.
after retention equilibrium. Constant pressure drop is
obtained much before that,.

From the original drainage curve the relationship
between time and mat weight deposited is obtained,
Plotting these two variables in a log-log diagram gives
a straight-line relationship for all tests made. Drain-
age under constant pressure can thus be character-
ized by the exponential relationship.

23
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"« = exponent describing rate of mat formation; the

grealer the value, the slower the formation.

Typical results are shown in Fig. 15 for drainage
of unbleached frece beaten, Jordan-refined sulphate
stock under various pressurce drops across maft.

Out of these plots of ¢, and W, the time to form a
specified mat weight may be expressed as a function
of the pressure drop across the mat. Plotting ¢,
against Ap, on a log-log plot gjves parallel straight-
line relationships for different constant basis weights.
Therefore the effect of pressure drop can be ox-
pressed as

le = d(Apm)—“
where
d = time of formation for basis weight, W, at unit
) pressure drop
» 0 = describes the combined effect of compression and
pressure drop on drainage time.

Typical relationships are drawn in Fig. 16 for the
influence of pressure drop across mat on time of
formation of a mat weight of 100 gm./m.z2. For
'eached bisulphite pulp at 0.3 per cent consistency
ihe range of slowness from 13.5 deg. S.R. to 50 deg.
S.R. illustrates that the same relationship holds for a
given pulp at any slowness level. Not illustrated on
this figure is the cffect of consistency and/or basis-

“weight change. The relationship shown is however in-

dependent of both.

For constant-pressure filtration the drainage of a
given pulp at a certain slowness and consistency can
be expressed by the factors &, «, d, and n. What re-
mains is to determine these factors and to show how
they are influenced by pulp type, freeness and con-
sistency. : :
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Effect of Variables

The variables studied have been pulp type, slowness
and consistency. The influence of each on «, and 2
will be demonstrated.

Variables uffecting «. The rate of mat formation, a, i3
slightly dependent upon pressure differential, and con.
sistency. The very limited effect of these variables
will be discussed later. The dominating variable, af.
fecting the rate of mat formation, «, is degrece of
beating, expressed either as beating time or slowness,
However, the type of pulp also influences « though to
a smaller extent than the level of beating. « is thus g
drainage ceriterion, chavacteristic of a given pulp at
a given degree of beating, The variation in « is shown
in Table I, where average values for a number of pulps
al different degrees of beating are presented. In this
table the lower slowness figures correspond to the
lower a figures and vice versa. This table indicafes
that with increased beating, « increuses; i.e., the 1ime
to form a certain additional basis weight increases.
The increase is clearly demonstrated by Fig, 17, where
the drainage of a bleached sulphite slurry of 0.3 per
cent consistency at five differcnt degrees of beating
is shown for a pressure drop across mat of 0.5 X 10-
dynes/cm.® This increase in « has the practical Sige-
nificance that drainage time for a 50 gm./m.? sheet at
56 deg. S.R. is approximately four times larger than
at 15 deg. S.R. but ten times for a 110 gm./m.* sheet,

The effect of beating on « is further exemplified Ly
Fig. 18 and 19. Figure 18 is based on drainage of a 0.3
per cent slurry of unbleached sulphate under {four
pressure drops. For 100 min. of beating, the average
value of « increases from approximately 1.8 to 3.3. In
Fig. 19, a values, averaged over all pressure drops and
for a 0.3 per cent slurry, are plotted against the slow-
ness for various bleached pulps. General relationships
between « and slowness exist, with larger values be-
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ing obtained with increasing slowness. However, pulp
type enters into the picture. Tispecially do sulphate
and neutral sulphite-bisulphite pulps deviale quite
markedly from the other pulps shown.

TaBLE I  Average Values of «.

i o B o3 s MR it ot T P e ek i et aTao b b

Temp. of
Slowness, slurry in
°S.R.  drainage
Pulp al 20°C,  exp., °C. a
i_lh:;:dwood, semi-
chemical. . .......... 36 22 2.35
Groundwood. ......... 46 22 2.40
Rayonpulp........... 22 25 1.95
7" -bleached sulphate. . . 12—69 21 1.83—3.22
" ached sulphate. ... 15—56 | 20 | 2.14—2.86
Bleached sulphite...... 14—48 20 2.06—2.76
Bleached bisulphite..... 13.5—50 21 2.07—2.83
Bleached bisulphite,
soda cooked......... 14—50 22 2.08—2.70
- ‘\*ached neutral
sulphite, bisulphite...| 13.5—53 | * 24 1.92—2.75
100 :
« 15°SR
----- o 20°SR
50 + 32°SR
48° SR
3.0 T
10 1
(3]
Q
n
a 50 1
et
'
£
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10
05 T
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Mat Formed,W,gr/m?

Fig. 17. Effect of freeness on rate of mat formation.
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1t was previously mentioned that pressure drop
across mat and consistency have a limited influence
on « However, certain trends are apparent with
changing pressure drops and consistencies, and will
now be considered.

Table IT illustrates the effect of pressure drop on
«. For each pulp, the value of «, for five different
levels of slowness, has been averaged for each pres-
sure drop. For all pulps a total average has been
formed showing the total effect of pressure drop for
all variables. The same general tendency has been
found for all pulps at all levels of slowness but this
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method was used to obtain a clearer picture of the in-
fluence of pressure drop on «. From this table, the
total variation in « due to pressure drop is of the
order of & per cent for an increase of pressure from
0.5 X 10° to 3.0 X 105 dynes/cm.2. With increasing
pressure drop, « increascs though there is a general
levelling off. Due to the small effect of varying pres-
sure drop as compared with the large effect of pulp
type and slowness, an average value of « has been used
for characterizing a given'pulp at a given degree of
beating.

Figure 20 illustrates the effect of consistency on .
The results are drawn from tests on unbleached sul-
phate, beaten to five levels of slowness, and tested at
different consistencies uunder a pressure drop of 103
dynes/cm.?, As shown the effect of consistency varies
to a large extent with the freeness of the pulp. At
lower levels of slowness, « increases-with consistency;
at higher, o decreases; and in the region between, it
remains constant. Tests with other pulps show the
same general trend, but it can be expccted that this
effect will vary with pulp type.

The effeet of pressure drop and consistency ean not
be neglected though « can be said to be mainly a fune-
tion of type of pulp and degree of beating. For com-
parison of pulps, tests should be performed at the
same pressure and consistency.

Variables affecting n. The exponent n has been found
to be independent of consistency and slowness, being
dependent only upon puip type. Values of # are given
in Table ITI for a cross section of pulps.

Requisite for the equation ¢, = d (Ap,)™ to hold
is that « is independent of pressure drop for a given
pulp at a given consistency. It has been shown previ-
ously that « is practically independent of pressure
drop above 10° dynes/em.* and this is further sub-
stantiated by the fact that ¢, against Ap, in a log-log
plot follows a straight line relationship. With « inde-
pendent of pressure drop, it follows that % can be
written as k¥ = D (Ap,)™ where n is characteristic
of pulp type and independent of consistency and slow-
ness. The drainage equation can thus be written in
the more general form ¢ = D (Ap,)™W® To take
into account the direct effect of consistency, this equa-
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G
tion may be expressed as: £ = — (ADL) "W, where
s

G is the drainage constant characteristic of a mat
formed and thus dependent on the effect of pulp type,
slowness and consistency on mat structure. We do not
intend to enlarge on the quantitative relationship be.
tween G and these other variables. This presentation
is mainly directed towards showing the difference iy
drainage behaviour between pulps at higher consist.
encies and high drainage rates compared to those at
low consistencies, as described by the two factors «
and n. The task in this work has been to provide 3
method by which means the time needed 16 form a
certain mat weight can be determined for any vari-
ables chosen. The relationship shown relating drain-
age time, pulp type, slowness, consislency and pres-
sure drop is very complicated and therefore does not
lend itself readily to a theoretical approach. Though
the general relationships developed ave of great value,
it is necessary to delermine the actual quantitative
values in each instance. Therefore, the divect deter-
mination of the appropriate relationships {from the
drainage curves themselves is the more practical and
direct approach. The analysis of the drainage results
has been carried out in order to throw some light on
the drainage mechanism and has not been pursued to
the point where the drainage can be calculated from
the given general equation.

TABLE II  Effect of Pressure on a.

Bleached pulps at 0.3 per cent consistency. For each pulp, x
averaged over 5 freenesses at each pressure drop.

Pressure drop,
‘ 10% dynes/cm.?

Pulp 0.6 1.0 2.0 3.0

Sulphate............ e 240 254 2.68 265
Sulphite................. ... 226 240 248 2.6
Bisulphite...................... 2.33 240 246 2.5
Bisulphite, soda cooked.......... 243 236 242 247
Neutral sulphite, bisulphite. . .... 233 230 237 243
Meanx s saiaess v de sses ... 235 239 250 252

TABLE III n—Relating Time of Formation as a Func-
tion of Pressure Drop across Mat.

Slowness

Pulp n Range, °S.R.
Softwood. ......cvnunnnn... 0.38 38
Hardwood................. 0.53 45
Hardwood, semi-chemical ... 0.52 36
Groundwood............... 0.52 46
Rayonpulp................ 0.48 22
Unbleached sulphate........ 0.40—0.45 12—70
Bleached sulphate.......... .
Bleached bisulphite.........
Bleached bisulphite, soda 0.35—0.38 14—356

cooked
Bleached neutral sulphite,

bisulphite...............

Rl
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Discussion

The drainage of slurries under constant pressure drop
may be expressed by the following eguation.

i = -—sg(Ap,,,).'“, w4

The experimental determination of these different
factors shows that « can vary from 1.7 to at least 3.5
and that n for the pulps tested varies between 0.36
and 0.53. The determinations have covered the pres-
sure drop range of 0.5 X 105 to 6.0 X 107 dynes/
em.?, consistencies from 0.2 to 0.8 per cent and a large
number of different pulps in the slowness range of
14 deg. S.R. to 70 deg. S.R. It has been found that «
is mainly a funetion of pulp quality and slowness and
that » is a function of pulp type.

Ingmanson has shown that D’Arcy’s law applies for

1e drainage of cellulose fibre suspensions of the order
of 0.01 per cent consistency. The drainage character-
istics of dilute fibre suspensions may then be ex-
pressed from a knowledge of free fibre surface, fibre
volume, compressibility and retention characteristics
~f the pulp using the Kozeny-Carmen equation. The

ame model of drainage has been used by Meyer [5]

who obtained very good agreement between the ex-
perimental results and his theoretical deductions. In
his work the pressure, density, and velocity distribu-
tions through the mat have been taken into account.
According to this theory and D'Arcy’s law, the time
to form a mat should be proportional to the square of
the basis weight deposited; that is, « should be equal
to 2. This law applies for systems where each incre-
ment of mat deposited has the same drainage resist-
ance as that previously deposited. In such a system
the drainage characteristics may be defined by the
average specific drainage resistance of the material.
For very dilute fibre suspensions this is obviously
the case. The flow behaviour can thus be characterized
by determining the average specific drainage resist-
ance of the pulp which, in turn, may be related to the
specific surface and the specific volume of the pulp.
Our work has shown that for paper making consist-
1cies and drainage rates, « is not equal to 2 and thus

“he drainage behaviour of pulps under practical pa-

permaking conditions cannot be defined by the average
specific drainage resistance of the pulp. « can be be-
low 2 for very free pulps and up to 3.5 for highly

jbeaten pulps. Therefore we have the difficult task of

‘plaining this very real behaviour. This can only
mean that for « below 2 each inerement of pulp gives
an inercase in drainage resistance that is below the
average of the previously formed mat; and when « is
above 2, the drainage resistance of each increment
adds more than the average, A~

The explanation for this can be found in the under-
lying assumptions sypporting D’Avey’s law. The
D’Arcy law is based on two assumptions that are not
met in drainage of pulps of paper making consisten-
cies and drainage rates.

The concept of average specific drainage resistance
means that each part of the fibre mat is identical in
fibre composition. This holds for systems where the
variation in fibre length is very small and where there
IS no relative movement between fibres of different
sizes. As we all know this does not hold in the mat
formation of pulps. In pulps we have a very large va-
riation in fibre sizes and this size distribution varies
to a large degree between pulps and with beating.
3Many authors have studied the distribution of fillers
through a fibre mat and recently Forgaes and Atack

ot e ST S N N v R TN F R NI ST o

[6] studicd the distribution of fines through a hand
formed sheet from a newsprint furnish. They found
that the groundwood content, determined on a unit
weight basis, deereased continuously {rom wire to top
side. These determinations were made by sectioning
the sheet in five equal parts and therefore the rapid
decrease in groundwood fibre content in the layer ad-
jacent the wire is masked. This can only be expressed
by the movement of fines through the mat. Therefore
the first criterion of the D’Arcy law does not hold,
each layer of the mat is not identical. Duc to the move-
ment of the fines there exists a zone inside the mat
with a much higher drainage resistance than the rest
of the mat. This higher drainage resistance also, in
itself, means a higher pressure drop across this part
of the mat and therefore a higher compression and
density of the mat at that point. Obviously the reason
for these high « values is that fines from the newly
deposited fibres are moving into the already formed
mat and are {iltercd out in this dense layer giving a
much faster increase in drainage resistance than
would correspond to the deposit layer itself. The ex-
istence of a dense layer close to the wire side has been
aptly shown by Majewsky [7]. On hand sheets, Ma-
jewsky showed that the change in air porosity, with
successive stripping of layers from wire and top side
respectively, was much larger on the wire than top
side. This difference was dependent upon fines con-
tent and increased with fines content, the difference
being nil for fines free pulp. We feel that this mechan-
ism, of redistribution of fibres in a fibre mat, is of
immense importance in the understanding of the
drainage behaviour of pulps. It cannot be excluded in
an analysis of drainage of pulps under papermaking
conditions. The results showing «, for all practical pur-
poses, independent of consistency and flocculation
shows that this effect is not a flocculation effect, but
due to the migration of fines.

The importance of the migration of fines further
complicates the difficulties in applying drainage re-
sults to machine drainage elements. Since these ele-
ments will affect the migration in different ways, the
drainage characteristics of the pulp will also vaty.

It still remains to explain why values of « below 2
are possible. This is explained by another of the un-
derlaying assumptions of the D’Arcy law. D’Arcy’s
law applies where the flow rate through thé mat is
equal for each part of the mat. In the case of forming
a mat from paper-making consistencies, this is not the
case. We have a flow rate distribution through the
mat such that the flow rate at the top of the mat is
lower than that at the bottom. The difference in flow
rate is dependent on the difference between mat con-
sistency and the original consistency of the slurry.

For dilute suspensions of 0.01 per cent, that is 10,-
000 parts of water per part of fibre, compared to 30
parts of water per part of fibre in the formed mat,
the flow rate difference is negligible and thus does
not affect the results. Under paper-making consist-
encies say of 0.5 per cent, we have 200 parts of water
per part of fibre compared to 30 parts of water per
part of fibre in the formed mat. Here the flow rate
difference through the mat is of an appreciable mag-
nitude. The effect of this flow rate difference through
the mat is such that each additional fibre layer adds
less to the total resistance than the rest of the mat
which means that « is less than 2. The total resistance
of the mat is the sum of the product of flow rate times
the specific resistance of each unit section and as the
flow rate increases through the mat this addition, for
the additional increment, is less than for the rest.
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Drainage under consistencies of paper-making in-
turest and drainage rates cannot he explained without
taking into account the effect of fines migration in
the mat and the difference in flow rate through the
mat. This means that it is impossible to predict the
drainage behaviour of more concentrated fibre suspen-
sions from results obtained from very dilute suspen-
sions and that the average specific drainage resistance
factor cannot be used to describe the drainage be-
haviour of pulps. The fundamental knowledge obtained
from the work on dilute suspensions are still of im-
mense importance, but this work hus to be extended to
be of practical value. It is very unlikely that we, in the
near future, can obtain enough basic information to
be able to calculate the drainage behaviour of pulps.
Therefore the only reasonable approach is to use ex-
perimental measurements of the drainage behaviour
of pulps under consistencies and drainage rates that
are more like those as used in paper manufacture.

™ The question of turbulent and laminar flow has
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oflen heen raised. In this connection we can only state
that over the very wide range of velocities covered ip
this worlk we have never come upon a transition point
As the velocitics of the drainage eycles extend to very

low values, indications are that the practical (llmndge
occurs in a laminar flow region.

The drainage apparatus has been shown to provide
a meaning in respect to changes in formation time
with beating which is not borne out hy a slowness
reading. To exemplify this pomt the time to form 4
mat weight of 100 gm./m.2, £, is shown as a function
of the slowness for celtam bleached pulps in Fig. 21.
These results are strictly comparable. It can be seen
that differences in f, of the order of 40 per cent aye
noted between pulps at onec and the same slowness
value in the higher range.

The influence of consistency on foimation time of
a specified mat weight, ¢, is illustrated for ground-
wood pulp in Fig. 22. At the lower consistencics and
for pressure drops across mat exceeding 0.37 X 10:
dynes/em.?, ¢, varies approximately with the inverse
of the consistencics. The relationship between forma-
tion time and consistency does not, however, lend itself
to the formulating of definite trends.

It is realized that fibre orientation affecis the
drainage resistance through fibre structures. This as-
peet has not been dealt with here. Neither has it been
possible to take into account formation under turbu-
lent conditions.

-

SUMMARY

An apparatus has been described for studying the
water removal from papermaking slurries at constant
pressure drop.

The present treatment has been limited to the reten-
tion equilibrium filtration period and therefore does
not start until a basis weight between 30—70 gm.,
m.* has been reached. To analyse the initial drainage
stage necessitates more work, because the pressure
differential across the mat is not constant. The drain-
age behaviour of pulps can, however, be obtained for
lower basis weights from this initial drainage phase,
Further work is being done along those lines.

For a constant pressure drop across mat, the time
of formation may be expressed by the empirical equa-
tion

=— (A p.,.)"‘ - W2

Values of o have shown that the resistance to drain-
age of slurries at paper-making consistencies cannot
be expressed by the average specific drainage resist-
ance factor excepting in the rare case where « = 2.
The value of « has been shown to be practically inde-
pendent of consistency and -pressure drop across mat
but a function of pulp type and beating alone. The va-
riation in « at paper-making consistencies has been
shown to result from two factors, migration of fines
and flow rate difference through the mat.

The practical implication of this work is that it is
impossible to characterize pulps using one single fig-
ure as obtained in a frecness test or in a determination
of the average specific drainage resistance. 1t is, how-
ever, necessary to have a good knowledge of the drain-
age characteristics of pulps to be able to predict the
influence of changes in pulp type, pulp consistency.
basis weight, speed etc. on the operation of sheet-muk-
ing machines. It is also necessary to have this infor-
mation to be able to size wires, filter drums, suctions
needed at a certain drainage length, ete. The basis for
this has to be obtained through experimental deter-
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minations of the pulp characteristics using a machine
of the type presented in this paper. Taking up drain-
age curves for the pulps of interest under a limited
number of consistencies, pressure drops and degrees
of beating will enable us to establish the necessary
foundation.

It is, however, realized that the knowledge of the
drainage behaviour of stocks under constant pressure
and under undisturbed and flocculated conditions
might not in all respects compare with all practical
applications of drainage on sheet forming machines.
We hope that on drainage elements such as wet suc-
tion boxes, sheet formers, filters, etc. where the drain-
age occurs without disrupting the sheet, further work
will show good correlation between this drainage test-

b i T,

er and drainage on these machines. To apply these re-
sults to drainage where disruption of the sheet oe-
curs and where migration of fines is affected in dif-
ferent ways presents a much more difficult problem.
However, to be able to solve this complicated problem
the knowledge of the drainage characteristics undey
constant pressure drop will be of considerable help.
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Appendix |

The results are expressed as the time of formation
of increasing mat weights. The effect of operating
with the air medium is to increase drainage time by
approximately 5 per cent. Surface tensional effects
are thus of minor importance.

TABLE IV Drainage Using Both Air and Water as the Transport Medium.

Groundwood, 0.32 per cent, 22 deg. C. 165 dynes/em.? pressure drop.

, Water Transporl

Air Transport

Drop in Basis Wi. Time Req'd No. Time Req'd No.
Level, Formed, (Average), of (Arerage), of

" em gm./m.2 sec. Std. Dev. Readings Sec. Std. Dev, Readings
0.513 15.2 0.0140 0012 9 0.0141 0.021 8
1.026 30.4 0.0601 0031 9 0.0639 0034 8
1.539 45.6 0.1969 0055 9 0.213 0.157 8
2.052 60.8 0.452 015 9 0.479 0.378 8
2.565 XG‘O 0.854 .0198 9 0.903 .0619 8
3.078 91.2 1.385 0241 9 1.466 .0844 8
3.591 1064% ™ 2068 077 9 2.176 126 8
4.104 1216 . 2.877 094 8 3.024 .161 8
4.617 M36.8 < 3.817 .139 8 4.002 193 8
5.130 1520 4.891 .163 7 5.086 256 8
5.643 167.2 " 6.026 .186 7 6.395 297 6

On a 0.32 per cent groundwood slurry a number of re-
peats to the drainage cycle were conducted using both
air and water as the transport medium. The standard
deviations of the individual tests were determined at
each level of mat formation and are given in Table IV,
The standard deviation of the individual tests is, on
the average, 4 per cent in the case of water and 6 per

Auctrer 1aga

Appendix |l

cent in the case of the air medium.* The resulis are
normally based on three repeats which corresponds fo
a standard deviation of the mean of approximately 2
per cent.

*These results were determined on the first model con-
struction. The present construction offers higher stability
and thus better reproducibility.
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6. A CONSTANT RETENTION MODEL

In this section a simple dynamical model of the wet end of +he paper
machine wil be derived. The purpose is to describe crudely the effect
of the major control variables, thick stock flow and consistency, flow
through the mixing pump, wire speed and slice opening. 'The output is
taken as the basis weight at the couch. Several simplications are made
in order to obtain the model. The model is obtained by taking fibre
balances in the wire pit and in the fan pump head box system. Several
simplifying assumptions are made when modelling the complicated flow
and mixing phenomena described in the previous sections. It is assumed
that the mixing phenomena can be described as perfect mixing in two
volumes. It is assumed that the flow consists of two components,water
and fibres. The phenomena on the wire are described by assuming that

a constant traction r of the fibres flowing out of the head box will
be retained on the wire which explains the name constant retention
model. A model of this type was first published by Beecher

Notation

To describe the process it is necessary to introduce the flow and
fibre concentrations at various points in the process, at the thick
stock’ valve, the outlets of the head box and the wire pit and at the
wire pit overflows. The flows are denoted by q; and the fibre concen-
trations by c, where the index i denotes the position in the process.
See Fig. 6.1 )

A B
q, ¢
/ q4 clt

CD A3C3
90Co &

Fig. 6.1. Schematic diagram of the wet end of a paper machine
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Flow diagrams of some real paper machines are shown in Appendix A. These
are scmewhat more complicated than the schematic diagram in Tig. 6.1.
The complications vary from rachine to machine and are easily handled

in each separate case.

The model can in principle be obtained from material balances for
fibres and water. Since the mixing, separation and flow phenomena
are very complex it will be necessary to make several simplifying

assumptions.

Water Balance

The water balance will fiwst be considered. The fibre concentration
is very low throughout the system with the exception of the flow
leaving the couch. Recall that the concentration is about 3 % in
the thick stock flow, 0.5 % in the head box, 0.05 % in the wire
pit and 20 % at the couch. It is thus possible to approximate the
water flow by the total flow. Several other approximations are also
made. It is assumed that the head box flow dynamics is neglected.

A water balance then implies that
4 =
T 99
The overflow at the wire pit is furthermore assumed equal to the
inflow Qg This implies that the water leaving the system at the

couch is neglected when making the water balance.

Fibre Balance for Fan Pump Head Box System

It is difficult to obtain the fibre balance for two reascns. The mixing
phenomena in the tubes and tanks are not well uncerstood neither are
the separation phenomena on the wire. When considering the fibre
balance the system will be diviced into three parts as indicated

in Fig. 6.1. For the part marked A in the figure there are two in-
flows corresponding to the fibres contained in the thick stock flow

9,5, and the fibres in the flow from the wire pit q,C and one out-

2
flow 94¢4 corresponding to the fibres contained in the flow out of
the head box. As was pointed out in section 4 the mixing phenomena
in the fan pump, screen, cleaners,head box and their connecting tubes

are very complex. As a crude approximation it will be assumed that
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the mixing can be represented by an ideal mixing in a volume Vl'

Notice, however, that due to the complexity of the mixing phenomena

it is not obviaus how this volume Vl should be estimated from the
physical parameters of the system. Under this assumption the fibre balance

for the part A of the system can thus be written as

Fibre Balance for the Wire

The phenomena governing the separation of fibres from the water on the
wire are very complex as was discussed in section 5. Here it is simply
that a traction of the fibres out of the head box are retained on the
wire. The number is called the retention. Its numerical value depends
on many factors, basis weight, machine speed, pulp properties. Typical.

orders of magnitude are given in the table below.

Table 6.1. Numerical Values of the Retention Factor for different Paper

Grades

Paper grades Retention r
Craft paper and liner 0.8 - 0.95
Fluting 0.7 - 0.8
Newsprint 0.
Journal paper 0.4

The fibre flow leaving the couch is thus rq; ¢y and the basis weight

at the couch is thus

W= (6.2)

where b is the machine width and v the wire speed.

Fibre Balance for the Wire Pit

The simple wire model implies that the fibre flow into the head box
is (l—r)qlcl. The fibre flow out of the wire pit to the fan pump is
QyCy- There are also some fibres contained in the overflow of the

wire pit. The fibre content in this flow depends very much on the



33

design of the system. In some systems the overflow comes mostly from
flow from the suction boxes and the couch. The fibre contents is then
lower than the average fibre contents in the wire pit. In other systems
the fibre contents may be close to the fibre contents in the wire pit.
There are many different designs of white water systems and wire pits.
The mixing phenomena are also complex. Some people claim that there is
a reasonébly good mixing in their wire pits while others claim that
there is a plug flow. In the crude model it will simply be assumed
that the mixing in the wire can be represented as a perfect mixing

in a volume Vs The fibre balance for the wire pit can then be written

as

ch

Vo g5 (l—r)qlcl = QyC, = Q4Cq (6.3) .

It is clearly not trivial how V2 should be determined.

A Constant Retention Model

Summarizing we find that the wet end of the paper machine can be
characterized by the equations (6.1), (6.2) and (6.3). To get the

major features it will be assumad that Cgy = Cye The equations then
become
de, q 9,  g.c
dtlz_v_l_cl+v_202+ v
1 1 1
de, (1-r)qy . % .
It g by
rq.c
Wos e (6.4)
bv

The assurpticns made thus implie:that the dynamics of the wet end
can be characterized by a second order dynamical system. Assuming
12 V2 the retention r and the
wire speed are constant the equations (6.4) are linear and can be

that the flows Q> 9> the volumes V

represented as
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o S " - S
G179 ay (1-g) o1 || G < By
s . ) + @ - a%)
dt c. = o (1-r) N o= G %~ %
2 ) ag T ag 2 %
y :‘Y&ﬁ_— cl] (6.5)

where the parameters are given by

ul = ql/Vl
o, = q2/V2
By = a,/q
62 & co/V1
!
YT

The model is thus characterized by five parameters which can be deter—

mined from the efficient mixing velumes V, and V?,the steady state

1
values of the flows » q; and q,,, the retention r,the wire b and the
9> 4 9

vire speed w. Assuming steady state conditions we find from (6.4) that
r=1- 02/0l (6.6)

The rentention can thus be determined from measurements of the fibre

concentration in the head box and in the wire pit.

In the model (6.4) the thick stock flow was regarded as the input and
the basis weéight as the output.

The Characteristic FEquation

The characteristic equation for the system is

d(s) = 2 + s(a) + a)) + aja, (Btrpr) = 0

when r = 1 the roots are —oq and ~0, corresponding to the mixing time

constants of the fan pump head box system and the wire pit respectively.



When r < 1 the rools are given by

- .
] - gl +a2 - Hulaz(r+8~sr)
1,2 7 t

2
(al+a2)

The root locus of the characteristic equation is shown in Fig. X.2

r=0 r=1 r=1 r=0

o (v
—0m<mr:m5}: 3 ,_‘w-—-—————

RN

Sy~ - (aq+a2) S2~ -Ba

Fig. 6.2. Root locus of the characteristic equation of the constant

retention model with respect to the retention factor r.

Steady State Gain

It follows from the model (6.5) that the steady state values of head

box and wire pit consistencies are given by

c
qO O

] - ql(r+3—r3)

q c (1-r)
c. = O 0O
2 ql(r'-l-a—PBJ
-I'qoco

YT Bv(rte-rp)
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Notice that an increase of q.c, will result in an increase of both
¢, and Cye Also notice that since g is small and r often close to 1
the basis weight increase due to a unit increase of q.S, will be prac-

tically independent of the retention.

A Numerical Example

In order to get a feeling for the orders of magnitude involved a
specific example will be considered. A flow diagram of a Craft paper

machine is shown in Fig. 6.3.

From Machine Chest Head box Spray water
(300,0)
(320,8.64) (4270,10.6) \
) ~
O (43,8.5)
Y
vy
{30,0)
(3950,1.96) (307,0.14)
A4
V' (270,0)

Fig. 6.3. Flow diagram of a typical craft paper machine. The total flow
qq and the fibre flow q f of various points of the process are
denoted as (qt, qf) where the units are kg/s.

The diagram in Fig. 6.3 is more involved than the simplified. The volume
of the wire pit is 110 m3 and the head box volure is 10 m3. The mixing

volumes are arbitrarily estimated as

3
Vl

¥y

10 m
100 md
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Assuming a stock density of 1000 kg/m3 the following flows are obtained.

= 320 ton/h = 0.089 ms/s

d_D

q; = 4270 ton/h = 1.19 m3/s
i h = 3
q, = 3950 ton/h = 1.10 m™/s
o o 3
Qg = 277 ton/h = 0.077 m™/s

q * 43 ton/h = 0.012 m3/s

From Fig. 6.3 the following values of the fibre concentrations are ob-

tained
c_ =27 kg/m3
5 /1
c, = 2 5 kg/m3
1 .
_ 3
c, = 0.5 kg/m
_ 3
cy = 0.5 kg/m

The wire speed and the effective wire width are

6 m’s (10)

6 m

T <
non

We thus find that it is reasonable to neglect the flow M in ccmparison
with the other flows in the water balance. In this particular case the

concentration of the overflow in the wire pit also equals the concentra-
tion in the wire pit i.e. c

= Cye To obtain the model it is also neces-

3
sary to know the retention factor. The retention is determined from

(6.6) which gives r = 0.75.

The constant retention model now becomes
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c -0.12 0.11 c. ! 97
Q_ L = 1 | + q
at |oc, 0.003 ~0.012| e | 0 o
y = 0.025 ¢

1

The transfer function relating basis weight to thick stock flow is thus
given by

0.067(s+0.012) _ 0.067(s + 0.012

o2 4 0.132s + 0.0011] (8%0.009)(s+0.123)

G(s) =

. 0.12(1 + 83s) _ 0.52 + 0.20
(1+111s)(1+8s) 1+8s  1+il19s

A step response of the constant retention model is shown in Fig. 6.4.

Concentration in head box (kg/md)

0.2 -

0.1 1‘

Concentration in wire pit (kg/mP)

Basis weight (kg/m?)
1 | I 1 1 1 1 1 ] >~

>
500 trs)

Fig. 6.4. Response in head box concentration Cy> wire pit concentration

and basis weight to a step change of 1 % in thick stock flow.
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Summary

The constant retention model gives a second order dynamics for the wet
end of the paper machine. The characteristic equation for the linearized
model has real roots for all values of the retention. Tor retentions close
to one the models correspend to the head box and wire pit mixing time
constants. When the retention decreases the small eigenvalue will de-
crease and the large eigenvalue will increase. In response to a step
change in thick stock flow the fibre concentrations in the head box and

in the wire pit will both increase.
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7. VARTABLE RETENTION MODELS

The model in the previcus section was obtained using many simplifying
assunptions.In this section it will be discussed vhat happens when
it is assumed that the retention is a function of the basis weight
This will have a significant effect on the system cdynamics as will be

seen in the following.

In the simple drainage thecry discussed “n section § the experimental
end theoretical results indicate that the retention strongly depends
on the basis weight. The following semiempirical formula was proposed

by Han
r=rw) =1- (1l-a) e (7.1)

where o 1s called the initial retention,w is the basis waight and y

is a constant. A typical value is y = 50 Hg/kg.

The equation (7.1) was obtained for the drainage of a simple element
as was discussed in section 4. In the wire model of section 4 the
retention.r was the average retention for the whole wet end. Since
(7.1) holds for each section it is clear that the average retention
factor must also depend on the basis weight. Assuming that (7.1) also
holds for the average retention and introducing (7.1) into (6.4) the

following nonlinear model is obtained

ﬁ = E C + E% o) <4 qoco
K 9
dt Vl 1 & Vl
dc q q
2 1 %
ET_I_ = (l—P(W)) _V2 Cl V2 (,2 - (7.2)

where the function r(w) is implicitely defined through

i r(w)qlcl
W= bv

- (7.3)
re) = 1 - (Q-ade ™V
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Notice that it is not trivial to eliminate w analytically!

To linearize (7.2) the following derivatives are needed

a -

EE =Y (1-a)e” ™ 2 y(1-p)

a0 Y |
de  rtyw(r-1) V (7.4).

Assuming small perturbations around a steady state col [c? esglthe
* Tollowing linearized model is obtained :

(¢} = CS —0. : - Ve 1S
5 1 1 0y c eBdoy et o ) s
at Sl s|* (qo—qo)
¢, c, {-33(1—10)(%2 - o, cy” o, 0 '

2

y s Y [Cl —CJS_] (7.5)
where

bl
0. = ——
1 Vl

il
0, = ==
2 V2
By = —

9

e
B, = o>
2 Vl

o reyw N

By = - ~(1-r)yw (7.6)

Notice that this model is identical to the constant retention model (6.5)
when the coefficient Byequals one. Assuming o = 0.5 By is e function

of r. A few values of this function are given in the table below

Table 7.1. The parameter By as a function of r for o = 0.5

r 83

0.5 1

0.6 0.73
0.7 0.35
0.75 0.01
0.8 -0.15
0.9 -0.95

0.95 ~1.67



42

The parameter 83 is always less than one. This means that the variable
retention model is equivalent to the constant retention model with a
higher value of the apparent retention. Notice, however, that it is
also possible to obtain négatj ve values of By

In such a case the dynamics of the moddl will change. The steady state
responses in ¢, and ¢, to a step change in thick stock flow are given

by

S CO S

c, - = (. -q)

Lo gy [ -8y v e rte g )] 0 T b

o 5. cOB3 (lfr) - q(S))
2 2 q [L- By ¥ 53(r+el—slr)] 0

Notice that if Ba is negative an increase of q will result in a decrease

of c,!

2

A Numerical Exammle

Consider the craft paper machine discussed in secticn 6. For this machine
we get 8, = (.01 from table 7.1. In this particular case the variable
retention model thus implies that there is virtually no coupling between
the equations in the model. The fibre concentration in the wire pit will
thus not be influenced by changes in the thick stock flow and the dyna-

mics can be approximated by a first orcer systern.



8. MULTICOMPONENT MODELS

So far it has been assumed that the stock is composed of fibres and
water only. This is certainly a gross oversimplification. The fibres
are not uniform,their sizes and properties may vary. The stock can
also contain other material for example clay and fillers. Fibres

of different size will certainly behave differently in the drainage
process. In order to illustrate the effect a diagram of a journal

paper machine is shown in Fig. 8.1.

(0.06,1.9,0.35) (0.56,3.8,1.57)
S \./

v

(0.50,1.7,1.22)

Fig. 8.1. Flow diagram of a typical journal paper machine. The total

flow qi HP/S s the fibre flow w_ kg/s and the clay flow

f
wé kg/s at different positions of the process are denoted

as (qt, Wes wc)

Assuming constant retention we find that the fibre retention is

- 1.7 _
re = 1- 38 - 0.55

and that the clay retention is

43



It is thus clear that fibres and clay are drained quite differently
and it thus seems reasonable to take care of this in the modelling by

considering multicomponent flow.

Iy
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9. MORE ELABORATE MOLELS

The models discussed in section 6 and 7 describe the complicated drainage
phenomena on the wire very crudely through a simple retention factor
only. As a result it is not possible to get any information about the
position of.the wet line on the wire. It would thus seem reasonable to
describe the wire by a nonlinear static model.An example of such a model

is given in the following preprint.
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AN ON-LINE MATHEMATICAL MODEL OF A FINE PAPER MACHINE

. O. Alsholm**
J. D, Schoefflerx*
P. R, Sullivan
IBM Systems Development Division
Development Laboratory

San Jose,

ABSTRACT

The objective of this paper is to describe a
mathematical model of the Fourdrinier paper-
making process which is suitable for on-line
computer control. Control of the paper-making
process requires knowledge of variables suchas
wet line position, concentrations of individual
fibers throughout the system, and the like,
which can not be easily measured on-line. Con-
sequently it is necessary to use a mathematical
model to compute such variables as they are
needed. The approach to model building des-
cribed in this paper is to first separate the
system into & number of simpler subsystems,
for each of which a mathematical model is built.
The separate subsysterns are then incorporated
into an overall mathematical model by intro-
ducing interconnecticn constraints (flow and
material balances).

The major emphasis in this paper is on the
most complex subsystem, the paper machine
itself. A relatively complete mathematical
model of the machine predicated on basic prin-
ciples was constructed. This model involves a
set of partial differential equations relating
flows, concentrations, and pressure throughout
the mat. Such a model is tao complex to be run
on-line, but is very useful for generating
simpler models. The structure of a simplified
model derived from the larger model is pre-
sented. Parameters in thé simplified model
are determined from actual operating data and
a curve-fitting procedure. The overall system
model is a set of nonlinear difference equations,
Techniques for efficient simulation of the system
together with results for a typical fine paper
machine are presented. In addition, the use of
the models for control purposes is briefly dis-
cussed, '

California

I. INTRODUCTION

The objective of this paper is to present a
mathematical model of the Fourdrinier paper-
making machine and associated white water
system which is suitable for on-line computer
control during grade changes.,

Consider the simplified schematic of the
papermaking process shown in Fig. 1. Paper is
a mixture of various wood fibers and fillers, the
fillers being added to control gpacity, color, and
other quality characteristics. * Basically, the
slurry {a mixture of fibers, fillers, and water)is
placed on a moving wire screen (the Fourdrinier),
permitling the water to drain through in such a
manner that the fiber and filler is uniformly de-
posited in the form of a mat on the wire, This

__ FOURDRINIER

- po - HEADBOX o
0000 sucruow foutn
188 soxss it
] smo I-ls:m. Pt
coucH

[ STUFF i
BOX -—-] REFINERS

FURNISH

TO STOCK
RECOVERY SYSTEM

Fig. 1 Simplified schematic of paper making
process

% Systems Research Center, Case Institute of Technology, Cleveland, Ohio and Consultant to IBM

Corporation, San Jose, California.

*% Presently with Billeruds Aktiebolog, Sweden.

1. Superior numbers refer to similarly-numbered references at the end of this paper.
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mat is then dried in order to form the paper
sheet, This process is run continuously with the
slurry being deposited on the wire from the head
box, a small-volume tank with interior baffles.
The wire moves with a velocity of approximately
1000 feet per minute from the head box to the
couch roll. At this point enovgh water has been
drained out of the mat to insure adequate sheet
strength for removal from the wire. The sheet
is then sent to the dryer section of the process
and finally rolled up.

The drainage process is quite critical for
two reasons. If too little water is removed from
the mat, the sheet at the couch roll may break as
it is removed from the supporting wire, causing
significant lost production, On the other hand, if
the water drains too quickly, the resulting sheet
formation may be poor, yielding unacceptable
paper. The purpose of the table rolls and suction
boxes on the Fourdrinier machine is to control
the drainage profile within acceptable limits,
Most of the water drainage occurs over the table
rol! section because of the weight of the slurry
and a pressure produced by the "'nip" in thz wire
as it passes over each roll. The equivaleit
pressure applied to the slurry is a function of
the number of table rolls and the speed at which
the wire is driven. By the end of the table roll
section, the mat is well formed with little
slurry left above it, but with much water trapped
inside it. The suction box section consists of a
number of {lat boxes to which a controlled suc-
tion is applied. This has the effect of draining
the remainder of the slurry above the partially
formed mat and removing the interior water by
compressing the mat., The point at which all of
the slurry above the mat has drained through is
clearly visible and is called the wet line,

Some suction is also maintained on the
couch roll te provide a final amount of drainage
before the sheet is removed from the wire. The
process operator must control the speed of the
wire, the amount of applied suction, and the
amount of slurry flow onto the wire in such a
way that the drainage profile is satisfactory. A
good indication of adequate drainage is the posi-
tion of the wet line which is usually maintained
at a fixed point on the machine.

The dynamics of the paper-making process
are interesting in that much fiber and filler
drains through the wire along with the water,
and economics dictates the recovery and reuse
of these solids. Most of the flow through the
wire enters the silo, a large level-controlled
tank, in which the concentration of solids is
approximately 20% of that in the head box. To
make efficient use of these solids, the concen-
tration of solids in the main source of stock is
made higher than needed on the wire. This
stock is then diluted witk the output of the silo to
the proper concentration. In Fig. 1, two re-
cycles from the silo are shown. The first is to
the inlet of the fan pump (which supplies the head
box} where the recycle flow and the main source

of stock flow are mixed and pumped to the head

box. The second recycle is back to the vicinity
of the stuff box, the tank containing the high-
concentration stock.

In addition to the flow into the silo, some
water and fiber drains into the couch pit, a tank
in the vicinity of the couch roll, If the sheet
should break coming off the couch roll, all of the
production is diverted to the couch pit until the
shect can be rethreaded, Hence the [low into the
couch pit is somewhat intermittent, sometimes
being low in solids concentration and sometimes
very high. Solids in the couch pit are recovered
by a device called a saveall, the output of which
is stored in white water tanks and later used to
make up the input to the stuff box.

Typically, a paper machine makes many
grades of paper, a grade being a sheet with a
given weight per unit area and with a given rela-
tive concentration of various fibers and fillers,
To change from one grade to another is an inter-
esting control problem because of the large time
lags introduced by the volumes of the various
tanks (mainly the sile) and the long transport
times, This is especially true if the grade change
involves a significant change in the relative con-
centrations of the components since the concen-
trations in the recycle streams must then be
carefully considered.

In order to control such a process during a
grade change, a mathematical model is necessary
because the critical variables are either not
measurable or else subject to long measurement
time lags. The main objective of a successful
grade change is to reach the new grade quickly
without breaking the sheet (which causes signifi-
cant lost production) and in such a way that the
systemn is left in the steady state. That is, be-
cause of the large recirculation in the system, it
is common to find the system on grade at one time
but drifting far off grade again some time later.
Drainage on the Fourdrinier is significantly
affected by the relative concentration of eachcom-
ponent (fiber and filler) and consequently it is
necessary not only to follow the flows in the pro-
cess but also the concentration of each component
in the flow,

Fig. 2 is a schematic diagram of the most
difficult portion of the system, the Fourdrinier,
together with the variables of interest.! To pro-
vide a suitable basis for control, the mathemati-
cal model must be capable of predicting these
variables on-line. In particular, the wet line
position is the chief indicator of sheet strength "
and its calculation is fundamental to any control
policy and therefore must be possible from the
mathematical model.

The approach to mathematical model building
described in this paper is to first separate the
system into a number of unconnected subsystems
(not necessarily corresponding to the actual sys-
tem units themselves). Each such subsystem is



then modeled by a combination of scientific and
empirical model-building techniques, The mathe-
matical model is then completed by specifying the
constraints between variables in the subsystems
which correspond to interconnecting the sub-
systems again, The resulting equations are inthe
form of nonlinear difference equations which are
particularly well suited to on-line use by a digi-
tal computer. '

WIRE SPEED EQUIVALENT APPLIED PRESSURE

HEADBOX
CONCENTRATION OF easts
EACH COMPONENT ol AL
WEIGHT
TEMPERATURE FOURDRINIER MACHINE
WET LINE
sTOCK i | RN
CHARACTERISTICS POSITION

A
FLOW THROUGH WIRE
AND CONCENTRATION

LICE OPENING
= OF EACH COMPONENT

SLICE VELOCITY

Fig. 2 Schematic diagram of the Fourdrinier

The most difficult portion of the system to
model is the Fourdrinier itself and the emphasis
in this paper is on that portion of the system. The
model is verified by comparing available experi-
mental and predicted data, In addition, good
operating points predicted by the miathematical
model for various grades of paper are compared
to those actually used at present by operators and
found to be in close agreement,

II. MODELING OF THE FOURDRINIER

Consider first the Fourdrinier and its pzr-
tineat variables separate from the remainde - of
the orocess (Fig. 2). Definition of variables is
shown in Table I. Input to the Fourdrinier con-
sista of the slurry in the headbox which may be
characterized by the concentrations of each of
the components (three are most significant in
fine papermaking: kraft fiber, sulfite fiber, and
clay filler), the temperature of the slurry, and
some measure of the pulp characteristics, The
pulp characteristics affect drainage rate signifi-
cantly and depend upon the amount of refining
previously done on the stock.

The amount of slurry in the headbox flowing
onto the moving wire depends upon the slice
opening (height of opening in the headbox) and the
velocity of the stream (which in turn depends
upon headbox pressure). The wire speed usually
differs slightly from the slice velocity {the
difference is called drag) in order to ¢ontrol

Table I Definition of variables

Concentrations (lbs. of solids/gal)

i=1
i=2

concentration of sulfite {iber
concentration of kraft {iher
concentration of clay filler

silo

midway between stuff box and fan pump
inlet to fan pump

inlet to headbox

headbox

flow through table roll section

flow through wet suction box section

stuff box

Flows (gal/min)

go
L3}
g2
L5
€4
&g
L1
€7
&g
Bg

constant flow from stuff box to fan pump
headbox flow

flow through table roll section

flow out of table roll section

constant fresh water flow (shower)

flow through wet suction box section
flow past wet line

flow through dry suction box section
flow off couch roll

fresh water flow into seal tank pump

Manipulated Variables

u, stuff box flow {gpm)

h slice opening {inches)

v slice velocity {feet/min)

P, auction box pressure (inches Hg)
P. couch pressure (inches Hg)
Constants

a time increment (0. 1 minute)

V1 volume of silo

V2 volume of headbox

N number of suction boxes

w machine width (feet)

a, initial retention

Ki gain coefficients

’Ii, 7; constants

Miscellaneous

B basis weight (Ibs/ft%)

d length of wet suction box section
Rli solids retentions

RP refiner power (KWH/ton)

T headbox temperature (degrees F)
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formation of the paper on the wire. The remain-
ing variable affecting performance on the wire
may be considered to be an equivalent applied
pressure along the wire. Over the table rolls,
this is due to the weight of the slurry and the
"nip' in the wire over the rolls; over the suc-
tion box section, it is due to actual applied
pressure,

Of course it must be noted that there are a
multitude of other variables actually affecting
the process, but these cannot be considered
without making the mathematical model exces-
sively complex. For example, the wire type and
age is a significant variable, as are the effect of
nonuniform mixing in the headbox, nonuniform
deposition on the wire, nonvertical flow on the
wire, and others. Nonetheless, the effects of
these and other variables which do not change
radically over a relatively short time period
may be accounted for by an updating of seme
well-chosen empirical constants in the models -
-a necessity for on-line work. See Table II for
a list of assumptions,

Table II Major assumptions used in model

1. The drainage on the wire i3 nondynamic inthe
sense that slurry deposited on the wire
reaches the end of the table roll section in

. less than 10% of one samp'e interval and
hence wire drainage for each sample interval
depends only upon conditicns existing during
that interval rather than oa previous inter~
vals,

2. Alltanks are perfectly mixed.
3. Flow through all pipes is plug flow.

4. All fiber in the system of a given type (Kraft
or Sulfite) has the same characteristics.

5. Slurry deposited on the wire is uniformly
mixed and doesn't selectively drain. That
is, slurry above the mat on the wire has the
same concentration at every point on the wire,

6. Drainage on the wire is uniform in the cross-
machine direction.

7. Drainage is affected by an equivalent pres-
sure over a given section,” Thus, the actual
non-uniform pulsating pressure needn't be
considered as far as control is concerned,

8. Concentration of the input stock is known,
This may be diificult in practice if a signi-
ficant amount of broke is added, since the
concentration of the broke may not be known.

9. Filler componenta other than clay need not be
explicitly considered in the mathematical
model. Their effects (such as Ti0 ) may be
absorbed in the empirical parametérs,

The mathematical model should calculate
the flows through the wire and off the couch roll,

and the concentration of each component in the
flows as a function of the manipulated and un-
controlled variables. In addition, the output
variables, basis weight and wet line position,
must be calculated.

The drainage process has been the subject
of many investigations reported in detail in the
literature. Of particular interest is the recent
work of Meyer, ¢ Nelson, 3 Ingmanson, 4 Han, 2
and Abrams® who considered the drainage pro-
cess from a fundamental point of view. In par-
ticular, they formulate a partial differential
equation description of the flow, pressure, and
concentration distribution throughout the mat as
a tunction of physical parameters of the stock.

In order to describe the drainage process this
way, many idealizing assumptions must be made.
Their formulation is essentially limited to drain-
age with a single fiber component; but, nonethe-
less, their results are in good agreement with
observed data.

As a basis for testing and evaluating simpli-
fied model structures, this work was extended to
the multiple component case and simulated on a
digital computer. Numerical solution of the par-
tial differential equations involves satisfaction of
many boundary values, leading to a long solution
time. Although this prohibits the use of such a
model in any on-line application, the model still
serves as a valuable guide in the formation of a
simpler on-line model whose structure is deliber-
ately chosen to facilitate tne control problem dis-"
cussed earlier. Deilails of this model are too
lengthy to be included here and will be reported
elsewhere.

From the simulation, it was concluded that
the paper machine may be separated into three
lumped sections. The first section extends from
the headbox to the end of the table rolls, the
second from the suction boxes to the wet line
(consequently it is of variable length), and the
third to the end of the machine. Each lumped
section can be considered to be a separate pro-
cess whose output variables are the inputs to the
next section. The sections and the variables
considered are shown in Fig, 3.

Slice opening and velocity are considered E
manipulated variables. The concentrations of the
slurry above the mat are assumed constant and
equal to the headbox concentrations. Inputs tothe
table roll section are the headbox concentrations,
headbox flow, wire speed (since this determines
the equivalent applied pressure for this section)
and refining and temperature. Outputs are the
flows through the wire and into the next section as
well as the concentrations of the flows. The dif-
ference between wire speed and slice velocity is
less than 3% and need not be considered in the
model,

The wet suction box sectinn has similar in-
puts and outputs except that the wet line position
{length of this section) is an additional output and



the actual suction box pressure is the input. The
dry suction box section has no slurry above it and
its outputs are the flow through the wire (virtually
all water and no fiber), the basis weight, and
production,

9%

WET LINE
TABLE WET DRY
HEADBOX |9} suction] * | suction| PRODUCTION
e [ ROLL sox 1 SN ——— -
S 9
SECTION SECTION SECTION e
92 s 97
Bai Esi e
DEAD
TIME SILD i
a bo
Fan \_ "3 TO COUCH PIT
PUMP SRS IS
.
DEAD | x,; DEAD
TIME TIME
a a

90 [ Uy e
—— —{ STUFF BOX I——{ REFINERS I

Fig.3 Lumped model of the Fourdrinier

Most of the equations describing each section
of the wire are simply material balance equations
and are easily derived. However, several key
relations must be derived from a combination of
theoretical and experimental work together with
verification via simulation of the more complete
model. The first of these is the equation for flow
through the wire,

The flow onto the wire from the opening in
the headbox is proportional to the product of slice
opening and slice velocity:

g; = K hv (2.1)

The flow through the table roll section, gy, 1is
the difference between the input flow, g, and
the flow to the wet suction-box section, g3. The
fraction of g, which flows through the table roll
section depends upon the resistance of the mat
over that section, and the applied pressure. The
resistance of the mat is essentially proportional
to the basis weight but also depends upon head-
box temperature and refining. The equivalent
applied pressure is a function of wire speed.
Consequently, an approximate relation may be
deduced: :

g 2
-g—l-= Kf](v)/fZ(B,RP, T) (2.2)

- SCRE e e e e e e e e e s e e e e et R —— i

where f; and f, are some functions to be de-
termined, RP is the refiner power (in KWHR/
Ton), and T is the headbox temperature, E‘gwc-
perimental work reported in the literature '
and the simulation of the partial-differential
equation model indicate that reasonable approxi-
mations for both unknown functions are simply
the chief arguments raised to some power.
Since g is proportional to slice opening and
velocity, the resulting expression for g is
simply

e (] [
g, K;h 'v 2B 3 (2.3)

where ep, ey, and ey are empirically
determined exponents and K, is a gain term
which is updated often on-line. The effec: of
temperature and refining is absorbed into ex-
ponent e3 of the basis weight in the form of a
linear relation

e;=c,tec

1 2

T+ c3RP (2. 4)

The basis weight used in Eq. 2.3 is the final
basis weight of the sheet rather than the aver-
age sheet weight over the table roll section.
This is convenient from a measurement point of
view and is possible because, for normal opera-
tion, most of the sheet is formed over this sec-
tion and conczquently the average weight of
solids above the table roll section is propor-
tional to the final basis weight. The many
approximations which enter into the determin-
ation of this expression are absorbed into the
empirical exporients and gain terms which may
(as for example when a grade change is to be
made), the fit is quite satisfactory,

be adapted or updated when the model is used
on-line, -That this expression can fit experi-
mental data well is indicated in Fig. 4 which
shows the fit of this equation to.a large number
(60) of different grades of fine paper made at a
particular mill. When used over a small region

In a similar fashion, an empirical expres-
sion for the wet-suction box section flow (gs)
may be deduced. In this case, the flow depends
upon the applied suction box pressure and directly
on the length of the section (d)

e, e, e
4vsl.’»(’d

L (2.5)

8g = KzP

Here again the e; are empirically determined
exponents and the effect of temperature and re-
fining is absorbed into the exponent of basis
weight in the same form as Eq. 2.4, If the wet
line position is defined as the distance from the
wet line to the end of the machine, it is simply
the distance from the end of the table roll section
to the end of the machine minus the length (d) of
the wet-suction box section.
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A second set of non-material balance rela-
tions are the relations between the concentrations
in the flows through the sections and the variables
of the sections. Here extensive experimental and

50001

4000

CALCULAYED FLOW

3000

1 1l

2200 L
2200 3000 4000 5000

OBSERVED FLOW (GALLONS/MIN)

Fig.4 Experimental results for flow equation

theoretical work is available to indicate that a
perfect filtration model_is sufficiently accurate
for modeling purposes. “: 7 In particular, the
concentration of any comnponent depends on the
concentration of that component in the slurry and
the resistance of the mat (as rfieasured by basis
weight). The perfect filtration equation is

dx
IBT NN (2.6)

where 'ri is a proportionality constant which is
different for each component. This equation has
the solution

x, = Ke E 2.7

The proportionality constant may be evaluated at
B = 0 by noting that the concentration of the flow
differs from the concentration of the slurry

(x5i) only because the wire itself without any mat
formed on it retains a portion of the fiber. This
fraction retained by the wire is termed the initial
retention by Estridge9 and is denoted by a i+ The
resulting equation is

-'IiB
x; = xSi(l -l!i)e (2. 8)

This expression, with empirically determined
initial retention and parameters 7; for each
component fits experimental data quite well and
agrees closely with simulation results, Fig. §
shows the fit for approximately 25 different paper
grades for which concentration data wasavailable.
The fit is plus or minus 10% and is well within the
limits of accuracy of the data itself. Moreover,
the concentration of the flow through the wire is
about 20% of headbox concentration and hence
10% accuracy in its calculation suffices,

o.32¢ +10% LINE /
/ °
/c ° //
. oo .
g //o ° /Zi10% LINE
x0.241 ° o
< / °0/ °
g S s
; . S
8 / ;/"
'§‘ o6} 5 //o 3/
3 a1
0/ w/
7 A
d
008 . L .
- 008 ole 0.24 0.32

OBSERVED CONCENTRATION

Fig.5 Experimental results for concentration
equation

The remaining relation which is important
to the wire model is the mechanism for deter-
mining the wet line position. The simulation of
the partial differential equation model gives the
wet line position since the height of slurry aoove
the partially formed mat is calculated at each
increment and the point at which it equals mat
height may be observed. At this point, all that
remains above the wire is the partially formed
mat together with water trapped inside. Beyond
this point, th. mat is compressed by squeezing
some of the trapped water through the wire. At
the wet line position, the compression has not
yet begun significantly, and the amount of
trapped water is essentially dependent only upon
the basis weight of the sheet provided the basic
stock does not change radically (as for example
frorn bleached to unbleached stock). Hence the
concentration may be assumed constant with
little error, This is borne out by results of the
simulation and by experimental data.

An additional consideration here is that 80
to 90% of the flow onto the wire flows throughthe
table roll section and hence an appreciableerror
in the wet line concentration does not greatly
affect the accuracy of the model. Nonetheless,
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this assumption of constant wet line concentra-
tion is important because the wet line positionin
the lumped model miay not be determined with-
out it.

The remaining equations are simply
material balance equations and are summarized
in Table III. Observe that the resulting set of
wire model equations are implicit in that basis
weight and wet line position appear both as out-
put variables and as variables in each of the flow
and concentration equations, This implies an
iterative solution is necessary if they must be
calculated. In practice, the operation of the
system is calculated step by step in time; from
one step tc the next, these variables change by
such a small amount that only onc or two itera-
tions are ever required. Thus the equations are
capable of being used in an on-line fashion.

Table III Wire model equations

Flow (gal/min)
g, = KOWhV

e € e
g,=Kh 'v 2B 3
3= 8 " &;
84° constant
e, € e,

v

gs * szs B °d

Be =83t 8y g

Concentrations (lbs/gal)

- 1
Xg1 = xgyll - %))e

x

J
®

7

Retentions (no units)

Ryi = 1-gxg /8%

Rai = 1 - ggxqi/g xRy

Basis Weight (Lbs/ftz)

n
. =(i=zx x5iRliR2i) (7' i8lg, )/‘”"

Wet Line Concentration (lbs/gal)

c .= Bwv/g6 = constant

wl
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III. THE SYSTEM EQUATIONS

Of the components in the system shown in
Fig. 1, only two (aside from the Fourdrinier)
need explicit modeling, the pipes and tanks. The
pumps merely serve to provide the proper flows
and the junctions are equivalent to interconnec-
tion constraints. The tanks are particularly
simple because they are not only maintained
with constant volume, but also are designed to
be as perfectly mixed as possible. The as-
sumption of perfect mixing is then well borne
out by experimental evidence and allows the
following formulation. 10

If g is the flow through the tank (that is,
both input and output flow since the tank is con-
stant volume) and if xj and x; are the concen-
trations of the ith comiponent in the input stream
and tank respectively, the differential relation
between tank concentration and input is the usual
first order equation

dx! ¢
——l=—(xi-x;) (3.1)
dt v

This may be transformed to a lifference equation
by assuming the flow and input concentration re-
main constant over one sample period:

-gAlv

. -gAlv
xi(t+ A)=e

x;(t)+ (1-e ), (8) (3.2)

With little error, each exponential may be re-
placed by its linear expansion. This difference
equation then serves for the headbox and the silo
tanks., Nctice that the coefficients in the equation
change with time as flow changes, but that this
does not complicate the numerical solution of the
equations. This equation may be applied to the
silo and headbox tanks by using the appropriate
variables in Table I.

The pipes, the other ci:gnponen»t, are treated
as pure deadtime devices. That is, plug flow
is assumned, with the output of a pipe becoming the
input, a time increment later which depends upon
t}'lc flow rate and pipe volume., Hence if x, and
x. are the input and output concentrations, they
are related by :

x;(t) = x;(t - 7) (3. 3)
where 1 is the dead time and is given by
T=V/g (3.4)

where V is the volume of the pipe and g is the
flow rate through the pipe. The two pipes with
sufficient length to have appreciable dead time
are the pipes connecting the stuff box to the fan
pump and the pipe from the fan pump to the head~
box. In the former case, the flow rate is con-
stant and hence the dead time is constant. Not
shown in Fig. 1 is a recirculation from the head-



box to the fan pump which absorbs much of the
variation in headbox flow, As a result, the flow
rate in the pipe varies by less than 10% for most
grades of paper, permitting the dead time to be
assumed constant. For the particular papermill
considered in the simulation and control system
design, the ratio of dead times in the two pipes
was almost exactly 2:1. The sample time was
conveniently chosen to be the smaller dead time
(6 scconds), thereby simplifying the difference
equations, Fig. 3 is a schematic of the system
showing the dead time.

State variables were chosen as shown in
Fig. 3 and the component mathematical models
wer: interconnected by specifying constraints,
For example, the sum of the flows from the stuff
box must equal the (constant) flow through the
long pipe since material raust balance and there
is a constant volume pump in the line. Similar
constraints hold for concentrations where pipes
and tanks are interconnected. The resulting
equations of the system are shown in Table IV,
Observe that when coupled with the equations of
the wire itself, they form a set of first-order
nonlinear difference equations. As mentioned,
their solution is quite straightforward despite
their implicit nature.

Table IV System. equations

) At
x)ltrat) = x .+ v, 3g2x6i Fegxg; -

gy testgrteg) "ui
Xpltrat) = i"ai 4t lgg-yy) "nz/go

x,.8~ (g8, -gn)
2i®0 1 0 ‘ At
T+_gl——]xli+__l(g2x6i+

BsXqi - (82 + 85 % g7 £g) X))

b3 Si(H-At) =

x41(t+At) = Xq4

e s At
Xsi{tat) = xg; t g 0y - x55) 8y

It should be pointed out that the small flow
froem the silo to the fan pump inlet may actually
reverse direction, depending upon the headbox
flow. In this case, the dynamics of the process
change significantly, but the only changes in the
equations are the flow and concentration con-
straints at the inlet to the fan pump. This set of
equations is similar in form although different in
detail and is not shown here. In the simulation
of the system, these equations were included.

5k,

IV. RESULTS AND CONCLUSIONS

The objective of this paper was to present a
mathematical model of 2 paper-making process
suitable for on-line use in a grade change con-
trol scheme. From basic principles, simula-
tions, and experimental data, a simplified model
was generated. The form of the model is a set
of nonlinear difference equations with parame-
ters to be empirically determined. The type of
data that is available and the form of the model
equations requires a fitting procedure which is
essentially a sequential search scheme. In
general, there are multiple solutions to the pa-
rameter fitting problem and much care and
judgement must be used in selecting reasonable
starting points and investigating alternate start-
ing points for additional (and more reasonable)
solutions, These problems are common to any
nonlinear curve fitting or'parameter estimation
problem and need not be elaborated on here,

In order to verify the mathematical model
created, the parameters were determined for a
given paper mill, using data available from past
records for approximately 60 grades of paper.
Using the same operating conditions (stuff box
cor.centrations and flow, slice opening, wire
speed, etc.), the model predicts the actualbasis
weight almost without error and is capable of
predicting the actual wet line position close
enough for control purposes. These are verifi-
cations of the steady state portion of the model
only, but it is this part which is most complex
since the dynamics of the system are very well
approximated by dead time and perfectly mixed
tanks. For the various grades for which data
was available, the fit of the flow and concentra-
tion equations is shown in Figs. 4 and 5.

The real objective of the model is not merely
to be able to predict system performance at given
operating conditions, but to calculate new and
better conditions. As part of the development of
a control systemn, it is necessary to specify con-
ditions given desired output variables. Consider
the problem of specifying machine speed and
slice opening when a given basis weight sheet isto
be made. Since wet line concentration is fixed,
the flow By may be calculated from

8¢ = BWV/v:Wl 4. 1)

where w is machine width and c¢,] is wet line
concentration. Good opcrating practice fixes the
wet line position, and the suction box pressure is
not available for control. Consequently in the
expression for gg, all variables except velocity
are specified, If some arbitrary machine speed
is selected (it is desirable to run as fast as pos-
sible in order to maximize production), gs is
determined and since g4 is a fixed shower, g3
is specified. In the expressions for g; and g2,
only slice opening is unspecified and g, is con-
strained to be the sum of g, and gj. l‘Hence a



constraint on slice opening results which is of the
form
e

. 1
klh - kzh

(4. 2)

where the k are constants. The form of this
equation is sketched in Fig, 6. Observe
therc that there are two solutions for slice open-
ing for which that grade of paper may be made,

I machine speed is allowed to vary, its effect is
to move the curve vertically, either up or down.
As a consequence, there are an infinite different
number of operating points at which a given grade
of paper can be made, Of more interest is the
fact that for a given speed, there are either one
or two slice openings, or none--that is, the curve
in Fig. 6 may not intersect the axis, indicating no
solution at any slice opening. This condition
arises when there is too much drainage on the
table roll section to satisfy the drainage require-
ments previously determined for the suction box
section. The result is that the mat develops too
rapidly resulting in poor formation. Increasing
machine speed, however, shifts the curve in Fig.
6 upward to a point where a so.ution is possible.
This required change in operating speed at low
basis weight sheets agrees closely with actual
mill operating experience and conditions,

T~ SLICE OPENING

N

Fig. 6 Determination of allowable slice openings

EQUATION 4.2

Based on these evaluations, it was concluded
that the resulting mathematical model is suffi-
ciently simple for on-line computation and suffi-
ciently accurate for on-line grade change control.
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10. COMPARISON OF MODEL AND MEASUREMENTS

There are measurements available which relate inputs like thick stock

flow and pressure in drying cylinders to basis weight and moisture

content. These measurements indicate that the dynamics can be described

by fairly low order models. It is, however, very difficult to measure
concentrations and there are to the best of my knowledge no dynamic

models available which relate the input to head box concentration or
concentration at the outlet of the wire pit. Such measurements are of
course highly desirable in order to evaluate what complexity is needed

for a model. Experiments of this type are currently being made by B.Higgman

on an experimental paper machine at Svenska Tr&forsknings Institutet.

One crucial problem is if the simple model where the wire is charac-
terized by a retention factor only as in section 7 is appropriate.
To judge this it is obviously necessary to know the retention r as a

function of basis weight. It follows from (6.2) that the retention is

given by
, bv
r(w) = = (10.1)
q;¢ h-vu-cl
where

b = effective machine width

v wire speed

v, Jet velocity

Q flow through slice
slice opening

¢y concentration in head box

All facters above are easily measured except head box concentration.
If this could be measured e.g. by sampling or by an online optical
gauge* the retention function r(w) can obviously be determined stati-
cally.

If the simple medel is valid it also follows from (6.4) that
c
r=1--2 (10.2)

]

where Cy is the fibre concentration at the outlet of the wire pit.

Measuring ¢, it is thus possible to get a cross check and an indication
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of the validity of the model. Experiments of this type are currently
being evaluated by B. Higgman.

The more elaborate wire models have also been tested experimentally.
One typical example is found in the paper by Alstrom et al which ds

included in section 9. Similar results have also been obtained by Ohlin.
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1. INTRODUCTION

The results obtained in the previous sections will now be combined

in order to obtain a model of the whole paper machine. Only very simp-
le models of the subprocess will be used. The head box is modeled by
two differential equations. A simple retention factor model is used
for the wire. The concentration dynamics of the wet end is described
using two differential equations. The presses are modeled simply by
assuming that the fibre concentration after the presses are constant
and the water removed in the dryers is described by a first order
system only. There is not yet available any experimental verifications
of the complete model. The gross features are, however, believed to
be correct. The model obtained will be of fifth order with seven in-

puts and seven outputs.



2. NOTATION

A schematic diagram of the paper machine is shown in Fig. 2.1

uy
i Steam

|

&

p

us ug
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u2

Fig. 2.1. Schematic diagram of paper machine

The control variables are chosen as follows

v thick stock flow [m3/s]
u, fibre concentration in thick stock [k’g/mal
uy  flow through fan pump En3/s]

u, slice opening [m]

v,  air flow to head box l-_kg/s‘[
u;  wire speed , [ws]

U, pressure in last drying section LN/m2]



The state variables are chosen as follows

%) head box level Eﬁ]
PP, . .
X, = o g where p is pressure in head
2 box : [m]

Xy  fibre concentration in head box [kg/m3]

%, fibre concentration in flow

out of wire pit [kg/nﬁ]
X,  water removal rate in drying
section [kg/él

The outputs are arbitrarily chosen as follows

V. = X. i=1,2, 3,4

Vs jet velocity

Ve fibre weight

y; water to fibre ratio at dry end

Many other outputs are often of interest e.g.
Vg = y5/u6 velocity ratio
Yg = y6(l+y7) wet basis weight

Y10 retention factor

The model is easily modified to take additional outputs into account.



3. NONLINEAR EQUATIONS

The models for the flow dynamics in the head box and the concentration
dynamics have previously been derived. These models wil now be combined
with models of the presses and the drying section and a model for the

fan pump hydraulics in order to arrive at a complete nonlinear model.

Head Box Flow Dynamics

Using the notation introduced in section 2 of this chapter the head

box model can be written as

dx1 buu u3
G - R Vel g

dx KP p,EX £=1 pHEX \ k-1
4y Py _[2 2,1 07F Y2, <2 2+1).<—1

t PoPo8Y Pg

kbp = u, [p,gx
. -9 V” [ 2272 1] V2g(x +%.)
N p2g PO 172
k-1 : .. -
KD P ,8X > kP P8 "
* °V[2 2+1]'<-u +—°v[1+ 2 Q]u (3.1)
pop2g pO 5 ng pO 3

where it is assumed that the velocity out of the head box is subsonic.

Concentratiofi Dynamics of the Wet End

To describe the concentration dynamics of the wet end only water and
fibres are considered. It is assumed that the wire can be modeled
simply by assuming a retention factor and that the mixing is described
through ideal mixing in two equivalent mixing volumes. Assuming that
the fibre concentration, at the wire overflow equals the fibre concentra-

tion in the wire pit the model becomes

dx,
Vige T X3t (43 - udx - wu,
Vv EEE = (1 -r(w) - (3.2)
2 dt W)Iq Xy = Uk, .



where q denotes the flow out of the head box and w the basis weight
which are given by

q = A V?g{xl * x,) (3.3)
r(w)g,x
- 173

W = —~Bﬁg-— (3.4)

where A is the area of the slice outlet and b the effective slice width.
Notice that (3.2) differs somewhat from the equation in chapter X
because in chapter X it was assumed that head box inflow and outflow

were always the same.

Model for the Presses

To describe the presses it is simply assumed that the water to fibre
ratio f_ in sheet leaving the presses is constant. According to Higg-
man and Wahren [ ] a reasonable value is fb = 2.

The dryers

The drying section is again a complicated process which is difficult
to describe in detail. Here it is assumed that the water removal rate
Wy kg/s 1in the drying section is related to the steam pressure

through a first order dynamical system i.e.
wy oWy = Buy ' (3.5)

Using the simple model for the presses it follows that the water- is
entering the drying section at the rate

P.qlcl. fp

Since the water removal rate is Wy it follows that the water to fibre

ration at-the dry end becomes



rq.c.f_ - w W
foo=eklD d. ¢ _ d
d 14 P T3¢

(3.6)

It is wellknown that it is much more difficult to remove water from a
sheet with a low water to fibre ratioc. To describe this we use an ad hoc
model which does not have a direct physical interpretation by replacing

the equation for f, with

d
Ya
f.=k(f - ) (3.7)
d P gy
where k is the function
k(x) = alx + =) (3.8)

x+1

A graph of k is given in Fig 2.2.
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Fig. 2.2. Graph of the function k = (x + —ir)



Summary

Summing up we find that the paper machine can be describe dby the

following set of equations.

dx bu

1. Y v
gt TR Vsl tx))
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| k=1 k=1
dx,  KBA [ pof%) et | 8% Yk
T A D ] k-1 PoPo 1 -1
o 2?,: o po

. k-1
kp_bu [ P ,EX ] KP 0.8%, | k
o 4 2502 o 2272
- 1+ = V2g(x, + x,) + = |1 + ug +
poeY Py - 1 72 PPV Py &
kP, | P
+—211 4+ 22 Ujg
Fa Po
_dﬁ _ qy %y . (ug - ux,  wu,
dt Vl Vl Vl
By [1 3 r‘”quxa_. Uy
dt V2 V2
de
prraiilis apXe + 65u7 (3.9)

where the functions Vy» q; and r are giv_el;l by

V, = A(ho—x )

1

q =A ¢2g(xl+x2) = by, /2g(xl+x2)

r = r(w) (3.10)



The outputs are given by

i 7% i=1,2,3,4

g = V2g(xl+x2) = v

u

o r'(w)qu3 i r(ys)qlx3 _ r(w)u”xgv’ 2_,92(}{14'}(?)
Yo =W = bug  bug u

6

X

5
= k(f_ - : , )
Yq P r(w)xaqT(x1,x2,uu)

where the function k is given by

)= 1
k."\- a(x + X+l)

The model is thus charaterized by 5 physical constants

g acceleration of gravity

air density at reference pressure
P, reference pressure

stock density

by 8 physical parameters

b effective machine width

A area of wet surface in head box

A1 area of air outlet

v air volume in head box

Vl mixing volume in fan pump, screens, cleaners and head box system
V2 mixing volume in wire pit

ag inverse time constant of dryers

Be dryer gain

and by three empirical functions

v air volume in head box as a function of %y

r retention function
k function which characterizes the dryer



The dperating conditions are uniquely given by the values of the 7
control variables

o

thick stock flow

uz thick stock concentration
Uy fan pump flow

u, slice opening

ug air flow to head box

U wire speed

U,  pressure in drying cylinders

and by the moisture to fibre ratio fp at the presses.



4. LINEARTZATION

The derivatives of the state variables of (3.9) are not given explicitly
in terms of the state variables due to the implicit equation (3.10) for
the retention factor r. When deriving the linearized equations it is
thus necessary to evaluate the partial derivatives of r with respect

to X)s Xos Xgs Uy and Ug - To do so it is necessary to take into

account that w depends on Xps Xy Kgy Wy and u.. Taking partial deriva-

)
tives of w with respect to q, we get

1
W _ 3 i 9% o - w_ o, aw
aql qu bu6 aql qq T Bql
Hence
W _ 1 w_

aq1 1-r'w/r U

where r' denotes @. This implies

dw
r _ _, ow_ _ r'w/r r
3q, T aq q
9 21  l-r'w/r 1

The element a1 of the A-matrix of the linearized equation now becomes

Bl %y v, { v, Vo 8qy | 8xy
J(l—r)xg ~U*3 pw/p LE 9
{ v, V, 1-r'w/r qp § 2(x;*%,)

qy%3 l-r-r'w/r _  $%;3

2V2 (X1+X2 ) l-r'w/p 2V2 (x1+x

__r
1-r'w/r

- )
2)

10



The other elements of the linearized system are obtained analogously.
Skipping the details we find that a linearized model of the paper

machine can be written in standard form with the following parameters.

] 9
a9y © ‘.2§(xl+xg) ST %
G277 %
ay) = ~Bay
8yp = =y = Boy
bl
431 7 7 %3 " Tl %3 = 94/V,
17%9
A g
32 3 2(xl+x2)
d33 = 7 %3
99
g, = T
A
q X
ay = 2Vl(3 Yy -
| 25172 1-r'w/r
q X
) = 2v1(2 =y -—)
2°71 "2 1-r'w/r
qQ
3 = -V—l (1 - L4 )
2 l-r'w/r
o ol
Yy v,
8gg = ~ %
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1
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1
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The linearized eguations have the structure illustrated below where

e denotes a nonzero element,
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1
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Notice that the system matrix A is block triangular where the blocks

correspond to flow dynamics of the head box, wet end dynamics and *
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dryer dynamics.

We can thus immediately conclude that the eigenvalues of the total
system are equal to those of the subsystems. Notice, however, that
the inputs ug (flow through fan pump) and w, (slice opening) will

directly influence the state variables xi, Xy, Xy and x, .
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5. PARAMETERS

The linearized model obtained in the previous section can be charac-
terized by five physical constants g, Pos Pus Pos K by eight physical
parameters b, A, A1, v, V1, V2, Gy 85, by three functions V, r and k
and by seven variables which characterizes the steady state operating
point. There éare obviously no problems associated with the physical
constants. The determination of the cther parameters will be discussed

in the following.

The Physical Parameters

The parameters b, (width of the paper sheet), A (wet surface in head
box) and V (air volume in head box) are easy to determine. The para-
meter Aq (area of outlet surface) can conventiently be determined from
the total air flow and the outflow velocity which is determined by the
head box air pressure. The parameters V1 and V2 which represent mixing
volumes are difficult to determine. Dynamical experiments are essential

to obtain good estimates. The same is true for the parameters o. and Be

5
which characterizes the drying section.

The Function V = V(x1)

The function V gives the air volume of the head box as a function of
head box level Xy This function can easily be determined from the
head box geometry. We assume that the function is simply

V= A(ho - X,)

1
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The only quantity which enters the linearized model is the steady state
value V. This is very reasonable because most modern headboxes are

operated in such a way that the level does not change much.

The Retention Function

It is not easy to determine the retention function r which tells how
the average retention depends on the basis weight. As was discussed in
the chapter on wet end models the function can of course be determined
from the partial differential equation models for the wet end. These
models are, however, not very tractable and they élso contain many un-

known parameters.

The linearized model does, however, only contain the value of r and

its derivative r' at the reference Value.of the basis weight. The appro-
priate values of r and r' can be determined experimentally e.g. by
measuring the fibre concentrations in the head box (CH) and in the out-
let of the wire pint (Cb) at different basis weights. The value of the
retention function is then given by

r<m=1-2—2

1

If c, and c, are determined for different values of w the value of r'

can then be determined through numerical differentiation.

E§§g21e

In tests on an experimental paper machine producing sack paper. H&ggman

obtained the following values



Retention r

Fibre weight cy c
61.47 0.312 0.
58.04 0.299 0
55.46 0.280 0
58.71 0.303 0
63.u47 0.327 0
67.89 0.348 0
70.37 0.353 0

A graph of the function r is shown

18

r
o473 0.8u6
.0487 0.837
.0u77 0.830
.0469 0.8u45
O0uh2 0.865
.0435 0.875
0413 0.882

in Fig. 5.1.

N\
09
08 —

I | S

P

50 60 70
Basis weight g/m?
Fig. 5.1. Retention r as a function of basis weight obtained

2experimentally by Héggman for a kraft paper pulp.
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Han's Drainage Formula

An analytical form of the retention function for a small drainage
element was proposed by Han. See Chapter on Wet End Models. Han gave
the following formula

r(w) =1 - (1 - a)e ™

Assuming that this formula holds also for the average retention we

get

r'(w) = (1-a)e ™V = y(1-r)

The functions entering the coefficients of the linearized model then

becomes
r - r2
J-pty/p T WD)
r'w _ _yr(1-r)
1=p /7 r—yw(1-r)
1 - r

1-r'w/r y-yw(1-r)

Some Numerical values of these functions are given below for o = 0.5%



Table 5.1

Y r ryw(ir)  —E - .
1-r'/r 1-r'w/r
0 0.5 0.5 1.00 0
0.233 0.6 0.507 1.18 0.18Y4
0.510 0.7 0.547 1.28 0.281
0.692 0.75 0.576 1.31 0.304
0.919 0.8 0.617 1.29 0.296
1.61 0.9 0.739 1.24 0.217
2.30 0.95 0.835 1.4 0.138
3.90 0.99 0.961 1.03 0.041

Since Han's results were derived for a small drainage element it is
questionable if they are valid for the average retention for the whole
wire section. If the formula should have any success it is obvious
that w has to be interpreted as the average basis weight. It would
then be more natural to represent the average retention for the whole

wire section with the formula

_1 7 -yu
r,](w) ==J[1- (1-a)e ] au
Yo
o4 - U=a)(1-e™™)
- W
¥
Hence

P.{(W) = (1"(1) [1_(;+W)e-w]’ ¥y
(yw)



A few values of the function r, are given in the table below for

o = 0.5

Table 5.2

YW r,

0 0.5
0.5 0.606
1 0.685
2 0.785
3 0.842
y 0.878
5 0.90
10 0.95

The function r1 seems much more reasonable than r because the value

of y is about 0.05 m?/g. For a 60 g/m? sack paper we get yw = 3.

Table 5.1 gives r = 0.97 while Table 5.2 gives r, = 0.84., The

1

latter value is much more reasonable compare e.g Fig. 5.1.

22



Sammanfattning av matematisk modell

for peppersmaskiner.




I appendix finns en Oversikteskiss Over en pappersmaskin,
Foljande styrvariabler finnsg:
i ;
tjockmgssaflode
tjockmassakoncentration
blandningspump *
ldppOppning
fldde in i eller ut ur inloppslddan
virahastighet
tryck 1 torkcylindrarna,

SESsCceogC
N AT LGN =

; Vi har tidigare- tagit fram f6ljande modeller for de
! olika delarna,

InloppslAdemndell,

a heh -, -, h-h_

dtb P=DP, ~fAody (et ped.) P-P

h=m&ldhojd
p tryck i 1u1tkudden

() eller nu
dgqu3 i :
—hgatiyhet ut ur inloeoppslidan

Index s anger att det 4r variabelns virde i stationirt
tillstdnd som Asyftas,



Korta cirkulationen,

Foljande ekvationer ffs ur vitske- och fiberbalans,

at V1 1 V$$ 2 V1

%2 G L=xw) 4

at 1 Va' 1 V2 2
r{w c

w= bv

r(w)=1=(1-cX)e~ ¥V

dar q. betecknar fl&den och ¢, koncentrationer pd de stidllen
som a%ges i figur 4 appendix.i
v= virahastighet, b=virabredd
r(w)=retentionen
w=ytvikt
1,V2_effektiva blandningsvolymer (var och hur blandning

egentligen sker dr osdkert)

Insignalerna ir
tjockmassaflbde qo,u1
tjockmassakoncentration Cytls

fléde genom blandningspump u3

lappﬁppning u4

virahastighet Vyug

utloppshastighet (fés ur inloppslddeekvationerna)

Pregsar
Vi antar gtf det &r konstant fukthq}p efter pressarna.



Torkpartiet,

Insignaler Hr ingdende totalfldden och tryck i tork-
partiety, Utsignal &r fukthalt, F6ljande sambapd anvinds

QY

=

me £((L -1) - )
c
4 _
m=fuktkvot
q _=miéngd vatten som avligsnas per tidsenhet
c,=fiberkoncentration efter pressarna
q4=f1§de ut ur inloppsladan
c1=fiberkoncentration 1 inloppslédan
P =vattnets tdthet
r=retentionen

Empiriskt fdr f utseendet

f(x)=a(x+ x11 )

Dynamiken i torkecylindrarna approximeras med
dq

u
T + q, = k u

dt 7

Diskpussion av _de olika modellerna

Modellen fHr inloppslédan har vi fAtt direkt ur vilksnda
fysikaliska grundekvationer och enljgt litteraturen stim-
mer en s&ian hir linjdriserad modei} bra med verkligheten.
Observerq daock att det finns inloppslddor av ndgot annor-
lunda tyv som kan kriva modifikation av ekvationerna, For
den korta cirkulationen anvinds en vidldigt grov modell.
Hur blandningen egentligen sker vet man inte. Retentions-~
faktorn f&r ensam representera helg det komplicerade for-
loppet pd vjran. Retentionsfaktorns beroende pd ytvikten
dr viisentligt eftersom det leder till att fSrsta termen
1 uttrycket fér dec,/dt skiftar tecken jimfort med fallet
konstant refention; Modellen fér presspartiet Hr bara ettt
tillyxat anfagande om konstant fukphalt, Torkpartiet slut-
ligen byggey pd vitskebalans och ep enkel dynamik "tagen
ur hatten”, £



En stor brist hos denna modell av pappersmaskinen d4r att
en viktig utsignelinte finns med, nédmligen liaget hos vita
linjen, Fdr detta skulle krdvas en betydligt mer avancerad

viramodell,

Sammanst&llning av modell f8r pmppersmaskin,

TillstAndsvariabler

nivé, inloppslida
fryck, inloppsléda
fiberkonc, inloppsléda

fiberkonc, viragrop

L T B -]
O A NN -

tillstdndsvariabel for abtt representera torkpart-
dynanmiken

Utsignaler

Yi=xi i=192’394

y5=Vut
y6=ytvikt

y7=fuktha1t

A

Ur de tidigare uppstillda modellerva erhiills foljande

ekvationer,

Xg=Bqq % T Bgp¥y  Dygly b by

XaTBaq%q * Bpp¥p * Posty t Doty o Pogls

Y3839 X g T Bgp¥y o Bgyky oAy F PygUy b Dapu,y 4 Byguyg
. Py

e S BT A B T B Y A A VYRRV T A
*5=855%5 + Pgqly

¥57C51%1 ¥ Cp2%2

y6-061x1‘+ Coo¥p 1 c63x od w4 d U

5 " et e



y7= b4 :j1x1 + chx? +075x3 + d74u4 + d76u6

. ST o
v

De termer som stdr inom klammer bér egentligen komma in
med en tidsférdrdjning,

Matriserna fO0r systemet f8r alltsd det utseende som anges
i appendix ddr dven de numeriska virdena 4r insatta,
A-matrisen 4r som synes bloeck~triangulir, Egenvirdena

for det totala systemet blir d& de som man far fram ur

de olika diagonala blocken. De ungefédrliga numeriska vire

“dena Hr

L INE . Yy =ts;, 600s
Xg1Xl Vo= 85,1208

',xs.: Ya=<0 s
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Konventionell regleving. _

Det finns pappersmaskiner som gAr praktiskt taget helt
utan reglering, Om man har en sluten inloppslida méste

man dock ha nigon forma av reglering p& denna, t.ex.

en loop som miter lufbttryckel och styr luftflddet och

en annan som miter nivan cch styr bliandningspumpen,

Det kan ocksid finnas lokala reglervsystem fiér koncentration,
for virahastighet och hastighet i Lorkparbiet. Mer sidllan
finns reglering av @spinuingen i pappersbanan i torkpartiet,
Midnga maskiner gdr uwtan vare sig ytvikts- eller fukthalts-~
reglering., Man tar prover frdin firdiga pappersrullar,

ldter laboratoriet enalysersn dem och meddelar resultatet
ti1) maskinforaren som gdr en manuell Bundring.

For att fora ybtviktoreglering krive lédmpliga givare. Bland
de fdrsta metoderna var A -midtare, Man har en A -stril-
ningskilla och péd andra sidan papperet en detekbtor som
miater hur mycket som har absorberats. Eftersom 2 -stri-
larna abgorberas lika mycket 4 fibrer som 1 vatten miste
man, om man vill mita ytvikten fibrer, ocksd gdora en fukt-
haltsmiitning., 0fta gdrs A -wmdbtarna traverserande sa att
de kan mita variationer tvihrs poppercet. Bn A-mdtare
kostar 100 000400 000 kr., FPukbthslismitare kan vara av
kapacitiv tyns papperel fungerar som ettt dieclektrikum
mellan tvA kondensatorplattor occh man mdter kapacitansen.
Det Tinns ocksf mikrovissmilaore som anbingen midter abe
sorptionen eller dieclektricitetskonstanten, Mikrovigs-

n tarna kan midta helblydligt hdpgre fuktbhalbter dn de kapa-
citiva mitarne.

En anvnan metltod #r alb snvinda infravdédmilare, De bygger
pd att biAde absorpliornen i fibrer och i valten ir starkt
frekveunsberoende. Genom att miate vid frekvenser dar fib-
rerna respektive wvatbneb bor dominerande absorption kan
man f8 en mitning av biAde fiber- och vaillenmingd, Infra-
rédmé taren har ocksd Firdelen all man kan mita vid vita
gndan vilket A -miitaren inte kiarap «fltersom deb Hr svirs
att midta de hign fukthalber man bhar dinr,

En annan svdrigzhet wmed 2 -mitare Hr atlb man mdste rdkna
ett tillrdecklipgt stort avntal partikiar fér att 8 cod nog-
grannhet. Detta betyder ottt man vid en traverserande mi-
tare inte kan utfors rérelsen 3 sidled alltfor fort,
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Det finns tva trender 1 yitviktsregleringen, Den ena ar
att férsoka gdra en koncenktrationreglering som elimi~-
nerar de storningar som kommer in via feeden. Den andzra
Sr att man forsdker minska tLidsférdréjningen genom att
flytta fram ytviktsmdtningen till vata dndan,

Fukthalten regleras i allminhet genom en Aterkoppling
frin fukthaltsmidtare i slutedt pd maskinen till torkpar-
tiet, Ofta kombineras detta med 'en signal fradn framin-
dan p& maskinen som anger fiberflddet in i maskinen,
eftersom detta piverkar hur stor Lovkkapacltetbt som behOvs,

Det finns olika fAsikter om huruvida ytvikEs- och fukb-
haltsmitareskall vara fixa eller traversersnde, En nackdel
med traversering Hr att den tar Ling tid, upp till 1.5
min,, vilket introducerar en sexbtra tidsforvdrojning. Fore-
sprikarna fér fixa mitare menar att bvirsprotilen 1 all-
manhét #ar sd Fix att man kan mita 1 en enda punkt, medan
anhingarna av traversering sdger abtt man kan f& stora fel
om man ligger och miiter pl kantemt av en topp i tvirspro-
filen néar denna forskjuts % gidled, Man bdr notera att
en traversernande mitare i prakbiken midter diagonalt dver
papperet eflersom detta rdr sig med stor hastighet (10m s),

Kriteriet for regleringen #r ofta ath man skall ligaa
nira ndgon produktionsgring, vilket bebyder att man skall
minimera variansen och sedan liégga borvirdet sd nira somn
mojligt. I en del processer anvinds a.k, hrvirdesopti-
mering, dér bérvirdet Andras beroende ph intensiteten hos
de inkommande glLdrningarna.

P4 minge maskiner dr torkkapacibteten den begrinsande fak-
torn, Maskinen koérs dd oftonst s8 atit torkpartiel konstant
kor med full kapacitet medan man varierar hastigheten Pa
maskinen,
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Section 1 — Introduction

This chapter deals with the application of computers to the control of
paper making processes. Paper making which is an old industria1-practice,
poses interesting problems to the control engineer. |

In most existing plants there are a number of regulators for simple
tasks 1ike level and flow regulation while the control of the major quality
variables is done manually.

The fundamental properties of the paper making process are not under-
stood to the extent that the mathematical models required for control can
be obtained from first principles. Techniques for determination of mathe-
matical models from plant experiments are thus important.

Many of the important quality variables can not be measured on-line.
Instead, they have to be measured in test laboratories on samples taken
from the production. The use of such data in control is another important
area of application.

_This chapter is based.1arge1y on experiences obtained in a joint venture
between Billerud AB in Sweden and IBM, aimed at integrated control of a
paper mill. A brief description of a paper mill is given in section 2.
This section also outlines some oflthe characteristic features of paper
makiﬁg processes as control objects. Section'3 emphasizgs the fact that
the economic incentive in solving a particular control problem can be
evaluated only by its influence on the overall plant economy. An example
of.a feasibility study aimed at obtaining a gross picture of the total
plant economy is also given in this section. Section 4 deals with the

control of one important part of the paper making process namely the
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paper machine and the stock preparation system. This section gives an
overview of the control problems. It covers objectives, models, and
measurements.

In section 5 we discuss a techniéue for the steady state control of
process variables based on linear stochastic control theory. The deter-
mination of mathematical models of the system dynamics and the disturbances
from plant experiment is the theme of section 6. This section describes
a method which is designed to develop the models needed in order to
apply linear stochastic control theory.

In section 7 we give a practical example of the techniques described
in sections 5'and 6 to a typical regu]at{on problem, namely, basis weight
control. This section also illustrates several of the practical problems
which have to be overcome when applying theorJ to a practical problem. |
Practical experiences with actual use of optimal control strategies are also
given.

The problem of quality control based on off-1line measurements 1is
diséussed in section 8. It is shown thét considerable improvements can
be obtained through the use of filtering theory and data processing. This
section is also based on plant data. |

Section 9 finally contains a list of references.
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Section 2 — Description of a Paper Mill

Brief Description of The Process

In this section we will give a very brief description of an integrated
mill. A schematic diagram is shown in Figure 1. The process can be divided
into the following stages: |

e Pulping

e Stock preparation

° Pape? machine

In the pulping stage the wood is chopped into small pieces and fed into
the digester. After the digester, washing, bleaching, and chemical recovery
take place. "The result of the pulping stage is a mixture of wood fibers and

" water with a consistency (fiber concentration] of 3% to 6%, called the stock.
| The stock may be unbleached, bleached or semi-bleached, it is frequently
mixed with repulped broke.

The stock preparation stage is a complex system of tanks and pipes. It
contains the pulp storage chest, the machine chest, the refiners, screens
and centrifugal cleaners. .In the refihers the pulp is subject to mechanical
treatment which changes the length and the structure of the fibers and
ihf]uences the strength properties of the paper.

_After the refining process chemicals 1ike‘rosin, alum and sulphuric acid
are added and the stock is further diluted so that the consistency in the
headbox is 0.2 to 1.0%. If the consistency.is higher, the fibers wii]
cluster. Filler may also be added to the stock.

| Thé paper machiné consists of a wire supported by table rolls with
. suction boxes, couch and wire pit, presses, dryers, caTender, and pope.

A paper mill usually has several paper machines. The purpose of the paper
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machine is to separate the fibers from the water and to form a sheet of
paper from the fibers. The pulp flows out of the headbox through a thin
slice on to the wire in a jet. The velocity of the jet is determined by
the headbox Tevel and is normally chosen so as to match the wire speed.
The paper sheet is formed on the wire. The amount o% Qater removed on
the wire is determined by the properties of the pulp (fiber length, dis-
tribution and fiber structure, temperature), the number of table rolls,
and their dimensions, the pressures on the suction boxes under the wire,
etc. The water passing through the wire is called white water. When the
paper leaves the wire the consistency is about 20 to 25%. Water removal
in the presées depends on the forces that keep the press rolls together,
felt conditions, and temperature of the paper sheet. The consistency
after the presses is 40 to 60%.

The dryers consist of a sequence of steamheated cylinders, and the
watef removal is given by the steam pressure, which is set separately for
different groups of drying cylinders, and the ventilation of the dryer
section. Fiber content after the drying section is about 5 to 10%. After
-passing through the dryers, the paper is smoothed in the calender and rolled
up in a reel on the pope. '

The reel is lifted to a winder which winds and slits the paper length-
wisé and cuts it crosswise into rolls of proper lengths and widths. The
rolls are sorted on the basis of samples taken from them. Rolls which meet
the customers specifications are shipped and those which do not are rejected.
The rolls may also be cut to sheets before delivery. -

There are many different types of paper machines which essentially

differ in the type of paper they produce, e.g., kraft paper for sacks and
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paper bags, newsprint, high quality printing paper, etc. The different
machines have the same basic configuration; the details may, however, be
very different. There are, e.g., paper machines with multiple headboxes
for m¢1tilayer paper. |

A certain paper process is usually designed for manufacture of many
different paper grades. The orders may differ with respect to dimension,
basis weight, strength properties, color, chemical additives, etc. The
length of an order may run from hours to days. Profitable operation poses
interesting scheduling and control problems aimed at minimizing the cost
of making transitions from one grade to another. A change from unbleached
to bleached pulp requires cleaning of the whole stock preparation system.
However, a change inlbasis weight can be obtained through flow or machine-
speed change only. The quality of the produced paper is determined by
basis weight, moisture content, and strength properties, as well as special
properties like printability, opacity, and thickness. The first-mentioned
properties are reasonably well defined. There are a large number of strength
properties of interest. Properties 1ike printability, etc., are only defined
as the results of particular off-line measureménts and cannot be measured

on-line.

The Art of Papermaking

Papermaking has by tradition been more of an art than a science. The
to&]s of applied physics, chemistry, and mechanics have only recently been'
applied to the papermaking process. Many fundamental physical problems
are nat yet well understood. For example, the strength properties of a
paper sheet must certainly be related to the strength properties of the
individual fibres. The nature of this relation is not known. The 1ack
of knowledge of the basic processes involved has important implications

on the solution of control problems. One consequence is that it is



1.2 7

extremely difficult to obtain reliable mathematical models from prior
knowledge. Another is that very few gauges for on-line measurement of
physical variables are available. Many important properties of pulp and
paper are defined only through specific off-1ine measuring procedures

and not reiated to physical prope}ties. The on-1ine instruments that

are available do not have very high accuracy unless elaborate calibration
proéedures are used. Typical accuracies are consistency +.5 units of a
maximum reading of 3 units, moisture content #0.3 units of a reading of
10 units. The measurement of basis weight, i.e., the weight of fibres
per unit area of the finished paper is an exception. With accurate
calibration basis weight can be measured with an accuracy which is better
than 0.2%. One consequence of the lack of on-line instrumentation is the
potential for inventions which might change our present outlook on the

control problems considerably.

Paper Mills as Control- Objects

In paper mills there are examples: of a large variety of control problems.
Paper mills are traditionally designed to be operated with little control
equipment. Most of the important variables are controlled manually on the
basis of information from laboratory measurements of samples from the
process. The traditional way to eliminate disturbances has been to use
large mixing tanks which makes the process dynamics very slow. Analysis of
many existing plants has also shown that the mixing tanks are often not as

effective as was originally anticipated.



Section 3 - The Systems Approach

Introduction

In order to evaluate the possible gains that can be achieved by intro-
ducing specific control systems, it is necessary to know the effect on the
overall plant economics. This usually involves some type of operations
research analysis. Often such studies are pefformed continuously in con-
nextion with modifications and expansions of a mill. |

In connection with installations of process control computerﬁ, a
separate feasibility study of the overall system is often performed.

The purpose of such a study is to find economjc benefits, bottlenecks,
and possible improvements. A feasibility study is also very helpful when
evaluating the performance of a control system after installation.

It is not easy to make a good feasibility study. It usually has to
be done in a short time. The results will have a major influence since
they tell if it is economically feasible to increase the degree of auto-
mation in a process, and if so, which applications should be given priority.
It is often very difficult to obtain reliable estimates of different pro-
duction losses. It is even more difficult to estimate what improvements
could possibly be realized by introducing more sophisticated control
schemes and more efficient production planning.

The feasibility study requires a large amount of engineering judg-
ment which occasioﬁa]]y can be enhanced by the application of scient%fic
methods. In the example given below, the only sophistication used was
an application of time series analysis to analyze stafisticai properties

of fluctuations in process variables.
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An Example of a Feasibility Study

We will now give an example of a feasibility study. The example is
taken from the Billerud project. In that case, the study took about five
months with two persons working full time and various support facilities.
The study included: ‘

e Preparation of process flow diagrams

o Listing of costs for material and energy throughout the process

o Investigation of possible process variables during normal operation

and during grade changes g

e Study of disturbances and variations of important process variables

e Analysis of variations of quality variables in machine and cross-

machine directfons

o Investigation of productioh and quality control

e Investigation of possible improvements in uniformity of quality and

| increasing production rate

o Investigation of possibility of reducing time for grade changes

o Investigation of need for data 4cquisition and information flow

e Investigation of pulp variations and their effect on the paper

quality

A complete study of the integrated pulp and paper mill was conducted
in parallel with thg feasibility study. In particular, the production
planning problem was analyzed in some detail. One of the essential
problems can be formulated as follows: Allocate the orders_dn the different
paper machines in such a way that the sum of the costs for trim losses,
grade change losses, and machine time is minimal, subject to restrictions

of fixed delivery dates for the different orders, available pulp capacity,
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and available storage capacity for the finished orders. There are a number
of disturbances that influence plahning, e.g., incoming orders which have
to be run on short notice, changes in delivery dates, failure of finished
rolls to meet specifications, equiphent malfunction,, etc.

The possible use of a control computer was evaluated on the basis of
the results of the feasibility study and the overall mill study. It was
" found that a computer installation, including the costs of instrumentation,
could be economically justified on the basis Qf improvements in:

e More uniform quality

® Reduced down time

e Reduced raw material consumption

. o Higher production

More uniform quality is obtained through reduction of variations in
basis wefght, moisture content, and cross-machine stretch. Variations
in basis weight are reduced by more efficient control of the stock feed,
the wire, and the dryers. Variations in cross-machine stretch are reduced
by better control of the drag and the velocity differences in the drying
section. A higher production rate is achieved essentially through an
increase in machine speed. Improvements in grade change time, reduction
of trim losses, and less rejection due to better control of the machine
parameters will also increase the net production.

. The profit gains discussed above are obtained partly through the

solution of isolated control problems and partly through improved produc-

tion planning and improved quality control.
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An Example of an Integrated System

The feasibility study also resulted in a groés picture of the overall
system that should be implemented. A block diagram of this system is
shown in Figure 1. The integrated system consists of six subsystems:

OProauction Planning

OProduction~Supervising

eProduction Evaluation and Reporting
®Process Control

eProcess ﬁata Collection

eQuality Control

These subsystems are illustrated b& blocks in Figure 1. In this
Figure we a]so'show a schematic of the process, the manual operators, and

the test Taboratory. In the particular application production planning

was done for all paper machines of the mill, while the other functions
were done for one paper machine only.

The production planning subsystem has the following functions. The

cugtomers orders are entered into the system and grouped with respect to
delivery dates and grade specifications. The orders are allocated to the
different paper machines. The optimal sequencing with respect to minimal
grade change costs is determined subject to constraints given by the
delivery dates. It is also determined how to cut a reel into rolls of
a giVen size with minimal losses. |

The purpose of the production supervising is to supervise the pro- |
duction according to the schedule given by the production pjanning, and

to administrate process and quality data. Since the process is not
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perfect, the actda] production does not necessarily follow the schedule
given by the production planning. The production supervisory system thus

acts 1ike a regulator for the production. It also provides data for the

human operators of the system and it interacts with the quality and process
control functions.

The process control subsystem contains the proper control functions.

It handles the actuai control of the system according to the directions
given by the production supervising. The cortrol functions have been
divided into three categories:

o Steady state control

° Gfade change control

o Emergency control

Steady state control aims at keeping the process variables as close
as possib]e to given reference values, in spite of disturbances.

Grade change control aims at changing the process from production of
one grade of paper to another in the s?ortest possible time.

The purpose of the emergency control is to control the process during
emergency conditions, for example, during a paper break.

The process data collection subsystem gathers data for various reports

and for statistical purposes.

The quality control subsystem has two functions: a) to provide the

machine tender with information about quality data which can not be
measured on line, and b) to determine whether or not the produced paper
meets the customer's specifications. Paper failing to meet specifications

is rejected.
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In this particular application the system is not fully automatic. It
contains humans which have important system functions.

The machine tender supervises all manual process operations. He

receives information about the process both from the.contro1 computer

and from his own operations. He sends commands to the control computer.
The winder crew sets the winder slitters and rejects faulty rolls

- based on data from the quality control subsystem. They also inspect the

rolls visually checking for wet spots, curled paper, etc.

The test laboratory analyses quality variables on samples taken from

the finished paper. The data are fed to the quality control subsystem.

The data are also used, e.g., in the control; of the refiners.

Section 4 — Paper Machine and Stock Preparation Control

Introduction

fn this section we will give an overview of the problems of con-
trolling the paper machine with its associated stock preparation system.
The discussion refers specifically to d kraft paper machine. Figure f
shows a simplified diagram of the main parts of the process including
pulp storage chest, refiners, machine chest centrifugal cleaners, scréens,
headBox, wire, press section, drying section,lree1, and the travelling

crane.

Objectives of The Control

The feasibility study indicated that major savings could be obtained
from improved control during steady state and grade changes. Moreover,

- the control system must be able to handle emergency situations.
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The economic incentive for improved steady state control can be evaluated

by an argument of the following type. The qua]ity variables will fluctuate
during normal operations due to disturbances. The customers are guaranteed
specific upper or lower 1imits through general trade rules. When manu-
facturing a specific grade, the set points for the controls are then chosen
with due regard to the fluctions so that a given percentage of the pro-

duction will remain within the customer's specifications* (see Figure 2).

i
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Figure 2 Illustration of the incentive for decreasing the variances of
fluctuations in process variables.

*The particular choise of the set point is easily determined through a
simple optimality argument.
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An improved control will diminish the magnitude of the fluctuations, thus
making it possible to move the set points closer to the tolerance limits
with the same probability for the product to be accepted. By moving the
set point closer to the tolerance 1imit, several benefits such as reduced
raw material consumption or increased production can'bé obtained. Apart

from these tangible benefits from a better control of quality variables

~ during normal operation, there are often several intangible benefits.

For example, it might be easier for the customer to brocess paper with a
more uniform quality.

For kraft paper the important quality variables are:

e Basis weight

® Moisture content

o Strength properties

Reduced fluctuations in basis weighl makes it possible to use less
raw material and less steam in the drying section, and to increase pro-
duction in those cases.where the production is Tlimited by the capacity
of the dryers. (It Eequires less steam to dry a paper which is thinner!)

It is often desirable to have high moisture content in the paper.
Too high moisture content will, however, give rise to wet spots. An
improved control of moisture content will thus make it possible to
inérease the average moisture content. Since paper is often sold by

weight this will influence the profit directly.

Better control of strength properties will reduce the risk of paper being

sorted out in the quality control. An increase of the strength properties
will also be of immediate benefit to the customer since he can either
make a stronger product or use thinner (cheapér) paper with the same

strength.
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The nature of the benefits obtained from better control of steady state
operation, is different for different types of paper machines. For printing
paper the strength properties may be of secondary importance, while other
quality variables such as opacity and printability are much more important.
For most types of paper machines there is, however, a ﬁonsiderable economic
jncentive for improved basis weight and moisture control.

The economic incentive for improved control of grade changes comes
from a direct reduction of the time required for shifting from one grade to
another. The problem can thus be formulated simply as to minimize the time
for changing from one grade to another subject to constraints. One of the
most importaht constraints is that the paper does not break during the
change, since this will give rise to considerab]e loss in production time.

The relative importance of steady state control and grade change
control will be different for different applications and different oper-
ating conditions. For the specific kraft paper machine discussed in this
chapter, the benefits from steady state control are greater than those
obtainable from the grade change control.

Apart from the control of the major variables discussed above there
are also many simple control tasks which must be performed in order to
keep the prdcess running. Typical examples afe Tevel and flow control.
Many of these secondary control problems are not critical and it is not
possib]e to assign a monitary value to the performances. In the Billerud

project there were about 40 secondary variables of this nature.

Measurements and Control Variables

The difficulty of obtaining reliable on-1ine measurements was mentioned

previously in section 2. In Figure 1 the most important control variables
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and measured signals are indicated. We will now discuss the different
control problems.

Basis Weight

Basis weight can be*influenced both by machine speed and by fiber flow.
There arelhowever several constraints on the choice of these control vari-
ables. When production is machine-speed 1imited the fiber flow is the
natural control variable, while the machine speed is the logical choice
when production is 1imited by the capacily of the dryers. For the small
changes required during normal operation, one usually keeps the machine
speed constant and manipulates the fiber flow either by changing the
consistency or by changing the thick stock flow. In the following we will
assume that the thick stock flow is constant and that the consistency is
chosen as control variable.

The on-line determination of consistency is traditionally made by
measuring apparent viscosity or shearing force of the thick stock flow.

In our particular case the shearing force on a pin submerged in the pulp
flow is measured. The output of such a gauge will depend not only on
concentration but also on flow, rheological properties of the pulp, tem-
:perature, viscosity of additives, etc. It is very diff%cu]t to calibrate
the consistency meter, taking all these factofs into account. It is in
particular very difficult to take the rheological properties of the pulp
into account, since they will depend on the'degree of refining and on the
properties of the additives. It should also be mentioned that it is not
possibTe to measure consistencies lTower than 1 to 2% by this technique,
while the headbox consistency is 0.2 to 1.0%. This explains the arrange-

ment shown in Figure 1, with the dilution after the consistency regulator.
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New methods for measuring very low consistencies, e.g. by using transmission
photometry have recently been proposed.

The basis weight at the end of the dryers is determined by a Beta Gauge.
Since the coefficient of absorptioﬁ of beta rays in water and fibers is
approximaté1y the same, the Beta Gauge reading has to be compensated for
the moisture content of the paper sheet in order to give oven-dry basis
" weight. The errors of the Beta Gauge basis weight meter are due to
electronic drift, changes in temperature and moisture of the air, dust
contamination, static electricity when paper is overdry, etc. Due to
cross-machine fluctuations a Beta Gauge set at a fixed position might also
give a biased estimate of the cross-machine average of basis weight.

The calibration of the Beta Gauge is not-trivial. Gauges which
traverse across the paper can be calibrated by moving the gauge outside
the paper web to a foil of known thickness. Another‘way to calibrate
the gauge is to determine the weight and the dimensions of each produced
reel. This can be done quite accurately.

When accurate measurement of basis‘weight and a mathematical model
is available it is also possible to calibrate the consistency gauges.

The lack of primary sensors, can thus to some extent, be compensafed
by a-scheme of indirect measurements where the information from different

primary sensors are combined through the use of mathematical models.

Moisture Content ' i

The moisture content is influenced mainly by changing the steam
pressure in the drying cylinders. The cylinders are usually divided into
groups which can be controlled individually. Moisture is also influenced

by the fiber flow through the paper machine. An increase of stock flow
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will thus increase the moisture content. To obtain an efficient scheme
for moisture control, it is thus necessary tc provide the moisture control
system with information concerning the changes in stock flow, which for
example, may be 1ntroduéed by the basis weight control system.

The moisture content at the dry end can be measuréd.by a moisture
gauge of capacity type. There are also techniques for measuring the
moisture content which are based on infrared or microwave technology.

It is also ﬁossib]e to measure the basis weight in front of the drying
section using a Beta Gauge. Measurement of moisture content in the front

end of the drying section can only be done by a Microwave Gauge.

Other Quality Variables

Quality variables like strength properties and porosity are influenced
by many factors, by the refining, the speed difference between the wire
and the jet coming out of the slice, and by the heat profile in the drying
section. The underlying physical phenomena are not well understood.

Most strength properties cannot be measured on-1ine. They are
iﬁstead measured in the test laboratory based on samples taken at the
reel and at the winding machine. A detailed discussion of the measure-
ment of quality variables is given in Section 8 which deals with quality
control. | | |

Occasionally it is possible to measure some variable on-line which is
related to quality variables which are otherwise available only as Bff-

Tine measurements.
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In such a case it is possible to devise indirect schemes where the high-
frequency part is supplied by the on-line gauge. It 1s_then updated from
the laboratory data analogous to the updating of the Beta Gauge based on
measurements of reel weight and dimensions.

In connection with the Billerud project, such a scheﬁe was tested
experimentally for refiner control based on on-Tine measurements of couch
“ vacuum and 1aboratorj measurements of porosity.

At the time the Billerud system was implemented it was decided that
control of basis weight and moisture control should be done automatically,

while control of the other quality variables should be done manually.

Mathematical Models

To complete the characterization of the control probfem it is also
necessary to have mathematical models which describe the process dynamics
and the disturbances.

The parts of the process which are involved in the basis weight control
are pipes, tanks, pumps, screens and cleaners and the wire. The model
required for the basis weight control is in essence a mass balance for
the fibers. It is fairly straightforward to model the pipes and the tanks.
To a large extent it can be done from construction data. The only diffi-
cu]fy is to estimate the time constants of some of the storage tanks which
usually are not perfect]y stirred. It is, however, very difficult to ob-
tain a mathematical model for the transport of fibers through the wire
since the physical brocesses governing this mass transport are very com-
plicated. In simple models it is usually assumed that the f{ber flow
through the wire is proportional to the total fiber f]ow out of the head-

box. A slightly more refined model is obtained by having the coefficient
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of proportionality depend on the average basis weight on the wire. This
might seem to be a minor point, but the effect has a decided influence on
the dynamic properties of the system. Let o be the proportion of the
fibers that passes through the wire. The simple models will give as a
result that the apparent time constant of the white water tank is multiplied
by the factor 1/(1-@). The constant « will depend on the properties

of the fibers: small fibers will have large a-values, and vice versa.
The.tota1 effect is that there might be Tong transients for the fiber
distribution.

The average value of « 1in the simplified model is very'difficu1t
to estimate. Crude calculations indicate a value of about 0.1 in our .
particular case. For paper machines using mechanical pufp and large
amounts of fillers, the average o for all the fibers may be as high
as 0.8.

Similarly the screens and cleaners may sometimes be difficult to
model. : i

The disturbances occuring during normal operation are frequently so
small that the models required for steady state control can be linear.

It is sometimes necessary to have different models for different operating
coﬁditions.

In connection with the Billerud project, several attempts were_made
to model the basis weight dynamics from construction data. The models
obtained were of high order and it was also necessary to adjust several
parameters in order to fit the models to observed data. Due to these
difficulties it was instead attempted to determine linearized model

directly from exerpeimental data using suitable jdentification techniques.
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This approach was found to be very expedient. It.can be done quickly and
experience has shown that it leads to models of low order.

Modeling of the dynamics relating steam pressure to the moisture of
the paper is even more difficult than to model the bésfS’weight dynamics.,

The disturbances entering in the different control loops were analyzed
~in great detail in various phases of the Billerud project. The analysis
was done by setting control variables to constant values and observing
the fluctuations in the output. It was frequently found that the fluctua-
tions in the process variables could be described as stationary stochastic
processes or sometimes integrals of such processes (drift). The amplitude
distributions were often found to be close to Gaussian. Notable exceptions
were also noticed. It was occasionally found that Tlarger steplike or ramp-
1ike "upsets" were superimposed on the stationary processes. These "upsets"
could often be traced back to changes between different tanks, increased

mixing of broke, etc. .

Section 5 - Control of Steady State Operation

Introduction

In this section we will describe an approach to the steady state con-
trd] of industrial processes which has been successfully applied in practice.
In the Billerud project the approach was used for control of basis wgight
and moisture content. It was also used in experimental schemes for

refiner control.
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" The characteristic features of the steady state control problems dis-
cussed in the previous section are the following: -

e The process dynamics can be characterized by linear differential
equations with time delay.

e Disturbances can be described as sample functibns of second order
random processes. |

e The criterion is to minimize the variances of fluctuations in the

quality variables.

These characteristics match the assumption made in the linear stochastic
control theory and it thus seems natural to apply this theory to derive

control strategies.

Review of Linear Stochastic Control Theory

We will now give a brief review of some relevant.aspects of linear
stochastic control theory. For moré details we refer, e.g. to Rstrom (1970).

Since a digital computer will be used to implement the control law we

;wi]l consider discrete time systems only.

Consider a dynamical system described by

L x(t+1) = & x(t) + T u(t) + v(t)

2 y(t) =0 x(t) + e(t)

where the state x is an n-vector, the control variable u a p-vector and
the output y and r-vector. {v(t)} and {e(t)} are sequerces of inde-
pendent Gaussian random vectors with zero mean values and covariances R]

and R, respectively.

2
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The initial state of (1) is Gaussian with mean value My and covariance

R The initial state is assumed to be independent of ~{e(t)} énd “{v(t)}.

0
Introduce the criterion‘

t

3 E j{: [xT(t) Q] x(t) + uT(t) Q2 u(t)]
: t=t,

and let the admissible control strategies be such that u(t). is a function
of the outputs observed up to time t-1, i.e.- y(t-1), y(t-2),... and m, -
Under suitable regularity conditions (which essentially assures that the
equations (8) and (9) below have solutions), we find that the optimal control

strategy is given by

4 u(t) = - L(t) x(t]t-1)
where
5 X(t+1]t) = & X(t|[t-1) + T u(t) + K(t) [y(t) -9 2(t|t-1)]
and

- -1
6 L(t) = [@2 + rT S(t+1) f] rT S(t+1) @

| T ' ]

7 © K(t) =9 P(t) e [R2 + 9 P(t) o ]
8 - s(t) =o' s(t+1) e+ - e S(tH) T L(E), S(t) =0
9 P(t+1) = & P(t) &' + Ry - K(t) e P(t) o, P(ty) = R,
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Notice that linear stochastic control theory covers a more general

situation since it allows for the parameters describing the system and the

disturbances to be time varying.

Also notice that it is possible to have a model with time delay simply
by substituting u{t) in (5) by u(t-k). The optimal control low then

changes to
10 ' u(t) = - L(t) x(t]t-k-1)

For details as well as proofs we refer to Rstrom (1970).

Model Structures

Since the models of the system and its environment are seldom known
a priori it is frequently necessary to determine them from experiments on
the process. In such cases, the choice of model structure becomes very
important. If the matrices ¢, T, ©, R] and R2 are constant the
model contains
N N = h2 + np + nr +-%rn(n+1) +-%-r(r+1)
parameters. It is not possible to determine all these parameters from
measurements of inputs and outputs of the system, since there is an equiva-
lence class of systems described by (1) and (2) which have the same fnput

output properties.

To be specific, we say that two systems are equivalent iff

12 Their input output relation for zero disturbances, 1i.e.
(e=0 and v=0), are the same
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and

13 The stochastic properties of the output for zero input
are the same.

For the purpose of identification, it is highly desirable to represent a
class of equivalent system by a representative having a structure such that its
parameters can ba uniquely determined from input output data. We will call

such a structure a canonical structure. In the general case canonical

structures are not known nor is it clear that they exist. For special
cases, e.g. systams with only one output, it is however possible to find
such structures and we will now discuss their properties.

Two equivalent systems differ in their choice of state variéb]es.

It follows from the Kalman filtering theorem that the system described

by (1) and (2) is equivalent to the system

14 COX(t#1]t) = @ X(t|t-1) + T u(t) + K e (t)

15 ) = e Rtle1) + e(t)
where K is given by (7) and {e(t)} is a sequence of independent Gaussian
vectors with zero mean value and the covariance oP(t) eT + R2 where P is
given by (9). .

The state variable x(t) of the representation (14) has éhysica] interpre-
tation as the conditional mean of the state x(t) of given {y(s), tossst-l}.
The Kalman filtering problem is thus trivial for the structure described

by (14) and (15). The Kalman filter is obtained simply by eliminating e(t)
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from (15) and substituting into (14) to yield
16 R(eH1[t) = @ R(t]t-1) + T u(t) + K [y(t) -0 R(t[t-1)]

The quantity e(t) of (14) and (15) thus has physical interpretation as the
error in predicting the output one step ahead. The representation (14) (15)
is sometimes called an innovations representation and the random variables
e(t) are then the so-called innovations.

If we want to model a system for the purpose of designing Kalman filters
(as we do in the applications to linear stochastic control theory) the
structure (14) (15) has several advantages compared to the structure (1) (2).
It contains fewer parameters and the determination of the Kalman filter

requires no extra computations. It also turns out that the structure

(14) (15) is easier to identify.

17 Exercise .

Prove that the systems described by (1) (2) and (14) (15) are equivalent

- with respect to the relations (12) and (13).

18 .Exercise

Show that two systems with the structure (14) (15) are equivalent if

19 05T =873

where 6, ¢, T are the matrices of one system and 5: 5; T those of

the other system.



1.5 : 30

Single Output Systems

In special cases it is possible to obtain a canonical structure. For
example, if the system is completely observable and has only one output it

can always be transformed to the observable canonical form

-2y 10...0 bn b]2 cen b]p k]
-2 01...0 b2] b22 op 3 b2p k2
20 x(t¥1) =] - x(t) +| - u(t) +| - |e(t)
"a _-I 0 0 .l
bn] bn2 e bnp kn
-a, 00...0

21 y(t) = [1 00 ... 0] x(t) + €(t)

The input output relation of this system can be represented as

y(t) + 3 y(t-1) + ...+ a y(t-n) = b]] u](t—1) + ...+ bn] u](t-n)
22

+ ... ¥ b up(t-]) + ...+ bnp up(t-n) + g(t) + ¢ .s(t-1) ot e(t-n)

Y

where

23 ‘ C; = 3y + ki’ i=1, 2,...50

Foﬁ simplicity we will 1in the following assume that the system only has
one input. This makes it possible to simplify the writing but it does not

change anything essential.
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By introducing the shift operator q defined by

20 q y(t) = y(t+1)

the polynomials

25 A(z) = 2" + a) M+
. n
' . _ n-1
26 B(z) = b] z + gas T bn
27 . c(z) = 2" + ¢y AL IR c,

and the corresponding reciprocial polynomials

28 A*(Z) = 2" A(Z'1) =1 + a Z4+ ...+ a, 2"
29 B°(2) = "Bz ) = b+ by z 4 L+ b 2"
: * . n -1 : n
30 € (2) =2 c(z')=1 + < Z+ .., * C, z

the equation 22 can be written in the compact form

3 . A" (q71) y(t) = B (@) u(t-1) + c*(q71) e(t)

32 Alq) y(t) = B(q) u(t) + C(q) e(t)

'% If the system also has a time delay which is an integer multiple of

the sampling interval we get instead

33 R'(a7) y(t) = 87 u(e-k) + €7(q7) et)

31
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The canonical form (33) can also be derived by a different argument.
A sampled time invariant linear system with one input and one output and
a time delay which is an integer multiple of the sampling interval can

be described by the equation

* -1
B
34 y(t) =—1(—q_]——u(t-k)
A

where A; and BT are polynomials.

" Assuming that the influence of the environmenf on the system can be
characterized by disturbances which are stochastic processes and using
the principle of superposition we get the following model of the process

and its environment

By(a")
35 y(t) = T u(t-k) + v(t)
A(a)

If it is furthermore assumed -that the disturbance v(t) 1is a stationary

gaussian process with rational spectral density it can be represented as

36 v(t) = -*r-_—]? e(t)

where {e(t), t=0, #1, 22,...} is a sequence of equally distributed
independent normal (0,A) random variables and C? and A; are

polynomials.



1.5 : 33

We thus find that the system and its environment .can be represented

by the equation

By (q™") G
37 : y(t) = g u(t-k) + A————e(t)
A(q ) Aya )

The equation (37) is thus a canonical form for a sampled time invari-
ant dynamical system with one input and one output with a time delay that
is an integer multiple of the sampling interval subject to disturbances
which are stationary with rational spectral densities. The polynomials
Az(z) and C](z) can always be chosen to have their zeros inside or on

the unit circle. Since the disturbance v was assumed to be stationary

.f.

A, cannot have any zeros on the unit circle.

2

Introducing A = A] 9 B = B]A2 and C = C]A] we have now obtained

the model (33).

Minimum Variance Control Strategies

The problem of steady state control can be solved by a straightforward
application of linear quadratic control theory. The problem of steady
stgte control has, however, some particular features which can be exp]oité&
to simplify the theory.

We will thus consider the problem of reéu]ating the system (33) in

;uch a way that the variance of the output is as small as possible. The

admissible control strategy should be such that the control signal at

+It is possible to include nonstationary disturbances, e.g. by assuming

an A which has zeros outside the unit circle.



1.5 ; 34

time t, i.e. u(t) is a function of the outputs observed up to time t,
i.e. y(t), y(t-1),... and all the previous inputs u(t-1), u(t-2)...

To solve the prob]gm we consider the situation at time t. We have
thus obtained the measurements y(f); y(t-1),... and we know all past
control actions wu(t-1), u(t-2%... . The problem islto determine u(t)
in such a way that the variance of the output is as small as possible.

It follows from the equation (33) that the control signal u(t) will

influence y(t+k) but not any earlier outputs. Consider

| *, -] *, ]
38 | y(e) = B8l gy + 2 EL8 L oran
‘ Alg) - Aa )

The last term is a linear function of e(t+E), e(t+k-1),..., e(t+1),
e(t), e(t-1),... . It follows from (33) that e(t), e(t-1),... can be
computed from the information available at time t. To do this explicitely

we rewrite (38) using the identity

39 @) = A" Fq) + q* 6 (e

where F and G are polynomials of degrees k-1 and n-1. Hence,

0 y(tk) =2 F(a) (o) + B uge) + a Blag) er)
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Eliminating the e's 1in the last term using the equation (38) we get

| . ; * LTS N
y(t+k) = 2 F(a1) e(eek) + [ B ) gk Bla ) Gl ) gy

*

A" (g7 A" (g™ ¢

a1

¥ )
+ _E;iﬂtTlﬁ y(t)
C(q ')

or after reduction of the terms in the square bracket using the identity (39)

* * _'I - * _] * _]
g2 y(ewk) = 2 Fr(a) e(trk) + SOl () + BLOLELA ) )
C(q ) C{q")

Now let u(t) be an arbitrary function of y(t), y(t-1),... and
u(t-1), u(t-2),... . Then

Ey?(t+k) = EIN F (q7)) e(t+k)1?

43 2
*, 2 *, 1. %, -]
+ E G—*gg_—])')'(t) § B (q *) E] (q ) U(t)
C(q ) c(q")

The mixed terms will vanish because e(t+1), e(t+2),...,e(t+k) are
independent of y(i), y(t-1),... and u(t-1), u(t-2),... , and all

e:s have zero mean. Hence
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2 2 2 2 2
44 Ey®(t+k) = A [1 LAR DL PUNE SRPRIL o I ]
where equality holds for‘

* *, o * . o
45 B (a™") F(a™) u(t) + 6 (g7 y(t) = 0

which gives the desired control Taw.

Summing up we get:

46 Theorem’

Consider the process described by (33), i.e.

A qTy y(t) = B (@) u(t-k) +  €T(q7) e(t)

where {e(t), t € T} dis a sequence of independent normal (0,1) random
variables. Let the polynomial c(z) have all its zeros inside the unit

circle. The minimum varianée control law is then given by
* 21, *, -] * ]
47 B(q ) F(qg )u(t)=-6( ") y(t)

where the polynomials F and G of order k-1 and n-1 respectively

are defined by the identity (39), i.e.

ey = A% ") Fe) ok et
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The regulation error of the optimal system is a moving average of

order k
48 y(t) = A F(q71) e(t) = Ale(t) + fre(t-1) +...# f, { e(t-ki)]

49 Remark 1
Notice that the result still holds if it is only assumed that e(t)
and e(s) are uncorrelated for t $ s but a linear control law is postu-

lated.

50 Remark 2

Notice that the control error is a moving average of order k when the
minimum variance strategy is used. The covariance function of the control
error will thus vanish for arguments greater than k.- This observation is
very convenient to use if we want to test a system in operation to find

out if the control strategy in-use is optimal.

. 51 Remark 3
Notice that poles of the closed Toop system equals the zeros of the

polynomial C(z).

52 éxam91e

The following model which relates changes in the dry basis weight to

changes in the stock flow has been found

26.5q7° 1-0.444q""

> o Vu(t) +0.419 _]
1-1.352q" '+0.352q 1-1.352q7 ' +0.352q

53 .Y(t) = -2 e(t)



To find the feedback from

the fluctuations in dry basis

We have
54 A*(z) =
55 B (z) =
56 ¢*(2) =
The identity (39) gives

57 1-0.444z

Identification of

- 1.352

- 0.444 = +
0 =0.352 -1
0 = 0.352e1 -
0 = 0.352e2 -
0 =0.352e, +

3

(1-1.3522+0.35252) (
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y to Vu which minimizes the variance of

weight we proceed as follows.

1 - 1.352z + 0.3522°

26.5

1 - 0.444z

1+e]z+e 22+e z

3, ,
27 teg? ) + 2 (fgfyz)

the coefficients gives

&

.

.352 € + e,

1.352e, + e

2 3

1.352e, +

3 0

f
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Hence

e; = 0.908
e, = 0.876
ey = 0.865
f, = 0.861
f, = 0.304
We thus find
3 #e s | 2 3
58 E(z) =1+ 0.208z + 0.8762° + 0.865z
* *
59 - F (2) = 0.861 + 0.304z

The minimal variance control strategy thus becomes

| - -1
60 M(t) = - - 0.861 - 0.304q

- = — y(t)
26.5 14 0.908q"" + 0.87697% + 0.865q"°

The control error is a moving average of fourth order
61  y(t) = Ale(t) + 0.908 e(t-1) + 0.876 e(t-2) + 0.865 e(t-3)]
which has the variance

62 SR =A%+ e]2 s e22 + e32] - 0.588
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63 Exercise

Determine the minimum variance control law for the system

Fl

4

y(t) = _]24.9q- —2 | u(t)
(1 - 0.55q ') +0.20q “)(1 - q ')
64
. 1 - 0.7707" +0.352a72 o(t)
(1 - 0.555q'] + 0.20q-2)(1 - q'1)

Sensjtivity Of The Minimal Variance Strategies

It is well-known that optimal solutions under special circumstances
may be very sensitive to parameter variations. We shall therefore investi-
gate this matter in our particular case. To do so we shall assumc that the
system is governed by the equation (33) which we write as
0
(

65 A0(q) y(t) = 89(q) u(t-k) + 2%(q) e(t)

but that the control law is calculated under the assumption that the system

model is

66 A(q) y(t) = B(q) u(t-k) + A C(q) e(t)

whgrgAthg_cpefficienFS of the polynomials A, B, and C differ slightly

0 0 0

frbﬁ those of A7, B, and C".
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Notice that the orders n of the models (65) and (65) are the same.

The minimal variance control strategy for the model (66) is

*_] k .

67 a(t) = - S () = - AT R Y
B(q )F(a)

where F and G are polynomials of degree k-1 and n-1 defined by

the identity (39).

We shall now investigate what happens if the system (65) is ;ontro]]ed

with the control law (67). Introducing (67) into (65) we get

0 .
68 [Ao(q) v q%%ﬁl] y(t) = () e(t)

Let qn+k'1 operate on the identity (39) and use the definition of

reciprocal polynomial. We find

69 &1 ¢(q) = Alg) Fla) + &(a)

The equations (68) and (69) now give

[gk"s°(q)C(q> + (19(q)8(q) - A(a)8%(a)) F(q)] y(t)
70
= 2%8(q)c%(q)F (q)e(t)
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The characteristic equation of the system is thus

71 2 180(2)c(2) + [A%(2)8(2) - A(2)8%(2)] F(2) = 0

0 0

1f A=a%, p-=g°

and C = C the characteristic polynomial reduces

to zk'1BO(z)CO(z). For small perturbations in the parameters the modes of
the system (66) are thus close to the modes associated with zk']BO(z)CO(z);

i.e. k-1 modes with poles at the origin, n modes with poles at the zeros

0

of B° and n modes with poles at the zeros of CO. Furthermore when the

design parameters equal the true parameters the factor BOCO cancels in (70).

This implies that the modes associated with BOC0

e if A= Ao, B = B0 and C = CO or that the corresponding state variables

are uncoupled to the input

under the same cenditions are not controllable from the input e. Now if

the control law is calculated from a model which deviates from the true model,
the input might excite all the modes associated with the solutions of the
characteristic equation (71). This is not a serious matter if the modes are
stable. However, if some modes are unstable, it is possible to get infinitely
large errors if the model used for designing the control law deviates from

the actual model by an arbitrarily small amount. This situation will occur

if tﬁe polynomial BOCO has zeros outside or on the unit circle. It follows

from a representation theorems for stationary random processes that C0 can

always be chosen to have zeros inside or on the unit circle. As far as CO

0

is concerned the only critical case would be if C~ had a zero on the unit

circle. The polynomial BO will have zeros ocutside the unit circle if the

dynamics of the sampled system is nonminimum phase. Hence, if either the
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dynamical system to be controlled is nonminimum phase or if the numerator of
the spectral density of the disturbances has a zero on the unit circle, the
minimum variance control law will be extremely sensitive to variations in
the model parameters. -

In these situations it is of great practical interest to derive control
laws which are insensitive to parameter variations whose variances are close
to the minimal varianées. There are many ways to do this. One possibility
is to proceed as follows.

To fix the ideas assume that the polynomial B(z) can be factored as
72 B(z) = B](z) Bz(z)

where B] is of degree N and has all zeros inside the unit circle and

B, 1is of degree n, and has all zeros outside the unit circle.

2
When resolving the identity (39) we impose the additional requirement

that G(z) contain Bz(z) as a factor, i.e. we use the identity

nytk-1
73 q C(a) = A(q) F'(q) + B,(q) G'(q)

instead of

Going through the arguments used when deriving Theorem 46 we find the

contro]_]aw

. K ., '
o u(t) = -3 6a)
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which gives the control error

y(t) = A{e(t) +fe(t1) + ..+ f g e(t-kel)
75 - v e '
+foe(t-k) + ...t fk+n2-1 e(t-k-n.2+1.)}

The control low (74) which is not optimal gives an error with the

_ variance

= _ . 2 |2 l2
76 Var y = Min (Var y) + l~{fk .ot fk+n2—1}
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Section 6 - Process Identification

Introduction

It was mentioneé earlier in section 4 that mathematical models
can seldom be obtained from a priori physical know]édge. This has also
been verified in practice. In particular it has been found very difficult
to model the disturbances from a priori knowledge. The mathematical
models reﬁuired to determine the control strategies for steady state
operation have instead been determined directly from data obtained from
process experiments. In the experiments the control variables were per-
turbed systematically. THe_inputs and the outputs were recorded and the
data obtained was used to determine the mathematica]hmode1s required for

the design of the control strategies.

The Maximum Likelihood Method

Since the result of the identification will be used to obtain control
strategies for the steady state control, it is natural to fit a model given
by the equations (5.14), (5.15) to the data. This can be done by using the
method of maximum 1ikelihood.

We will thus consider the situation when a sequence of inputs and
outputs {u(t),y(t),t =1, 2, ..., N} have been observed and it.is
desired to determine a model of the structure |
1 C X(E# 1) = ax(t) + ru(t) + Ke(t)

2 y(t) = ox(t) + e(t).
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To determine the 1likelihood function we will thus have to write
down the probability density function for the outputs assuming that all
parameters of (1) and (2) are known. Since the random vectors Y and

E defined by

Cy(1) | (1)
y(2) e(2)
3 Y = . 5 E = .
yny | e(N)
L Al L. .

are related through an equation
4 Y=AE+D

where the matrix A has all diagonal elements equal to one and only

zeros above the diagonal, the Jacobian of the transformation equals one

and the probability disfributipns of Y and E are the same. The

Tikelihood function thus becomes

N
5 -log L = %-:E: eT(t)R (t) + 5 1og det R + —E-]og 27.
. t=1

The function L 1is considered as a function of the unknown para-

‘meters of the matrices &, r', 6, K and R and of the initial condition

;(1) of the equation (1). To evaluate the function L for a particu-

lar value of the parameter the quantities e(t) are thus computed from
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the equations

6 x(t + 1) = x(t) + tu(t) + KIy(t) - ex(t)]
7 e(t) = y(t) - ox(t) ‘

which are immediate consequences of (1) and (2). Since the parameters
are fixed, the coefficients as well as initial conditions of the equation
are thus assured to be known. When the vectors e(t) are obtained the
1ikelihood function is then given by (5);

Notice that the optimization of the likelihood function with respect
to R and the other parameters can be performed separately. Minimizing
the right-hand side of (5) with respect to R we find that

(

8 min l

nqzz
:q-u

N N
ZET(t e(t) + > 109 det R Ze
t=1 t=1

-

| —

The minimum is assumed for
' N
9 k=1 Delt)e!
| t=1
To apply the maximum 1ikelihood method it is thus possible to first
find the unknown parémeters « of & I,0, K and x(1) such that the
Toss function

. N,
10 V() = det & D0 e(t)eT(t)



1.6 a8

is minimized. The maximum 1ikelihood estimate of R s then given by (9).

11 Exercise

Prove that (9) holds. [Hint. Notice that

4 Tog det A = A"
N N
%—Z = 2 e(t)e'(t)
t=1 t=1
where g{- where f 1is a scalar means a matrix whose ijth element is
df
= -]
daij

There are several numérica] techniques which can be used to perform
the minimization. Method Sased on straightforward search and function
evaluation as well as techniques based on evaluation of gradients and
higher derivatives 1ike Newton Raphson, Fletcher Powell, etc. can be used.

The evaluation of the gradient, of the loss function can be done very

effectively using the sensitivity-derivatives.

Single Output Systems

In the particular case of single output systems the function mini-
mization required to compute the maximum-likelihood estimate can be done
very efficiently. Using the system representation (5.33) the Tikelihood
function can be written as '

N
12 “log L = ‘—2 E £) +NToga + 3 log 2
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where
13 c(a™De(t) = Ax(@ T )y(t) - B*(q M ult - k).

In analogy with the multivariable case the maximization of L with
respect to A and the other parameters o can be done separately. It

is thus possible first to minimize the loss function V defined by

=

14 V(o) = 2 <2(t)
t=1

where g 1is a vector whose components are the unknown parameters
A1s eees s b], cens bn’ Cys +ves C and the unknown initial conditions

n
of (13). The estimate of A 1s then given by

15 A =J—”N

The function V ds linear in the parameters 3, and bi but

strongly nonlinear in the parameters Cj- To minimize V we can use

the generalized Newton-RaphsonIa]gorithm, i.e.

k1 _ Kk _ Kyy-Ty .k
16 o =0 - [V (e)] 'V (o)

' where, Ve is the gradient of V .and Vee the matrix of second partial

derivatives.
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The algorithm (16) can be interpreted geometrically as follows. At
each step of the iteration the function V is'approximated lTocally by a
quadratic function which is obtajned from a Taylor serfes approximation.

The next iterate is then obtained as the extremum of the approximating
quadratic function.

The algorithm will converge very fast (quadratically) if the initial
value is chosen close to the true minimum. The,algorithm might, however,
diverge if the initial state is chosen at a point where V(e) 1is concave.

The gradient and the matrix of second partial derivatives which are

needed in the calculations are obtained as follows

N
17 W ) e (n)2elt)
i =] i
18 2, 5" aelt) ( ) aoe(t)
IV . de Bc t E
0; 2t=1 20 ) ¥ 222: ae i995

if the second term of (18) is.dropped, we get an approximation to
the matrix of second paftia] deriva;ives which has the advantage of
always being positive semi-definite. Using this approximation we get
a procedure such that the step taken always has a non-negative projec-
‘tion as the gradient thereby bypassing the difficulty with the pure
~ Newton-Raphson algorithm.

The derivatives of ¢ with respect to ¢ are obtained simply by

"differentiating (13), i.e.,

19 c*(q) -ng(ﬂ = q Ty (t)
1
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20 cx(@) 288 = q7Tue - k)
1
21 cr(@) Z - qete).

The derivatives can thus be obtained simply by solving difference
equations. Notice that the difference equations can be interpreted as
dynamic systems with inputs as y(t), u(t) and e(t). Also notice

that we have relations of the type

ae(t) _aelt-i+1).
aai aa]

22

This makes it possible to reduce the computations significantly.

Properties of the Maximum Likelihood Estimate

We will now briefly state some of the properties of the maximum
likelihood estimate. To obtain these we assume that the process is
" actually characterized by a model of the structure (13) with para-

meters 8g- Under reasonable conditions it can be shown that

~

® The estimate & converges to the true
parameter g, as the record length N
increases.

e The estimate is asymptotically normal

with mean 6y and covariance

2 -1
2 qim Ly .
N Moo N "e8
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e The estimate satisfies the lower bound in

the Cramer Rao inequality asymptofica]]y.

i (-}
For specific statements as well as proofs we refer to Astrom et al.

(1965).
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Section 7 - Basis Weight Contro!

Introduction

In this section we will give a fairly detailed account of a case
study devo}ed to the solution of one steady state control problem, i.e.,
basis weight control. In particular, we will touch upon some of the
practical problems which have been encountered. The particular data
are taken from the Billerud project. Fluctuations in basis weight were
investigated in a feasibility study done before the.computer was
installed. Analyses revealed that variations in basis weight were
approximately normal with a standard deviation greater than 1.3g/m2.

In the feasibility study it was estimated that this could be decreased
to 0.7g/m2. We have actually been able to -reduce the standard devia-
tion of basis weight fluctuations to O.Sg/m2 wet basis weight and
0.39/m2 dry basis weight.

Figure 1 shows the basis weight fluctuations obtained during a pre-
installation test, ané the results obtained with on-l1ine basis weight
cbntro]. ‘

In Figure 1 curve A represents a sample of basis weight variations
obtained during a pre-instg]]ation evaluation of fluctuations in basis
weight. Curves B and C represent variations during a run in which
basis weight was controlled on-line. The upper curve B shows the fluctua-
tions in basis weight; the lower curve C shows the contro]_variab]e. The
scale for the control variable is chosen so that one unit represents
'Ig/m2 of basis weight. Notice the similarity between the low frequency

component of curve A and the control-variable variations in curve C.
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The basic difficulties of the control can be appreciated from the
graphs of Figure 1. Thg variations of basis weight during normal
operation can be characterized roth]& as a slow drift with super-
imposed rapid fluctions. Since there is a delay of about 0.02 hours
from the control variable (thick stock flow) to the basis weight
measured by the Beta'Gauge at the dry end, it is clear that feedback
cannot eliminate the rapid variations in basis weight. The problem is
to eliminate the drift without feeding the rapid fluctuations back into
the system. Stochastic control theory is well suited for this type of

problem.

Preliminary Investigations

A schematic diagram of the parts of the paper machine that are
involved in the basis weight control is shown in Figure 1 of Section 4.
Since dry basis weight is proportional to the ratio of the rate at
which fibre flows out of the headbox to wire speed, it can be controlled

using either of these two quantities. The rate at which fibre flows out
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of the headbox can be influenced in several different ways: by
adjusting the headbox level, by changing the congistency in the headbox,
etc. The choice of primary control variables depends on the construc-
tional details of the paper machine and will depend on the particular
application. In the particular case the following primary control
variables were available:

e machine speed

e thick stock consistency

e fibre flow at thick stock flow regulator.

The consistency and the flow-regulator determine the rate at which
fibre flows into the headbox and, thus, the basis weight. The machine
speed has a direct effect on the basis weight as explained above. The
possibility to reduce the fluctuations in basis weight by a careful
regulation of the three factors mentioned above were investigated.

Experiments were performed to determine the correlation of the
f]uctuations in basis weight with the‘f1uctuat¥ons in fibre flow and
machine speed. The results showed that it was not possible to keep the
basis weight constant by good regulation of machine speed and fibre
flow. To regulate the fibre flow it is necessary to measure fibre
cohcentration, j.e., consistency. Traditionally, consistency is
determined by measuring the apparent viscosity or shear force of the
thick stock. In the particular case the shear force on a pin submerged
in the flowing pulp was measured. A consistency meter of this type
will indicate not only fibre concentration but also the rate of flow,

the rheological properties of the pulp, the temperature, the viscosify
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of additives, étc. It is very difficult to calibrate the consistency
meter taking all these factors into account. The rheological properties
of the pulp are particularly difficult since they depend on the degree
of refining and on the properties sf the additives.

It should also be mentioned that it is not possible to measure
consistencies lower than one to two percent by this technique, while
the headbox consistency is 0.2 - 0.3 percent. This explains why
dilution takes place after the consistency regulation as shown in Figure 1
of Section 4. As a result, the fibre concentration may show consider-
able variation even if the consistency meter reading remains constant.

Our inQestigation showed that it is impossible to regulate basis
weight sufficiently accurately by controlling consistency and machine
speed, a conclusion that has been confirmed by others. However, it
should be noted that this situation might change drastically with the
development of new instruments.

It was thus decided to regulate basis weight by feeding back basis
Qeight measurements taken at the dry énd of the paper machine so as to

control the rate at which fibre flows into fhe headbox.

Characteristics of the Fluctuations in Basis lWeight
The characteristics of the basis weight fluctuations have been

investigated. There are variations in the machine direction as well as

in the cross direction. In the particular case, the cross direction

profile was found to be stable if certain precautions are taken. HUe

have therefore concentrated on the variations in machine direction. The
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character of the fluctuations is illustrated by the covariance function
in Figure 2. Roughly speaking the fluctuations can be described as a

slow drift with superimposed rapid fluctions.

T min

Figure 2
Covariance Function of Basis Weight Variations
During Normal Operation

The covariance function of Figure 2 is computed from a sample
recorded with a sampling interval of 1 min. When computing the
covariance function of Figure 2 the usual techniques for trend removal
were used. Such a procedure naturally raises several questions as to
the proper interpretation of the Tow frequency variations. The result
shown in Figure 2 can, however, at least be used for a qualitative

discussion.
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The curve shown in Figure 2 is computed from data logged with a
sampling interval of one minute. To obtain a better resolution of the
high frequency components we have also logged data with a shorter
sampling interval. In Figure 3 we show the covariance function computed

from a sample of 20 minutes duration with a sampling interval of

*0.001h ( = 3.6 sec).

Figure 3 ,
Covariance Function of Rapid Variations in the Basis Weight

Summarizing, we thus find that the basis weight f]uctfons observed

%

can be described as random processes. Analyses of the amplitude distri-

butions show that the processes are normal. The process is not
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stationary. To describe the processes we can either use a model including

drift terms or we can describe process time differences as stationary
processes. In many cases it has been sufficient to assume that the
first time difference of the time series describing the fluctuations is

a stationary process.

Identification Experiments

In ordér to design the control laws it is necessary to know the
process dynamics and the character of the disturbances. To arrive at
this information we performed experiments on the plant. The input
variable was changed and variations in ‘the output observed. From the
sequence of input-output pairs {u(t), y(t), t = 0,1,2,...N} obtained
in this way we estimated the coefficients of a mathematical model
(5.33) of the process as described in Section 5. In this section we
will discuss some practical aspects in connection with a description of
a case study.

The experiments were performed using the control computer. The
input signal used in the experiment is represented as a number sequence
and stored in the core storage. The numbers in this sequence are read
periodically and converted to analog signals using the D/A converter
and the regular D/A conversion subroutines of the control computer.

The output signals from the process are converted to digital numbers
using the D/A converter. Both the input and output signals are thus
rebresented by‘digita] numbers in tHe computer storage in precisely the

same way as they occur when the computer is used to control the process.
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The dynamics of the signal transducers, transmission 1ines, A/D, and D/A
converters are thus included in the model. The disturbances that occur
in the signal transmission as wel]las round-off errors caused by a
finite word length are also included in the model of the disturSances.
The whole experiment is executed by a program which carries out the
following tasks:
e Read control variable from table
e Call analog output subroutine
® Read measured output signal
eStore control variable (u) and output signal (y)
Typical results of an identification experiment are given in
Figure 4 which shows the values of several signals measured at different
points in the plant, i.e.,
eset point of thick stock flow regulator
ewet basis weight
" emoisture content at dry end
edry basis weight
When designing the control law we need only the input (set point of
thick stock flow regulator) and output (dry'basis weight) sequences.
However, experience has shown that when logging data to determine the
process dynamics it is very valuable to record many auxiliary variables.
This makes it possible to evaluate the operating conditions under which
the data was taken: When modeling the relation between thick stock
flow and the basis weight, it is, for example, very important to know

that neither the headbox level nor the consistenéy have changed
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significantly during the experiment.

Figure 4 shows very clearly that changes 1in the flow rate have a
significant influence on the moisture content. The practice of logging
many auxiliary variables has proven very useful in finding dynamic models
for variables needed in future work. The data in Figure 4 can, for
example, be used to .find a model relating the set point of the thick
stock flow regulator to wet basis weight, moisture content, and dry

basis weight.

Choosing the Input Signal

It is desirable to have large signal amplitudes in order to get
good estimates. However, excessive signal amplitudes might drive the.
system outside the Tinear region and might aaso provide unacceptably
large output variations when experiments are performed during normal
operation. A compromise between signal amplitude and sample length can
be made in order to obtain a specified accuracy of the coefficients of
the model. The length of the sample is Timited by the maximum time
interval between grade changes. When no control is maintained the out-
put may drift; in such a case, the maximum sample length is also limited
by .the permissible deviations. In the identification of the models used
to design basis weight control algorithms we typically used sample
lengths of two to ten hours. The amplitude of the input\signal shown in
Figure 4 is quite representative. The peak-to-peak ampiitude corresponds
to 1.7g/m2. This number representéd a suitable compromise between the

factors discussed above. . Recall that the sfandard typical deviation
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during normal operation is 1.3g/m2. This compromise provides the same
signal level that is used during normal contro].'

The input signal must also be_chosen so that it is persistenly
exciting. This is always the case if the input signal is a sample of a
stationary stochastic process with constant spectral density. In the
first experiments we used pseudo-random signals, but there are other
factors which should also be taken into account. A few long pulses
provide a good estimate of the Tow frequency gain. A sequence of
uncorrelated random variables of sufficiently long duration will have
the desired properties. However, when short samples are used, there is
no guarantee that long pulses will be obtained.

The intervals between pulses may, for example, be chosen as randomly
distributed intervals with a mean value that matches, the delay and the
time constants of the system. It is also convenient to have a signal
which remains constant over several sampling intervals so that the data
may be used to fit modé]s for different sampling intervals. If, for
eiamp]e, we wish to use the results to obtain models with sampling
intervals of 36, 72, and 108 seconds, the input signal must be constant
over intervals that are multiples at 216 seconds. We can then select
every second measurement to form a 72-second sampling interval series
and select every third measurement to form a 108-second sampling interval
series. |

For the reasons given above it is often advantageous to design the
input signals based on all the available a priori knowledge about the

process and its disturbances. This is not essential from the point of
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view of principle but it reduces the experimentation time.

Practical Aspects of the Experiments

Experiments on coﬁp1ex industrial processes are difficult to
perform, the main reason being that it is impossible to obtain ideal
conditions on production units and that there is always the risk of
production losses. The problem of choosing the input signal has been
covered briéf]y. We have also made other observations which, although
trivial, may be of value to those initiating similar experiments.

It is reccmmended that a multi-channel recorder be connected to the
process dufing the experiment so that malfunctions can be detected
immediately.

log a1l experimental data meticulously: observations, manual
adjustments, malfunctions, operating conditions, etc. It is often wise‘
to log many auxiliary variables.

It is recommended that a preliminary experiment be made to deter-
mine suitable sampling intervals, signal levels and experiments duration.
This should be repeated aftér a few weeks to see whether conditions
have changed. |

| We have found it useful to plot the data before making extensive
analyses, thus precluding the processing of. meaningless data. The data
should be checked against prior knowledge of gains, time constants, and
Fime delays wherever possible.

Instrument calibration requires special attention. We~found it
very helpful fo include systematic calibration methods based on cross-

checks by means of mass balances and other known relationships between



the measured signals. It is also very important to consider the pro-
gramming aspects of process experiments when planning the computer
system so that experiments can be performed without extensive fepro—

gramming of the system.

Computation of Maximum Likelihood Estimates

The following examples will illustrate the numerical identification
procedure. These examples are based on the data shown in Figure 4.
We shall discuss mathematical models relating dry basis weight and wet
basis weight to changes in the set point of the flow regulator.
Figure 4 shows that both wet and dry basis weight are drifting. This
is even more apparent in records of greater length (see, e.g., Figure 1).
We therefore identify models of the type (5.33) where the poly-
nomials A(z) and B(z) are constrained to have zeros at z=1. The
following model structure will thus be used

-1 -n
1+ c,9 +...+cnq

1

‘ b + bia* 4., 4bla ™"
v y(t) = ] (k) + A
14219 +...talg (1-q )(1+aiq

—e(t)
+...+anq; )
\

The time interval is chosen as 0.01 hour in all cases. The minimum
variance control law for the model (1) will contain an integrator which
impiies that the controlled system will respond to step inputs with no
steady error. As stated in Section 6, the identification brocedure is
carried out recursively starting wikh a first order system,‘continuing
with a second order system, etc. To‘obtaih the value of the delay k for

a model fixed order, the identification is repeated with the input signal

shifted.
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2 Example

As the first numerical example we present a hode1 relating dry

basis weight to thick stock flow. First we identify a first order

model having the structure (1). Applying the maximum 1ikelihood

jdentification algorithm we get the results shown in Table 3.

3 Table - Successive parameter iterates for a first order model relaging
dry basis weight to thick stock flow

S R 2 Vv . 51 av 51 av 5
Step e]—a 62—b 63—C v 33 10 b 10 ST 10
0 0 0 0 6.7350 91683 39509 -91683
1 [-0.0122 | 13.0054 0 4.,1603 0 0 193777
2 |[-0.3924 | 13.9356 | -0.6320 3.3764 -78727 1190 51707
3 |-0.3492 | 14.6689 | -0.6542 3.3360 1339 -69 2575
4 -0,3502 14.6468 -0,6572 3.3360 106 -3 -165
5 -0.3500 14.6468 -0.6569

Starting with the initial parameter estimate 6=0, the first step

of the jdentification algorithm gives .the Kalman estimate of the para-

meters and this estimate is then successively improved until the loss

function V(6) is minimized and the maximum likelihood estimate

obtained. Notice in particular the significant difference between the

Kalman estimate (step 1) and the maximum likelihood estimate.

-

The value of the matrix of second partial derivatives at the last

step of the iteration is
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19.283 -0.290 -8.963
4 Vee =1-0.290 0.035 0.062
-8.863 0.062 12.048

Repeating the identification for different values of the time-delay k

we obtain the results given in Table 5.

5 Table - Results of identification of first-order models relating
dry basis weight to thick stock flow for different time-

Ide]ays.
k a{ bd cf A Vv
3 -0.807 9.846 -0.994 0.297 4,491
4 -0.350 14.647 -0.657 0.257 3.336
5 -0.749 1.286 -0.958 0.351 6.152

We thus find that the loss function V

has its smallest value for

k=4. To find the accuracy of the model parameters we proceed as follows:
An estimate of Fisher's information matrix is obtained from the matrix

of second partial derivatives (ﬂstrﬁm and Bohlin 1965, Lemma 2),

If Vée is non-singular the estimate is asymPtOt{Ca11y normal (éo’ 1-1)

and we thus have the following estimate of the covariance of the

asymptotic distribution:
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0.006 0.042 0.004

7 17V o) = lo.0a2 2,202 0.020

06
10.004 0.020 0.008

Summarizing, we thus find the following numerical values for the best

 first-order model, where the computations are based on 100 pairs of

input-output data:

k=4 c = -0.66 + 0.09
a=-0.35+ 0.08 A = 0.257 + 0.017
b=14.6 + 1.5 V = 3.34 + 0.44,

Proceeding to a second-order model the identification algorithm gives

the following results, based again on 100 pairs of input-output data:

k=3 ¢ = -0.73 ¢ 0.18
ay = -0.46 + 0.14 | €y = 0.12 £ 0.16
a, = 0.04 + 0.12 A = 0.249 + 0.017
by = 3.4 + 1.6 V = 3.15 £ 0.43
by = 12.3 £ 2.2 ‘

The matrix of second partial derivatives at the minimum is:
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22.47 13.82  -0.08 0.3  -7.61  -1.87
13.82  22.47  -0.17  -0.08  -4.94  -7.59
0.08  -0.17  0.04  0.02  0.05 -0.05
0.35 -0.08  0.02  0.04  0.06  0.06
7.61  -4.94  0.05  0.06 11.06  6.60

-1.87 -7.59 -0.05 0.06 6.60 '10.5§_|

It now follows from Astrdm and Bohlin (1965), Theorem 4, that the
parameter estimates for a large number of input-output pairs is

2V66_1)‘ Inspecting the estimates of the

asymptotically normal N(eo,x
coefficients of the second-order model given above, it seems reasonable
to assume that the coefficients a, and c, are zero. Assuming that
asymptotic theory can be applied we can now solve various statistical
problems. We will, for example, test the hypothesis that the model is

of first order, i.e., our null hypothesis is

10

has an F(3,N-6) distribution under the null hypothesis. (For large

N this is approximately chi squared.) The symbol V2 denotes the
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minimal value of the loss function for the second-order model; V], the
minimal value for the first-order model and N, the number of input-output
pairs. In this particular case we have g = 1.9. At a risk level of
ten percent we have F(3,96) = 2.7 and the null hypothesis, that the
system is of first order, thus hés to be accepted.

The results of the identification procedure are illustrated in

Figure 5 which shows

ethe input u
ethe output y
ethe deterministic output Y4 defined by

-1 -n
b +blz "+ ... +b'z
11 oyd(t) = 9 ]_] n-n u(t)
1+ aia + ... ¢+ aﬁz

ethe error in the deterministic model ed(t) = y(t) - yd(t)
ethe one-step-ahead predictor Q(tlt—l)
ethe one-step-ahead prediction error e](t) = y(t) - 9](t|t—1)

Figure 5 illustrates the properties of the estimation procedure.
We recall that the estimator is constructed in such a way that
Hzei(t) is minimal. The deterministic output yd(t) shows how mu?h
of the output can be explained by the deterministic part of the model.
The error ed(t) thus represents the part of the output that cannot be
explained by the deterministic model. The signals yd(t) and ed(t)

thus demonstrate how much of the output is caused by the input and by
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the dislurbances. Notice in particular the drifting character of the
error ed(t). The signal 9(t|t—]) illustrates how well the output can
be predicted one step ahead using the input signal and previously
observed outputs. |

Figure 5 also illustrates the results for a second-order model.
Figure 6 shows the sample covariances of the residuals of the first- and

second-order models.

12 Example

As a second illustration of the numerical identification scheme we
shall now ﬁresent a model relating changes in the wet basis weight to
changes in the set point of the thick stock flow regulator. The
computations are based on the data of Figure.4. The outpuf is drifting
in this case, too, and for this reason we again used a model with A(z)
and B(z) constrained to have a zero at z=1, i.e., a model of the
structure (1). Using the numerical identification program we find that
the minimum value of the loss function occurs at k=4 for the first
order case, and the coefficients of the best first-order model are

givén in the table below.

13 Table - Coefficients of first order model relating to set basis
weight to thick stock flow rate.

k=4

a, = -0.384 £ 0.054 |
by = 27.107 + 2.06
¢ = -0.619 + 0.097
A = 0.364 + 0.025

V = 6.597 + 0.935
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First order model
o—a Second order model
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Figure 6
Covariance functions for residuals of first and second order models
relating dry basis weight to thick stock flow rate: note the small
difference between the two curves. An hypothesis test gives no
significant difference between the two models.
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fhe best second order models are listed below.
14 Table - Coefficients of second order models relating wet basis
weight to thick stock flow rate.
k =3 4
ai = -0.639 + 0.106 -0.551 + 0.073
aé = 0.224 + 0.089 0.197 + 0.076
bb = 6.393 + 2.02 24.919 + 2,19
bi = 20.151 £+ 2,99 eeeee-
ci = -0.823 + 0.138 -0.773 + 0.120
¢y = 0.212 + 0.143 0.233 + 0.123
A = 0.335 + 0.024 0.352 + 0.025
V = 5.728 + 0.805 6.273 + 0.885
The matrix of second-order partial derivatives of the minimal
point is
(79.24  53.37  -0.13  0.76  -12.68  -0.13]
53.37 79.12 -0.40 -0.13 -5.93 -11.44
]5.' Vo = -0.13 -0.40 0.04 0.02 0.06 -0.07
0.76 -0.13 0.02 0.04 0.10 0.10
-12.68 -5.93 0.06 0.10 17.64 7.83
| -0.13  -11.44 -0.07 0.10 7;83 ]5']%d :

We now test the null hypothesis that the system is of

i.e.,

first order;
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16 H s (a0 = by =c¢, = 0)
' 2 0 2

Using the asymptotic results, we find & = 4.8 and the hypothesis thus
has to be rejected. Increasing thé order to three does.not give any
significant improvements in the Toss function.

Hence if we consider dry basis weight as the output of the system,
we find that the model is of first order, but if we consider wet basis
weight as the output, the model is of second order. This also shows up
very clearly in Figure 7 where we illustrate the results of the identi-
fication in the usual way. Notice in particular the differences in
behavior of the outputs of the deterministic models of the first and_
second order systems. " There is a physical explanation for this
difference of behavior between the responses of dry and wet basis
weight to changes in rate of thick stock flow. As mentioned earlier,
and as can be seen from Figure 4, a change in the rate of thick stock
flow will influence dry basis weight as well as moisture content.

After an increase in the thick stock %1ow rate we find that both dry
basis weight and moisture content will increase. The increase in
moisture content will then be eliminated by the moisture control feed-
back Toop, which controls the set point of the last drying section
(counting from the moisture meter). These two effects will explain the
overshoot in the résponse of the wet basis weight. It is also clear
from this discussion that the response of the wet basis weight will be
influenced by the settings of the moisture gontrol loop. Th%s fact
provides another argument for using dry basis weight as the control

variable.
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Figure 8
Covariance function for residuals of first and second order models

relating wet basis weight to thick stock flow rate. Notice that an
hypothesis test gives a significant difference between the models.



1.7
80

Experiences With On-Line Control

In this section we will summarize some of tﬁe practical experiences
and some results that have been obtained with on-Tline basis weight
control. The experimental program that has been carried out has had a
dual purpose: to arrive at control strategies suitable for the parti-
cular application and to test the general procedures developed for the
design of control strategies for steady state control. Consequentiy, we
continued some experiments, even though the particular loops were

“working satisfactorily, to answer problems concerned with methodology.
Several control schemes have been investigated. We have chosen both

the set point of the thick stock flow regulator and the set point of

the thick stock consistency regulator as control variables. We have also
regulated dry basis weight as well as wet basis weight. In the first
experiments the consistency of the thick stock was chosen as a control
variable. Later we changed to the thick stock flow rate for two
reasons: the basis weight responds quter to changes in the set point
of the thick stock flow regulator than to changes in the set point of
the consistency regulator, and the dynamics of the consistency regulator
change with the operating conditions, thereby introducing variations in
the system dynamics.

In general it is very difficult to evaluate the performance of the
control loops, particularly with regard to comparing the different
control laws, the main reason being.that the disturbance level varies
considerably. - Thislimplies that in order to evaluate the control loops

ve need tesi periods of considerable length. Moreover it is often
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difficult to judge improvements if reference values are not available.

For basis weight control we had the results of the feasibility
study as a reference. .These resu]ﬁs a]so indicated that there was
considerable variability in the basi§ weight variations as shown in
Figure 1. When analyzing the variations the records were first divided
into samples of aboqt five hours duration. After trend removal the
samples were analyzed as time series. In all cases studied the varia-
tions had standard deviations greater than or equal to 1.3g/m2, and
this value was chosen as a conservative reference value. The target
value for basis weight regulation was set at 0.7g/m2 in the feasibility
study.

The first successful on-1ine basis weight control cperation was on
April 28, 1965. It covered a test period of ten hours and since then
we have conducted a large number of tests.

Two types of experiments have been performed. In one type we let
the control Toop operate normally for several weeks while collecting
déta at comparatively large sampling {ntervals. The results have not
been extensively analyzed but the performance of the control system has
been evaluated subjectively. This evaluation was based on laboratory
test data ahd the judgment of the machine tenders.

The second type of test was a controlled experiment extended over
periods ranging from 30-100 hours. Data was logged at sampling ihtérva]s

of 0.01 hour and analyzed. The analysis of such tests usually includes

the following steps:



®Plotting all process variables logged, particularly controlled

variables and inputs to the control loops.

e Calculating covariance functions of controlled variables and
testing to ascertain whether variations are moving averages

[y(t) = Ek_](qT])e(t)] of appropriate order (see Section 5).
e Identifying dynamic models.

® Comparing models with those used to calculate the control laws.

® Comparing variances of the outputs with those previously obtained.

Example

In.Figure 9 we givé a sample covering 24 hours of operation of the
basis weight control loop. In the diagram we show wet basis weight, dry
basis weight (the controlled output), and thick stock flow (the control
signal). The scale for the‘control signal, thick stock flow, is chosen
as dry basis weight. The magnitude of the control signal will thus
directly indicate how much of the fluctuations in dry basis weight are
rehoved by the control law. The control signa]‘will thus approximately
show the disturbances in the output of the system. Notice the different
characteristics of the disturbances at different times. The large
disturbances occurring at times 14.30 and 18.00 are due to large

fluctuations in thick stock consistency.
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Also notice that there are two interrupts in the operation of the
system, one paper break, and one interrupt to c1éar the drying section.
In these instances the basis weight control Toop is automatically
switched off and the control signal is kept constant until the
disturbances are cured when the Toops are automatically switched on
again. Notice that a paper break does not introduce any serious
disturbances. Also notice that there are some grade changes from which
we can judge the response of the controlled system to step changes in
the references values.

Moisture content was controlled by feedback from the moisture
meter to the set point of the pressure regqulator of the fourth drying -
section. The standard deviation of moisture content was 0.4 percenf.
In Figure 10 we show the covariance function of dry basis weight.

As s to be expected from Theorem 5.46 this is the covariance function
of a moving average of fourth order.

We have also made experiments to‘verify that the high frequency
fluctuations in moisture content and basis weight have the same
characteristics. This was one essential assumption made in Section 5.
If this was true, the variance in dry basis weight would be independent
of'dry or wet basis weight control. In the table below we give standard
deviations recorded during a 30-hour test, where alternatively wet and

dry basis weight was controlled.
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Figure 10

Covariance function for fluctuations of dry basis weight in the time

interval 23.00 to 12.00 of Figure 9. Compare with Figure 8 which shows
the covariance function without computer control.
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Standard Deviation

Wet ' - Dry
Basis Basis
Weight Weight
Wet basis weight controlled 0.50 -0.32
Dry basis weight controlled 0.52 0.28

When testing thé control algorithms the control actions were
initially multiplied by a gain factor (q < 1) as a safety precaution.
The gain factor was then changed step-wise to approach the optimum value.
The standard deviations of the fluctuations were evaluated on-1ine for
each ¢ and compared with precomputed data. An example is given in

the table below:

Hour o o

1 0 1.27
2 0.6 0.82
3 1.9 0.55"
4 1.2 0.57
5 1.0 0.54

To evaluate the results of a computer controlled experiment we fitted

a model to the actual input-output sequence obtained during the experiment

and compared the actual result with what could possibly be achieved for the
particular model. After some discrépancies in early experiments which were

due to inaccurate models the data showed very good agreement. Below we give



some typical numbers obtained from an experiment sequence:

Experiment Number Ratio of actual variance to
minimum variance

1.25
1.1
1.09
1.02

ISRy N

87
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Section 8 — Quality Control

Introduction

Many important quality variables in a paper mill can not be measured
on-line. Typical examples are cross direction tensile strength and cross
direction stretch for a kraft paper machine. These variables are measured
on samples taken from running web, the end of the reel and the end of each
set of rolls on the winder. Samples are tested by the machine tender or
at the test laboratories.

Information about quality variables is used in two different ways: by
the machine tender to adjust the paper machine settings and by the winding
crew and shift foreman to determine whether the produced paper fulfills
specifications and can be delivered or wﬁether it must be rejected (sorting).
At present, the machine tender's decisions are based on the measurement of
samples taken from the running web and samples taken at the end of each
reel. Sorting is based essentially on laboratory measurements of samples
taken at the winder at the end of each set of rolls.

The uncertainty in the determination of quality variables is one of the
esséntia] difficulties with quality con£r01. This uncertainty is due to
several factors. The overall qﬁa]ity of a Tong paper sheet is estimated
from a very small sample. The measurements involve considerable error.
The sampling procedure introduces considerable delay between paper
production and sampling. The paper sample must also be conditioned in
a room at controlled temperature and humidity before testing in order to \
obtain reproductible results. We have investigated the variations in
quality variables durﬁng normal production and found that there are strong

correlations between quality variables of neighboring rolls.
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By making use of this fact and basing the estimate of quality variables
of one roll on measurements of neighboring rolls, considerable improvement
of the existing procedure are possible. |

In a particular cage, it has been shown that the accuracy of the esti-
mation of cross direction stretch can be improved by a factor of three and
and that it is possible to predict cross direction stretch 30-90 minutes
in advance to the same accuracy as it was previously measured.

In principle the problem of quality control does not differ from the
basis weight control problem discussed in section 7. Suitable mathematical
models can be derived using the maximum 1ikelihood method and control
strategies can be obtained using linear stochastic control theory. On
the vhole, the problem is not as well defined as the basis weight control
problem. For example, there are ofteh several choices available for the
suitable control actions. For this reason it might often be sensible to
present the state estimate to an experienced operator and let him choose
an appropriate control action. In many cases the dynamics of the control
system can be neglected and the problem is then a pure estimation problem.
In such a case, the actions taken by the operator must naturally be fed
into the estimator.

.'In this section we will give some of the experiences obtained with

such an approach.

Statistical Properties of Fluctuations In Typical Quality Variables

In Figure 1 we show the covariance function of a typical quality vari-
able, cross direction stretch. The data shown in Figure 1 is taken using
the ordinary sampling procedure. Each measurement thus represents the

mean value of measurements taken from 5 strips approximately 5m apart.
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Figure 1 Sample Covariance Of Cross Direction Stretch Of Samples
Taken From Consecutive Rolls Of Flat Kraft Paper. (Each
Unit On The X-Axis Corresponds To One Ro1l 3000 m Long.)

The difference R(0) - R*(O) between R(0) and the extrapolated value
;R*(O) can be interpreted as the sum of the measurement errors aﬁd the short
scale variations. In the particular case the numerical value of R(0) - R*(O) =
0.026 is in good agreement with the variance of the measurement errors which
is 0.029. It follows from Figure 1 that there is a strong correlation between
the values of cross-direction stretch at points 3000 m apart. This fact can
be exploited by using the measurements of neighboring rolls to estimate the

mean value of the stretch of a particular roll.
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"Using the identification techniques discussed in section 6 we find that
the data illustrated in Figure 1 can be represented by a model with the

structure given by (5.1) and (5.2), i.e.

1 x(t+1) = & x(t) v(t)
2 y(t) =8 x(t) + e(t)
with
0 ]
3 ¢ =

-0.678 -1.556

£
D
n
| oum |
—
o
| S—

0 0
5 R] =

0 0.0021
6 R2 = 0.026

The covariance function of the output model is shown by the full line
in Figure 1.

The statistical character of the fluctuations will vary considerably
with the particular quality variable as well as with the paper grade. 1In

Figure 2 we show, e.g. the cross direction tensile strength for flat kraft

paper.
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Figure 2 Sample Convariance Function Of Cross Direction Tensile Strength
Samples Taken From Consecutive Rolls Of Flat Kraft Paper. (Each
Unit On The X-Axis Corresponds To One Roll 3000 m Long.)

Application Of Estimation Theory

Once the mathematical models of the variations are known, the design of
estimators, interpolators and predictors is a straightforward application
of filtering theory. There are many types of estimation problems which
occur, and the details may often be complicated by some pecu]iarities‘in
production. However, we shall not discuss such peculiarities since only

slight changes are required to handle them.
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The Control Problem — Cross Direction Stretch Prediction

In most applications, cross-direction stretch is controlled by the
machine tender. Samples for measurement of cross direction stretch are
taken at the reel. Before the sampﬁes are tested, the paper has to be
conditioned. Typical conditioning time is 30 minutes. There is thus
considerable delay before the machine tender obtains the value of cross
“direction stretch. Due to this delay and measurement errors of con-
siderable size, the machine tender gets very inaccurate information on
the current value of cross direction stretch. A more satisfactory ap-
proach would be to evaluate the best estimate.of the actual value of
cross direction stretch on the basis of all measurements obtained. In
other words, we have to solve the following prediction problem: given
a set of measurements, y(0),...,y(t-k), find the "best" prediction of

cross direction stretch at time t, where k 1is the measurement delay.

The Sorting Problem — Cross Direction Stretch Estimation and Interpolation

After the individual rolls comprising an order are manufactured, it
"must be ascertained whether they are within the customers' specifﬁcations.
If not, the unacceptable rolls have to be sorted out, and new ones manu-
factured. On a sack kraft paper machine, the sorting is done essentially .
on fhe basis of measurements of basis weight, cross direction tensile
strength and cross direction stretch. As mentioned previously, measure-
ments of cross direction stretch are very inaccurate. There is,howeQen

a strong corre]atioh with the cross direction stretch of neighboring rolls.
We can expect to get estimates which are considerably better than individual

measurements if the estimates are based on measurements of all the ro]]s in
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the order. To best utilize the observed measurements, we have to solve
the following problem: given measurements of cross direction stretch for
N successive rolls of an order, find the best estimate of average cross

direction stretch of each individual roll.

The Prediction Problem

We will now discuss the prediction problem in more detail. Using a mocel
with the structure (1), (2), the problem as stated in the beginning of this
section is a typical prediction problem. As discussed previously, the
solution given by Kalman is particularly well suited for our purposes
because the estimate is obtained recursively as the measurements are obtained.
Since the mean value of cross direction stretch is unknown, we have to

include it as an extra state variable xn+](t). Let x denote the aug-

mented state vector:

7 " 'x = col. [x], xz,...,xn+1]

Applying Kalman's formulas, we get the following equations for calculating
the estimate

8 . x(t+1]t+1) = ¢ x(t|t) + K(t) [y(t+1) - 6 @ x(t]t)]

9  x(0[0) =m

10 R(t+k|t) = oF X(t[t) k=1, 2,...
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where Q(tlk) is the minimum mean square estimate of x(t) based on the
observation y(1),...,y(k). The vectors K(t) are filter gains given by

the recursive equations

1 K(t) = S(t) @' [0 S(t) o' + R,1""
12 S(t) = @ P(t-1) ¢ + R,

13 - P(t) = [I-K(t) 8] S(t)

1 5(0) = Ry

where S(t) and P(t) have physical interpretations as covariance matrices
of the estimation ecrrors in Q(tlt—l) and Q(tlt) respectively, and Ry

is the covariance matrix of the initial state. Notice that the formula :8

is well suited for real-time computétions. The filter gains K(t) can be
precomputed from prior.knowledge. The term @ Q(t]t) represents the

a ériori estimate of x(t+1|t+1) and éhe term [y(t+1) - 6 @ ;(tlt)] is
thus the difference between the measurement at time t+1 and the a priori
estimate of this measurement. The filter gains K(t) express the weighing

between the last measurement and the a priori estimate.

15 Example

By way of illustration we shall consider a cross direction stretch

estimator based on the covariance function of Figure 1.



a7 y(t)
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The model of the process is as follows

"0 1 o] '3
16 x(t+1) = |-0.68 1.56 0 x(t) + |1 v(t)
0 0 1 0
L d L
= [1, 0, 1] x(t) + e(t)

where {e(t)} and {v(t)} are sequences of independent, equally distri-
buted, random variables, and the state variable xs(t) represents the

constant but unknown mean. Assume

18 R

o = diag. [0.03, 0.03, 1.00]

and we get from equations (11) - (14) the filter gains given in Figure 3.

The variances of the a priori and a posteriori estimates P(t) and S(t)

are also shown in Figure 3.
Figure 4 shows examples of estimation and prediction for a flat kraft
paper. Figure 5 shows the variance of prediction error for n step

predictors.
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Figure 3  Typical Filter Gains For Cross Direction
Stretch Of Flat Kraft Paper

-The filter gains shown in Figure 3 are typical for the cross direction
stretch of flat kraft paper. The filter gain K3(t) corresponds to the
estimate of the mean value. The rapid initial change of the filter initial
estimate (variance 0.025) is rather poor, but after 5 steps the variance
is down to 0.01. This should be compared wi#h the variance of one single

2 .
measurement o = 0.026. The unit on the x-axis corresponds to 20 minutes.
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Figure 4 Actual Meésured And Estimated Values Of Cross
Direction Machine Stretch

"Notice in Figure 4 that the estimator eliminates peaks very effectively.
This graph shows the results of a test run. The continuous- 1ine shows the
measured values of cross direction stretch, and the dashed line shows the

estimate based on the filter calculated from average data.
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Figure 5 Variance Of The Prediction Error For n Step
Predictor Of Cross Direction Stretch
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Figure 6 Simulation Of Cross Direction Stretch Predictors Using
The Data Shown In Figure 4
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19 Example

In the second example, we will consider an estimator for cross direction

-tensile strength of flat kraft paper based on the covariance function in

Figure 2. The following model has been 6btained:

- =

[0.715 0 !

20 Cox(t41) = x(t) + e(t)
| 0 1 9]

21 _ y(t) = [1, 1] x(t) + v(t)

By assuming

22 Ry = diag. [0.03, 1.00]

we get the filter gains given in Figure 7 with the a priori and a posteriori

estimates P(t) and S(t). Figure 8 illustrates estimation for a sequence

of 30 sets.
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The Interpolation Problem

The sorting problem, as stated at the beginning of this chapter, is an
interpolation problem of the type discussed and solved by Wiener and
Kolmogorov. The analytical solution given by Niener—Ko]mogﬁrov is not very
convenient from a computational point of view, and we Qii] therefore con-

sider a different approach. The method used is attributed to Bryson and

- Kelly, and it takes advantage of the particular representation of the

process given by equations (1) and (2).

We have measured values of cross direction stretch on different rolls
of the order {y(t), t =1,...,N}, and obtained an a priori estimate,
m, of the mean value of cross direction stretch for each roll. The co-
variance of the a priori estimate m s Rj. The problem is to find the
minimum mean square estimate of x(t), t =1,...,N. Since the random
variables {e(t)} and {v(t)} are gaussian, the minimum mean square
estimate is equal to the maximum likelihood estimate. We shall therefore
derive the estimator by using the method of maximum 1ikelihood.

We introduce the likelihood function L given by

N-1 . N '
209 L= D, ele) T elt) + D [y(t)-o x(1)1T Ry [y(t)-0 x(t)]
t=1 t=1 '

23

-1

+ [x(])'— m]T R0 [x(1) - m] + constant

The maximum Tikelihood estimate of x = {x(t), t =1,...,N} 1is obtained

as the x which maximizes (1) subject to the constraints.
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24 x(t+1) = ¢ x(t) + e(t) t=1,2,...,N

To maximize (23) subject to the constraints given by (24), we intro-
duce the Lagrangian multipliers {A(t), t =2, 3,...,N}  and we get,
after some calculations, the following equations for the maximum likeli-

hood estimate Q(t]N) of x(t).

25 X(t+1]N) = @ X(£[N) + Ry A(t+1]) £ =1, 2,...,N-1

. 26 A(t) = <I>T A(t+1) + eT Rz'] [y(t)_ -6 Q(th)] t =2, 3,...,N-1

These difference equations have the boundary conditions

27 o @) = RS IROIN - m - 6T R, [y(1) - 0 X))

o Ry™! [y(N) - 0 X(NJW)]

28 - A(N)

To determine the maximum likelihood estimate, we will have to solve a
boundary value problem for the difference equations (25) and (26) which are
the discrete analogues of the Euler equations of a continuous variational
problem. Since the equations are linear, the problem can be solved in'a
straightforward way by matching the initial conditions.

We note that_ff the filtering proﬁ]em is solved, we know §(NIN), and
A(N) is then expressed by the boundary condition (28). = If the
filtering problem is solved, the interpolation problem will thus be reduced

to an initial value problem for the above equations (25), (26).
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This procedure has one disadvantage. The homogeneous part of the
equations (25) and (26) is unstable, and we will have numerical difficulties
if the solution has to be calculated for large number of steps. For a few
steps, the method works very well.

In order to obtain estimates for large values of N; the boundary
value problem has to be solved by a different technique. This problem
has lately been the subject of much analysis, and there are several tech-
niques available. One example is the method of steepest descent introduced

by Bryson and Kelley. In most cases, simple backward integration is suffi-

cient. See Figure 9.

10 2 20 0 50

Figure 9 Interpolation By Backward Integration Of The Cross
Direction Stretch Data Shown In Figure 4
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Summary Of Results Obtained

Some results obtained in practice are summarized in the tables below.

Table 1

Var1ances 0f Measurements Estimates And Pred1ct1ons of
Cross Direction Stretch

PAPER 'MEASUREMENT ESTIMATE ONE STEP PREDICTION
Flat Kraft 0.026 0.008 0.015
HeE SERengey 0.210 0.007 0.100
Extensible
Extensible 0.065 0.020 0.031
Table 2

Variances Of Measurements Estimates And Predictions Of
Tensile Strength

PAPER MEASUREMENT ESTIMATE PREDICTION
. Flat Kraft 0.018 0.007 0.015
Wet Strength 0.046 0.017 0.035
Extensible 0.030 0.014 0.021

Thus, by processing the data obtained using filtering theory, it was
possible to obtain current estimates which were about twice as accurate as
a single measurement, and to predict the quality variable over a period of
30-90 minutes as éccurately as a singfe measurement made after the paper

had been manufactured.
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There are several survey articles which cover computer control in

the pulp and paper industry, e.g.,

Bakke, R. M., "Case Study in the Paper-Making Industry" 1968 Case Studies
in System Control, University of Michigan, June 24-25, 1968, sponsored by
IEEE Group on Automatic Control, and

Brewster, D. B. and Bjerring, A. K., "Computer Control in Pulp and Paper
1961 - 1969", Proc. IEEE 58:1 (1970) 49-69.

These papers also contain many references.  Apart from the control
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fically devoted to the paper industry, e.g., TAPPI (Journal of the.
Technical Association of the Pulp and Paper Induspryj, Pulp and Paper,
Paper'Trade Journal, The Paper Maker and Svensk Papperstidning.

The papers

Rstrom, K. J., "Control.Problems in Papermaking", Proceedings of the
IBM Scientific Computing Symposium on Central Theory and Applications,

Yorktown Heights, October 1964, and

Rstrom, K. J., “"Application of Linear Stochastic Control Theory to

'_Paper Machine Control®, IEEE Case Studies in Control, June 1970

deal specifically with the application of control theory to some problems
in the paper industry.
There are several sources for linear stochastic control theory,

e.g.,
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Department, IBM Research, San Jose, California, 1969,
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Astrom, K. J., "Introduction to Stochastic Control Theory", Academic
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In these works there are additional references.
There are at present no good books available on process identifi-
cation. The state of the art can, however, be assessed from the survey

papers:

Eykhoff, P., P. M. van der Grinten, H. Kwakernaak, B. P. Veltman.
Systems modelling and identification, Third Congress IFAC, London 1966,

(83 references);

Cuenod, M., A. P. Sage. Comparison of some methods used for process
identification, IFAC Symposium on "Identification in Automatic Control
Systems", Prague, 1967; also in: Automatica, 4, (1968), 235-269,

(79 references);

Eykhoff, P., Process parameter and state estimation, IFAC Symposium
on "Identification in Automatic Control Systems", Prague, 1967; also

"din: Automatica, 4, (1968), 205-233, (11 references);

Balakrishnan, A. V., V. Peterka. Identification in automatic control
sxstems, Fourth Congress IFAC, Warsaw, 1969, (125 references);

Zstrﬁm, K. J. and P. Eykhoff, "System Identification - A Survey", 2nd
IFAC Symposium on Identification and Process Parameter Estimation,

Prague, June 1970, (213 references).

The particular techniques discussed in section 6 are based

on
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with Random Disturbances Using Operating Records", Technical Paper
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ﬁstrﬁm, K. J. and T. Bohlin, eNumerical Identification of Linear
Dynamic Systems from Normal Operating Records®, Proc. IFAC Symposium
on Self-Adaptive Control Systems, Teddington (1965) also in Hammond,
P. H. editor "Theory of Self-Adaptive Control Systems", Plenum Press,
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Ekstrom, ﬂ., “Integrated Computer Control of a Paper Machine - System
summary", Technical Paper TP18.169, IBM Nordic Laboratory, Lidingo,
Sweden, 1966; :

Martensson, E., “Integrated Computer Control of a Paper Machine -
Producﬁion Planning", Technical Paper TP18.168 IBM Nordic Laboratory,
Lidingo, Sweden, 1966;

Alsholm, 0. and G. Sangregorio, "Integrated Computer Control of a Paper
Machine - Process Control®, Technical Paper TP18.170, IBM Nordic

- Laboratory, Lidingo, Sweden, 19663

. Rstrﬁm, K. J. and 0. Tveit, "Integrated Computer Control of a Paper

Machine - Quality Control“, Technical Paper TP18.171, IBM Nordic
Laboratory, Lidingd, Sweden, 19663

Astrom, K. J. and T. Bohlin, "Integrated Computer Control of a Paper
Machine - Control Strategy Design - New Methods in Operation",
Technical Paper TP18.172, IBM Nordic Laboratory, Lidingd, Sweden, 1966;

Meurman, 0., G. Sangregorio and B. Strid, "Integrated Computer Control
of a Paper Machine - Instrumentation and Computer Connegtions“, '
Technical Paper TP18.173, IBM Nordic Laboratory, Lidingb, Sweden, 1966;

Ekstrom, R., and A. Hempel, "Integrated Computer Control of a Paper
Machine - Production Supervising System", Technical Paper TP18.174 ,
IBM Nordic Laboratory, Lidingo, Sweden, 1966.
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These papers, which were all presented in a symposium organized
jointly by Billerud and IBM in June 1966, also give references to more
detailed reports on the project..

The particular technique used to derive the minimal variance

control strategies appeared first in

Rstrém, K. J., "Notes on a Regulation Problem", Technical Report,
IBM Nordic Laboratory, Sweden, 1965.

Section 7 is based on

Rstrﬁm, K. J., "Computer Control of a Paper Machine - An App]icatioh
of Linear Stochastic Control Theory", IBM Journal of Research and
Development, 11 (1967), 389-405,

" and section 8 is based upon

" Astrom, K. J. and 0. Tveit, “Integrated Computer Control of A Paper

Machine - Quality Control - Designing and Implementing Estimators,

Interpolators and Predictors for Quality Variables", Technical Paper

{328.166 IBM Systems Development Division, Nordic Laboratory, Sweden,
8.



