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MODELIN G
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ASSESSMENT OF BENEFITS OF CONTROL
DATALOGGING:
80, Wet Basis Weight

PROCESS IDENTIFICATION: PROCESS MODEL

A

:
PREDICTION g - Time delay
ERROR ANALYSIS % 1 L
2 ' Sampling interval
HEDGE ;
Prediction hodzon'
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ASSESSMENT OF NEED FOR RETUNING
OF MINIMUM VARIANCE CONTROL

LOG CONTROLLED OUTPUT DURING NORMAL OPERATION

E

[
wmu.,.r T

- CALCULATE COVARIANCE FUNCTION OF OUTPUT
(Covy)

0.10

USE KNOWLEDGE OF PROCESS DEAD TIME AND SAMPUNG
PERIOD TO TEST IF COVARIANCE FUNCTION SATISFIES
MINIMUM VARIANCE CONDITIONS




THE ROLES OF MODELS IN CONTROL SYSTEM DESIGN

CLASSICAL (EXTERWAL MODELSY)

PROCEDURE: Fix ReGULATOR coMpLEXITY (PI. LEAD LAG., ETC).
INVESTIGATE IF A VARIETY OF SPECIFICATIONS CAN BE SATISFIED.

IF NOT., INCREASE REGULATOR COMPLEXITY.

DESIGN PARAMETERS: REGULATOR COMPLEXITY AND PARAMETERS.

MODEL: RESULTS ARE BETTER IF MODEL MORE ACCURATE. LITTLE

PENALTY ON MODEL COMPLEXITY,

monerN ( TOTERWAL omnnm.-v.ﬂ_otmv

PROCEDURE: CHOOSE MODEL ANMD CRITERIA. APPLY DESIGN PROCEDURE.
CHECK SPECIFICATIONS WHICH ARE NOT DIRECTLY GIVEN BY CRITERIA,
ALTER MODEL AND CRITERIA.

DESIGN PARAMETERS: CRITERIA AND MODEL.

MODEL: THE REGULATOR COMPLEXITY IS UNIQUELY GIVEN BY MODEL

COMPLEXITY. HENCE LARGE PENALTY ON COMPLEX MODEL.

COMMENT

1. JET ENGINE MULTIVARIABLE DESIGN COMPETITION.,

2, OFTEN QUOTED CRITICISM AGAINST LQG: "A KALMAN FILTER
FOLLOWED BY A STATE FEEDBACK U = -LX CARRIES WITH IT.
HOWEVER, THE PENALTY OF MAKING THE COMPENSATOR AT LEAST
EQUAL IN ORDER TO THE PROCESS MODEL., WHICH WILL NOT BE
ATTRACTIVE FOR MOST INDUSTRIAL APPLICATIONS.”



WHY DO SIMPLE MODELS WORK SO WELL
FOR CONTROL SYSTEM DESIGN ?

AN UNEXPLOITED BUT INTERESTING PROBLEM AREA
- REQUIRES SYSTEMATIC APPROACH TO DESIGN
- RELATED TO SINGULAR PERTURBATIONS

- STATE SPACE NOT NECESSARILY THE RIGHT FRAMEWORK

AN EXAMPLE

o= e e+ e}

o —————— ——
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POLE-PLACEMENT DESIGN

PROCESS: <.w=
DESIRED: v = ~Yp

REGULATOR STRUCTURE:

T/R FEEDFORWARD S/R FEEDBACK

\leiv_zcu?x-?\

_

REGULATOR PROCESS

THEOREM:

CONSIDER A REGULATOR OBTAINED BY APPLYING POLE-PLACEMENT
DESIGN TO THE STABLE MODEL G = B/A WITH THE SPECIFICATION

THAT THE CLOSED LOOP TRANSFER FUNCTION SHOULD BE mc = Q/P,

LET THE REGULATOR CONTROL A STABLE SYSTEM WITH THE PULSE
TRANSFER FUNCTION Gy = Bg/Ag. THE CLOSED LOOP SYSTEM IS
THEN STABLE IF

T ¢
TR L K I T Y

6! ' 6rp

ON THE UNIT CIRCLE AND AT Z = @,
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MODELING BASED ON PHYSICAL PRINCIALES
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MODELING OF LARGE SYSTEMS

DESIRABLE FEATURES

- MODEL SHOULD BE EASY TO WRITE. CHECK. AND MODIFY.
- MODEL MANIPULATIONS SHOULD BE AUTOMATED.

- PROPERTIES OF MODEL SHOULD BE EASY TO FIND
(SIMULATION, ANALYSIS. LINEARIZATION, ...)

PROCEDURE

CUT SYSTEM INTO SUBSYSTEMS.

WRITE BALANCE EQUATIONS (MASS, MOMENTUM, ENERGY) AND
CONSTITUTIVE EQUATIONS.

DESCRIBE INTERCONNECTIONS HIERARCHICALLY.

LET THE COMPUTER DO THE REST (COMPUTE STEADY STATE.
GENERATE CODE FOR SIMULATION. LINEARIZATION ETC).

P T—




EXAMPLE DYMOLA

Ho ELMQVIST: A STRUCTURED MODEL LANGUAGE FOR
LARGE CONTINUOUS SYSTEMS,

PuD DISSERTATION. LUND. MAY 1978.

LANGUAGE TRANSLATOR FOR ovmw>._._~zm ON THE MODEL.
SOLVE FOR STEADY STATE OR px/pt. FORMULA MANIPULATION
ETC.

EXAMPLE: MODEL OF A DRUMBOILER TURBINE

ORIGINAL DOCUMENTATION IS A 60 PAGE REPORT + STEAM TABLES,
DYMOLA DESCRIPTION REQUIRES 9 PAGES OF CODE + STEAM TABLES .



TURBINES

i
SUPERHEATER 2 |

[ATTEMPERATOR M

SUPERHEATER 1]

COMBUSTION CHAMBER

FEEDWATER



MODEL POWERSTATION

SUBMODEL DRUMSYST

SUBMODEL (SUPERHEATER) SUPERH1., SUPERH2, SUPERH3
SUBMODEL CONTROLVALVE

SUBMODEL LPTURB

CONNECT (HEAT) COMBCHAMBER TO (ECONOMIZER. DRUMSYST::RISERS,
SUPERH1, SUPERH2. SUPERH3, REHEATER)

CONNECT (STEAM) DRUMSYST::DRUM TO SUPERH1 TO ATTEMP1 -
T SUPERK2 TO ATTEMP2 TO SUPERH3 TO —
CONTROLVALVE TO HPTURB TO REHEATER TO IPTURB —

T0 LPTURB TO CONDENSOR

END

w—

ey
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model powerstation

submodel drumsyst

submodel (superheater) superhl, superh2, superhl
submodel (attemperator) attempl, attemp2
submodel reheater .

submodel controlvalve

submodel (turbsection) HPturbd

submodel IPturb

submodel LPturb

submodel condensor

submodel (preheater) prehl, preh2, preh3, prehd, prehS,
prehé, preh?

submodel splitsteam

submodel dearator

submode]l feedwaterpump

submodel feedwatervalve

submodel combchamber

submodel econoaizer

connect (heat) combchamber to (economiser, -
drumsyst::risers, superhl, superh2, superh3, reheater)

connect (steam) druasyst::drum to superhl to attempl ->
to superh2 to attemp2 to superh3 to =-> =
controlvalve to HPturb to reheater to IPturb =>
to LPturb to condensor

connect (extractsteam) HPturb to preh?,
IPturb to (preh6, prehS, prehd,
splitsteam to (dearator, prehl) ),
LPturb to (preh2, prehl)

connect (feedwater) condensor to prehl to preh2 to =>
preh3 to dearator to feedwaterpump to prehd ->
to preh5 to preh6 to preh? to ->
Teedwatervalve to ->
(economizer to drumsyst::drum, attempl, attemp2)

connect (condensate) preh7 to prehé to preh5 =>
to preh4 to dearator,
preh3 to preh2 to prehl to condensor

connect (power) HPturb to IPturb to LPturb

HPturb.N1l = @
LPturb::LP3.Np = B

end

-



MODEL TYPE SUPERHEATER

CUT INSTEAM (W, H1, P1)

CUT OUTSTEAM (W, H2. P2)

PATH STEAM  INSTEAM - OUTSTEAM
CUT HEAT (Q)

PARAMETER Cm. M. K. Vs, F

LOCAL Tm, TmH, T2, T2H, R2

P1+42 - P20%2 = geiee2
{ ENERGY BALANCE }
{ DER(M*CueTh + Vs*R2°H2) = }
(M*CHeTuH + Vs*R2)*DER(H2) = Q - W*(H2 - H1)

TM = T2 + K*We(H2 - H1)
TMH = T2H + K°W

R2 = RHP(H2, P2)
T2 = THP(H2, P2)
T2H = THPH(H2, P2) j

END

'
|
]
1

o e, R

T




NO HMODEL |S EVER A PERF&]
FIT TO REALL\TY

@ DoN'T REUEVE THE 33-RD
ORDER COMSEQUENCES OF

A FI\RST ORDER M™oodE(

% DON'T EXTRAPOLATE REYOND
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DISTINGUISH AT ALL TIMES

PETWEEN THE ™MODEL AMD
THE REAL WORLD

¢ DON'T RELIEVE THAT

THE MODEL | REALITY
(Dows'T @&t vag MEnU )

G DON'T DISTORT REALITY

P

T0 FIT THE MODEL
b

Aalﬂu PROCRULSTE S & VETTrY

MORE THAN oLE MODEL
MAY BE USEFUL Fop
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A VUSEFUL MODEL MUST
SERVE PRACTIAL BEMWD S
NOT PEDANTARY

G DoL'T APPLY THE TERMI-
NOLOGY OF “suBsecT A"
TO THE PRO armzu oF
mcwu.m cr 87
hﬂ S M AFIESE v UL
P DIN'T BrPECT THAT BY

RAVIVG NAMED A DEMON
Mov HAVE DESTROYED NI M

fp THE PURPOSE OF NOTATION
AND TERMINOLOGY SNOULD
BE TO ENHAMCE INSIGHT
AND FACILITATE COMPUTA

TWND = NOT To (MPRESS
OR CON BUSE THE UNIN(TIATE
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A MODEL MUST BRE PERMITTED

TO EVOLVE AS obvDyTIOMS
CHANGE O0R AS ADDITIONAL
DATA BECOME AVAILABLE

$p DON'T RETAIN A
DWSCREDITED MODEL

G DON'T FALL IN LOuE
WITH YOoUR MoDEBL

clo DON'T RETECT DATA IN
CONFLICT W ITH THE

MODEL. USE SucH OATA
To REFUTE, MODIEY OR
\MPRO VE THE MODEL.

(PEARL HARDOL &)
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\DENT\FICATION

. INTRODUCTION

2. CR\TERIA

3. ESTIMATING PARAMETIRS
\N D¢ NA MICAL SYSTEMS

4. MODEL STRUCTURES
5 ESTIMATION THEORY

6. \NTERACTIVE (OMPUTING
7. CONCLU SION S



MOTIVATION

PROCESS MODELLING
DESIGN OF CONTROL LAWS
Ex: Given the system

x(t+1) = Ax(t) + Bu(t) + V(t)
y(t) = Cx(t) + e(t)

Find control which minimizes
- I ] T .
E X x' Q) x(t) + u'(hQyuth |

_ -;L




MSDELILG By PROLESS GXPERIMEATS

& EXPERIMENTAL PLANMING

& Cuoose MODEL STRULTURE
R PARAMETER ESTIMAT 0N
& VALIDATIO N



PARAMETER ESTIMATION

CGWEN

& \NPUT-OUTPUT DATA &
Ju g , 0 ctem] FROM
AN EXPERIMERNT

& A CLASS OF MODELS M (6)

&% A CRITERION €

FIND A MODEL |IN THE CLAS3S
WHICH FITS THE DATA BREST
AccoRdIvG TO B

YROBLEMS

<@ How To CHOCCE THE EYPERIMERT,
M ALD E

4 How To FIND THE BEST TV
(OPTIMIZATION )



The probability of the errors )

Q= hity 2H g hhlwsvsv'v's, )

must become a minimum. |
"Therefore, that will be the most probable system
of values of the unknown quantities p, q, r, s,
etc., in which the sum of the squares of the
d@iszeren-ceﬁ between the observed and computed
values of the functions V, V', V' etc. is a
minimum, ..." o




PRINCIPLE OF LEAST
SQUARES

"In conclusion, the principle that the -
sum of the squares of the differences
between the observed and computed -
quantities must be a minimum may, in
the following manner, be considered

independently of the calculus of

probabilities. "




~ "Denoting the differences between observation ’anfdir
calculation by A, A, A“, etc., the first condition
will be satisfied not only if AA+A'A'+A'A"+ etc.,
is a minimum (which is our principle), but also if
A +0+ A"+ etc,, or MP+A°+A"C+ etc., or in general,
if the sum of any of the powers with an even exponent
" becomes a minimum, But of all these priin»cipl%es

ours is the most simple; by the others we should

he led into the- most complicated calculations. "
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THE LIKELINOOD FUNCTION
INTRODUCE

N T

18 [Tt yTep .. Yty

USING BAYES RULE THE LIKELIHOOD FUNCTION
BECOMES

L = plyy,) = plylt}yy ) ply, )

vfx plytty, _5_3 p }x-u

zé_ﬁv_:x-z Yty ) plytty)|y(ty)) ply(ty)

FOR LINEAR GAUSSIAN PROBLEMS

(yt)]yy ) = Nyt |t ). R&t))
Pty ) = N¥flty). Rit
- (122" ™2 (gt Rit )™ exp - (172) €1t ) R” Lt ity )
lty) = ylt) - ytt)
THE LIKELIHOOD FUNCTION CAN THEN BE WRITTEN AS
-logL = :EF& detRit,) +Zet,) x-;_ﬁif% const.

NOTICE RELATIONS TO FILTERING THEORY !
INTERPRETATION FOR NON GAUSSIAN PROCESSES



PREDICTION ERROR INTERPRETATION

Notice that the ML-criterion gives a loss function N of the form
N
t-1

where

is the prediction error.

Alternative: Postulate prediction model and error criterion

" Compare Gauss

Cosu for modeling
Dynamical systems

NOTICE q QUADRATIC FOR GALSSIAR DISTUR BAMCES
/. RO BUSTMESS

v,/,‘) ‘{///.’0



THE MAXIMUM LIKELIHOOD PRINCIPLE Fisher 1912

RULE
Let Y be a random variable with probability density p(y,0). To

" estimate © from an observation y choose 6 such that
Ly, ®=Lty,0) V6
where L is the likelihood function defined by Ly, 8) =py, 6).

INDEPENDENT SAMPLES
L&y, You«er Yy ) = ply;, ) ply,, 8)... ply,, o)

PROPERTIES
Consistency
Asymptotic normality
Efficiency




OTHER PREDICTION ERROR CRITERIA

7\ﬁ_.!n .h,hf, cl-b.
N
1
E ViB)= - legl = 3 w.m.xJ deb Rl4,) + 7M N log 2T
N . |
o N A CALNCA LN

¢ Iru = ,& P.mrJ I,\Q/T"r/*t...v

MORE GEWLERAL

L VIeY= g (&)

1 G (o) - _W FLEW),B,¢u)

L,“ LONGER PREDICTION) . HORIZON

] @A (B, G, (8, .. G (e)
J G, (6) - M Fi (B0 tes), €, 40)

Ellhis) = Yl = q Kelds)

AR T
gt e g 'L
25 . Dl ¥ el K bl bt

b 4

I e SR



ESTIMATING PARAMETERS OF DYNAMICAL SYSTEMS

Example /R,

X=Ax+Bu+v

y () = Cx(t,) + elt,)
How to obtain the likelihood function
Computational aspects '
The minimization problem
Properties /ﬁ,fbf the ML-estimate




THE LIKELIHOOD FUNCTION

_z;ooca
vi, - [yt Yty ...y

USING BAYES RULE THE LIKELIHOOD FUNCTION
BECOMES

plytt,) ", P Yl ) P yit)lyttg)) plyttg)
FOR LINEAR GAUSSIAN PROBLEMS
iyl ) - NG, RE)
- AR ™2 (get Rt 12 exp- (172 €1 1) R Ittty
£ty) = yit) - yity)
THE LIKELIHOOD FUNCTION CAN THEN BE WRITTEN AS
-logL - (12)|StogdetRety) +3 't R Lttt )|+ const.

NOTICE RELATIONS TO FILTERING THEORY !
INTERPRETATION FOR NON GAUSSIAN PROCESSES



| O L I iy

EXAMPLE

X = Ax +Bu+v
y(t) = Cx(t)+ elty)

THE KALMAN BUCY THEORY GIVES:
Yl = Cx(tyltye)

E(ty) =y -y lt, )

R Ry* C PCtlt, ) C'

% (¢ It = Rty tye )+ Kty €(t)

K(ty) = Pltilt,) CT R (k)

Pty lti) = Pl ty.)- Kt JCP(ty Y.y
mmW_E = AR (t1t)) * Bult) ety
% SAPCEIE S PIIGIAT R, tstety,
THE LIKELIHOOD FUNCTION

mfrﬁag_.ﬁméﬁ*%s?f d4 R (k)



NOTLCE THE StRuciues o

+ue  Llgell Hoop BUMCTLCN

, m:ii\\w V* DY AMUCAL MIF Q«v
) v _

;:: w m,«ﬂﬂ =

GuTiouous TIHME  DATA

=
juty) -]
TLIL N

nWW = ﬂhwusifcitvw/ = & (7%
¢ = HE@+4)

T
Vigy= 1 (K (5,1, 8)at

(7]



COMPUTATIONAL ASPECTS

What mUSt be dOI'lE? CONCTION E VALV ATV

G PADIENVT B

Minimization algorithms — wessiav

Ry

Simplifications |
constant sampling rate
special model structures



VS ING ADTOILT UARIABLE S
T CALCUVLATE QRADIEWLTS

oTp ff@ 4)
V()= m (% s)ds

.,.
Uy (8) = w@xxwmw =~ 3 Ps) g I

B w_;xA‘.,ﬁ. wsx P74 wg Mﬁ




T

EXAMPLE ) = ty = 1
x(t+1) = Ax(t) + But) + Kg(t)
y(t) = C xft) + ctt)
N -1
-2logL-;chR €M) + N logdetR + ¢
MINIMIZE W.R.T. R!
N T E’
-Zth-Nlogdd-h}IZEﬂ) ) + rN + const.



EXAMPLE (ARMAX MODEL)

y(t) + ay (t-1) to.otany(t-n) -
= bjult-D +...+b_uft-n) +
+A(e+cpett-1s. . + Cpelt-n))
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THE ARMAX MoDEL

- GANONLCAL ForRM FOR
LI EAR., TIME INVARIALT
SYSTEM WHOSE DY MAMAS

1S RATOMNAL TRANSFER
FOMNCTION « TIME DeaY
DISTURBALCES ARE
STATIONARY WITH RATIOMA(
SPECTRAL DENSITY

(AN RBE EXTEMLDED TO
MISoOV

AY = Bu B+ +B un+ (e



P

MINIMIZATION
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MODEL STRUCTURES
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)
dx = Axdt + Budt + dw <

dy = Cxat + de <,
2

yt) + Ay t-1) t...+Ay(t-n) -
a Blu(t) +,..+ Bnutt-n) +eft) + Cle(t-l)t..* Cne(t-n)
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ESTIMATION THEORY

HOW WILL THE METHODS WoORK
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COMPUTER AIDED ANALYSIS
AND DESIGN

BACKGROUND
MANY METHODS ARE CONCEPTUALLY SIMPLE
BUT THEIR DETAILS MAY BE MESSY
SOLUTION

COMB!NE MAN'S INTUITION WITH THE COMPUTERS
CALCULATING CAPACITY

EXAMPLES
SIMNON
IDPAC
MODPAC
SYNPAC



PRACTICAL EXPERIENCES

PAPER MACHINES

DRUM BOILERS

DISTILLATION COLUMNS
NUCLEAR REACTORS
ACTIVATED SLUDGE PROCESSES
SHIP STEERING DYNAMICS
THERMAL HEAT CONDUCTION
MACROECONOMICS

PHARMACOK INETICS

INSULIN KINETICS




WHERE DOES ML & PE
“FIT INTO THE MODELING
WoR R 2

> EXPLORATORY PHASE
ASSUME A  CANONLCAL

MISO MODEL. F\T To
DATA AND TEST YV

@ FINAL PARAMETER ESTIMATION
PHASE. ASSUME PHYSIAL
MoDEL WITH ALL AVAILABLE
INFORMATION, FIT PARAMETERS

AND  VOLIDATE &
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ADAPTIVE CONTROL

l. \NTRODULCTION

2. DESIGN PRINCITLES

3. THE MIN\MUM VARIANCE
SELF- TUMER /

4 ANALYSIS  (EXAMPLE)
5. AWALYSLS (RESULTS)

6. CLONCLUSIONG
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EXAMPLE OF SYSTEM IDENTIFICATION

S--HONL1SY

MODEL OF PROCESS DYNAMICS AND DISTURBANCES

CONTROL LAW CONTROL PERFORMANCE
(UNDER THE CONDITIONS
OF THE EXPERIMENT)
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INTRODOCTION B
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b ¥evw PROBLEMS
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REGQULATOR STRUCTURE
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DESIGN METHODs

@ MINIMUM VARIALCE
A® LIVEAR QUADRATIC GAUSSIAN

FREQUENCY REBSPONSE
POLEPLACE MELT
| A4

DESIGN PHILOSODHY

© LOOK AT THE PARTIWLAR
PRORLEM
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WARNING 7
DO SIMPLE THINGS FIRST

PLIPID

OUTPUT FEEDBACK

STATE FEEDBACK W, OBSERVER
NONLINEAR

FIXED &AIN

QAIN SCHEDULE

ADAPTIVE
SPARSAMKEITY



MINIMUM VARANCE CONTROL
>ﬁumf&+ﬁp

z
..tw? L. M ».h. m.u.ﬂ
N S% »z..zf +.
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MINIMUM VARIANCE SELE-TUNERS

)&fﬂ@t&lf.«ﬁ.w# N m.u“.. g MIN
C= AErgt@ , 4¢3 -8 ye

@ EXPLATE ALGORITRH

{* ESTIMATION
oD ARR W AY =By, BY LS

2* DESIGN
coue | zAF«gC Foe PG
% ONTROL ¢

VSE COWTROL AW rbn..m.m.uu.m

P IMPLICITE ALGORITHM
Y ® (AP +g6) Yo, Gy BEu+ Pl

X

° ESTIMATION
FIND GRBF \N Y, =Gy, =B
BY LEAST SQUARES

2" CoNTROL "
USE (oNtRoL LAW :.rn..m._.u‘.uw



EXAMPLE 4

BASIS WEIGHT CONTROL OF PAPERMACHINE

.l.lIll“l~‘| -

Sterage Reline? Machine  Screen and Neaddes Wice Presses  Drylng . Reel

chest chaeod clioanerd soctien

L

SECOND ORDER MODEL
TWO TIME DELAYS
SEVEN PARAMETERS

4 6lg - 4.05

A y(t - -2)

y(t) = 712839 0.495 Au(t-2)
214384 .

. 0.382 Q¢-1.438q «0.550 e ()

q?-1.283q+ 0.495

REF K.J. A. INTRODUCTION TO STOCHASTIC
CONTROL THEORY
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EXAMPLE
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WHY WOt ESTIMATE b ?

%.. Y[£+1) +yl¢) = by u ) + V) (1)
K: ult)= R Yy(¢) ()
BT Y+ kF @Gves

Yles) + (@, +k2)Y(<) = (b +A) ule)+v ()

aa & e
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@
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IV THE ADAPTIVE CASE THE FeeDRACK
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"SIMULATIONS

EXAMPLE 1

y(t) + ay(t-1) = bu(t-1) + e(t) + ce(t-1)

a=-0.5 b=3, c=0.7

MIN VARIANCE REGULATOR

a-C
ult) = 5= ylt) = -0. 4 y(t)

MODEL
y(t) +ay(t-1) =Bg u(t-1) + e(t)

0.0

-0.54

200 400
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CONVERGENCE ANALYSIS
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HWELRSTIC DISCUSSION
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CLOSED LOOP SYSTEM
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