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1 INTRODUCTION

Surveillance systems for industrial processes based on  fault
detection have been discussed duwring the last years. For nuclear
power plants both simple hard wired voters and more sophisticated
software based systems: related to reactor noise surveillance and
disturbance analysis methods have been proposed.

In an abnormal operating condition it is important to perform an
garlys» reliable fault detection and diagnosis in ovrder to prevent
further degradation by the propagation of a developing failure.

Alarm anhunhciation and control panel indicators have been the
traditional means in control room design of alerting the operator
in abnormal situations. In a complex system like a nuclear power
plant the operator should interpret and integrate a large amount
of informationy supplied by the instrumentation system. He should
also relate this to the operating procedures and use his owh
skill to diagnose the cause of the abnormality and determine the
best recovery action. The trend in process automation has put the
operator in a new situation. Instead of taking an active part in
the contral process he has more turnad to a supervisory role. Due
to the complex structure of modern control systems this may lead
to severe problems during abnormal operation and emergency
conditans.

On-line surveillance systems curvently in use and under
development are therefore designed to aid the operator. These
advanced surveillance systems do not only display primary
information from sensars. They also perform extensive

data—-processing and analysis.

This paper describes the principles and main ideas of a research
projgect. A system is beeing developed to detect abnormal
operations defined by noise pattern changes in a nuclear reactor.
It supports the operator with a diagnostic capability related to
the cause and effects of different failures.

The reactor nhoise process and applicable wmethods for reactor
noise surveillance are described in Section 2. In Section 3
process fault detection using various methods are presented. In
S8ection 4 a suitable on-line parameter identification wmethod is
described. In Section 5 the use of expert system for diaghosis is
discussed and in Section & the desigh principles and structures
ags well as implementation aspects of a small test system are
described.
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2 REACTOR NOISE SURVEILLANCE

Power reactor noise have been investigated for movre than ten
vears. Extensive analysis work have been devoted to the
description of the different noise sourcess their physical origin
and interaction. The dynamics of a nuclear plant (BWR) can be
described as a wmultivariable system with noise saources and
feedbacks c.f. Fig 1.

A change in a noise source or a transfer function will thus be
reflected in wore than one process variable. Surveillance of
reactor noise normally means identification of the different
sources and determination of the properties of the inherent
transfer functions. The measures usually used are power density
spectras coherencesy corvrelation functionss partial coherences
signal to wnoise ratio etc. Some typical noise records from
abhnormal operation are shown in Fig 2 and Fig 3.
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Fig 1 Simplified linear dynamical structure of a BWR plant
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Surveillance systems based on reactor noise monitoring are now ohn
the verge of being applied on-line. One technique used in this
form of automation is pattern_recognition», which is based an the
possibility of recoghizing a sample pattern as belonging to
haormal or abnormal referenhce categories. Identification of system
states and estimation of relevant parameters could be another
possibility to detect abnormal operation or a trend of moving out
of a safe range. Deterministic wmodels arve sometimes not
sufficient to describe the phenomenas because of the complexity
of the interactions. Statistical pattern recognition methods and
identification techniques have therefore been used in some
adaptive learning systems in order to detect wmalfunctions in

early stagesi.

The use of signal analysis methodss addressing the stochastic

fluctuations (noise)? on the process variables has shown a high

2
potential for both malfunction detection and failure diagnhosis .



Sensitive systems have been developedy which are able to detect
and monitor the beginning of system failures based oan FFT
analysis and statistical test procedures. Surveillance based on
stability monitoring of inherent dynamiecs in BWR plants have also

been suggestedz.
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Fig Z Noise records from an abnormal operating condition

In Fig 2+ the noise records from an abnovrmal condition»
characterized by an amplitude increase of highenr noise
frequencies was showns which probably corresponds to an anomaly
in the steam generation process ( e.g. bypass boiling). In Fig 3o
the noise records from another abnormal condition arve given. In
this case the amplitude of the lower frequencies are increaseds



which was identified as a small leakage in the turbine reheater
system.
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Fig 3 Noise records in the case of turbine reheater leakage.



3. FAULT DETECTION METHODS

Many wmethods have been proposed for detection of Ffaults in

445
dynamic systems . Canventional schemes normally use hard-wired

logic to detect system failures and voting systems to improve
safety and availability. This form of detection assumes rnormally
a "catastrophic failure"» like a sensor hard-over-failure or a
measured process variable out of operating range.

Howevers a small change of the stochastic informations
superimposed on the signal mean valuesy may also imply a failure.

Many fault detection systems are based on the following
requirementss

1. The time when the fault occur is not known apriori.

2. The structure of the fault is not known apriori.

To detect when a failure occurs and to diagnose its structures
tracking algorithms have been used together different decision
rules. Most fault detection schemes applied so far in reactor
noise surveillance systems have used statistical tests to decide
if a newly obtained sample pattern belongs to a normal or
abhormal category.

. . . . A &
Various criteria and discriminants have also been proposed . A

squared n—dimensional distance of deviationssy nomalized by their

individual standavrd deviations o is comwmonly used:
J

=
22 [ Descriptor - Naominal value ]

1)

The descriptors have normally been chosen from significant parts
of power density spectra. The use of sighal spectra to determine
abnormality are exemplified in Fig 4+ which shows the power
density spectra of the dome pressure and in Fig 5 the neutron
flux density for the abnormal cases discussed in section 2.
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In "Signature Analysis" systems for rotating machinery» signal
time-~averaging techniques and envelop detections have shown to be
effective for reducing random noise and characterizing abnormal

7
patterns . In other systems related to mechanical fault

X .G L . . . .
diagnosis v classification of signals in terms of autocorrelation

functions have been utilized. 1In an engine-vibration fault
diaghosis systems an unknown signal 1is e.g. classified by
comparing the novrms of its signal projections on a choosen subset
of eigenfunctions. These eigenfunctions are either preselected or
learned from normal and abnormal conditions.

Another powerful class of detection schemes is based oan
statistical tests on the innovation sequence from Kalman

4
filters ,y. A fundamental property of the Kalman filters is that

for a linear system the innovation sequence will be a zero-means
white noise process with a given precowmputable covariance.

Ohe failure detection method successfully applied to the Kalman
filter innovations is khown as the Generalized Likelihood Ratio
method (GLR). This method uses a probablistic measure to perform
multiple hyphotesis testss connected to various postulated
failure modes.

9
The use of normalized innovations have also been suggested . For
this sequence the test limits can be generated directlys based on
the desired confidence limits ( false alarm rate ).

When there is a small number of failure modes the GLR method can
be implemented as a bank of detectors running in parallel. Good

10
results have been achived both in flight control systems » in

1 12
nuclear systems1 and for arrythmia detection of ECG data .

Dhly a few approaches have been reported concerning fault
detection methods based on time-series anhalysis, related toO
parameter identification of AR» ARMA or ARMAX structures.

One example is a fault detection and life prediction study of a

. .13
cutting machine ~ 1 where a nhumber of performance indicies have

been compared and evaluated. These were: gquadvric distance of AR
parameter differences variance of the residualss and other
measures related to e.g information content (Kullback wmeeasures
etc.l.
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Most fault detection methods assumes that the driving noise has a
constant variance and are normally based on static parameters.
Howevers another fault detection method which allows the noise

14
variance to change with time has been suggested recently . This

mathod uses the innovations AB(t)s of the parameter estimates and
is thus suitable for application in adaptive on—-line fault
detection systems. By exponential filtering of the parameter

innovations and forming a gquantity s(t)s given by:

1

A
vitd Yi vit—-12 + ABCLD €23

AT
sign ¢ ALY wvit-123) €3

st

a fault detection schemwe can be based on the statistics in s(tl.

In normal operations when the parameter estimates are fluctuating
close to their true valuess si(t) has approximately a symwmetric
Bernoullian distributions with mass ©0.5 esach at -1 and +1.
Summing up the latest values of s(t)s(for computational
simplicity by exponential filteringl)s the stochastic test
variable r(t) is defined by:

reEd) =y oelt-10 + (1 - ¥y_) sCt) €4)

2

When the parameter estimates arve claose to the true oness rit) has

a mean close to zero. When a fault has occureds a positive mean

is expected. The parameter y_ determines how many s(t) that will

be taken under considevation and controls the detector

sensitivity. For values of y_ close to 1» the variable r(t) will
=

be approximately Gaussian with a variance:
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g2 i (5

It is possible to specify how frequently false alarms are allowed
to occur. If it is acceptable to get a false alarm every fnith
samples a fault detection should be given every time r(t) is

greater than a threshold r)1 defined by?
{

X
PCrctizr ) = ——m- I expl— === ) dx = —== &)
O vVin o 2

The relations between the false alarm rate (1/n)y detection
treshold (PO)s and filter constant y_are given in Fig &.
=

0.1
0.014
0.001+

0.00014

0. ' 0.25 ' 0.5 ' 0.75 N 1.

Fig & Parameter relations



A detection of a fault indicates that the parameter estimates are
bad. The parameter estimation algoritham wmust be wodified to
handle this information properly to improve the convergence to
the new parameter values. One way to do this is to increase the
norm of P(t)s which can be achived in two ways: One is to
decrease the forgetting factor As which has the effect that P(t)
is scaled with almost maintained eigenvectors and the growth of
P(t) 1is nearly exponential. The second wmethod is to add a
constant times the unity matrix to P(t)s in which case P(t) grows
instantaneously.

One way of chosing the scale factor B(tys» can be by studying the
eigenvalue of [ I -~ P(t)m(t)m(t)TJ which differs from 1. This

eigenvalue also determines the parameter increment.

The eigenvalue vc is then:
)

A
v o= (7>

O
A+ mct)TP(t—i) pit)d

Suppose now that a eigenvalue v(t) is wahted when a fault occur.
R(t) could then be chosen as:

RLL) = ——m——m———— € voct) - witd 3 8
gltr oglt)

— s | g e | L e
= - 1,97 |

Fig 7 General structure of the detector



4 PARAMETER ESTIMATION METHODS

The application of parametric jdentification techniques implies
that a wmodel is fitted to measured input-output data. In the
Single Input Single Output (SISO} case a typcical model structure
can be:

-1 - -1
ACqg ) y(t) = BE(g 1y ucty + Cig o) elt) (a)

where e(t) is supposed to be white noise and A'B.C are polynomial
functions in the shift operator. This model can now is

. 15
generalized to other forms » and represented as?

B 1 +C
(1 + A} y(t) = { ~~~~~~ } uct-T 3 + { —————— } elit) 23
1+ F d 1 +D
ors
yity = =S ult-T » + e ettty €10}
A d D

Identification according to these general structures covers a
broad class of methods in real-time identification.

A suitable recursive algorithm for the given structure (10) can
be found by e.g introducing the variables z(t) and vt} defined
as the filtered values of u and &. By forming a measurement
vector @(t)y composed of the old values of yizsusv and =y and a
parameter vector @(t), the system representation (103 can now be
reformulated in a much simplev forms

ytty = BT- ect) + (b €11

ldentification of the parameters O(t) can be made through many
approaches. Off-line procedures use blocked datas and when C and
D £ O the parameter determination normally involves a non-linear
minimization algorithm.

Howevers recursive (on—-line) processing using every new sample
for parameter updating have some advantages. Especially in memary
savingy but also in making the computational scheme simple.
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The parameters: covariancess residual and forgetting factor
updates are given by the following recursive procedures:

DCt+10=0¢t) + PCt+1) @+l at+1) (123

PiE+1) = |PCE) = e = / ACE+13 + fBitd 1

ACE+L0+@ (t+10-Plt)-g(t+1D €130

" . . T . “Jr

g(t+1) = y(t+1) — B (ty=pCt+ld 14>

Act+1) = A-ACE) — (1 = A D €130
0 Q

The introduction of the forgetting-factor As allows the system to
be slowly timevaryiwngs R(t) is a non-negative scalar and I the
unity matrix. The effect of a positive (t) is that the P(t)
matrix obtains a greater norm than otherwise and parameter
updating is made in a direction cleoser to @(t). The problem of
choosing B¢t? recursively was discussed in section 3.

—— e o o s T e s S s e et

The identification problem also includes determination of the
model order of the actual polynomials AsBsC.DyF. There are many

methods to do thisld. Polynomial tests» tests for residual

independences tests for normality, statistical F-tests. Akaike
tests etc.

i7 < .
A previous case study s concerning on-line identification and

surveillance of a Boiling Water Reactor Pump Servo System showed
the iwportance of selecting proper wmodel structures for
identification. In this prajects model structures will be chosen
prior to the implementation of the identification schemes.
Howevers it is assumed that the system dynamic characteristics do
hot change so drastically in the abnormal cases that the selected
model structures no longer are valid or useful.



Consider the inherent transfer function of a Boiling Water
Reactors concerning the pressure-—flux stability. When a system
operates under abnormal conditionssy the exitation of the
different modes normally increases. This can e.g. be reflected by
a better "identifiability" of the process dyhamics. An example of
identification in an abnormal operating conditiown is given below.
In Fig & the input/output data are shown, and 1in Fig 9 the
paraneters from on-line estimation are given. The model structure
was AYB.CsD (c.f. egation (10))s the wmodel order 2 and the
forgetting factor A=0.9735.

INPUT Reactor Dome Presure [barl

0. 125. 250. ' 375. 500.

OUTPUT Neutron Flux Density CX%J]

. Tiha (a2
o i 125, . 250. ' 375. 500.

Fig 2 Input and Output data from abnormal condition.



t. Parametaear alid aond al2)
0.
-1,
0. o 125, ' 250. ' 375. d 500.
10.
Paramater bC1) and b{(2)
5'-
0.
0. ' 125. ' 250. i 375. ' 500.
0.6 Parameter cC1) and <C2)
0. | e S e
A W
-0.6
0. ' 125, ' 250. ' 375. i 500.
0.75

Paramaetar dC1) and d(2)

Time (&)

Fig ¥ On—-1line parameter estimation of wmodel Pressure — Flux

0. ' 125. ' 250. 375. 500.
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S EXPERT SYSTEMS FOR DIAGNOSIS

Detection of abhormal operation is a simple form of diagnosis.
Due to the complicated interactionssy expert judgment is nhecessary
to localize the origin of a fault indicated by a change in the
noise pattern of a nuclear reactor. The problem of diaghnosis is
thus one of classifying an object or cause based on unhcertain
information. Diagrnosis can be posed as a statistical problem.
This requires the estimation of a wmultivariable probability
functions from vast amounts of data.

Development of knowledge-based _expert _systems have progressed
during the last years. In these systewms the expert knowledge:
concerning a well-defined and bounded domain are formed into a
rule-bases normally called the production__system. The rules have
the general form of: if-then—-else patternss normally combined
with a probability measure. Complex hypothesis structures can
then be formed using a humber of rvules. The task of a
knowledge—-based expert system is to perform a search in the

rule—base in order to decide the most probable event (cause).

The diagrnosis of a change in the noise pattern can be guided by
specific knowledge obtained fraom system identification and by the
structure of the dynamic process. One idea in this projgect is to
formulate a +number of specific ruless concerning the dynamical
behaviour of different subsystemss normal and abnormal
characteristics and criteria to separate different effects and
causes.

One way to perform the identification work is to use sowe
existing CAD-packages for simulations identification and wmodel
analysis. (SIMNON. IDPAC» RECID and MODPAC). Since they include a
MACRO facilitys a hnumber of tailored procedures for specific
identification and parameter estimations can easily be generated.

In Fig 10 a possible tree-structure for BWR noise diagnostics is
described. The first separation level has here been chosen to
decide from which system_part a disturbance origins. Howevers by
the wultivariable nature of the processs this separation is a
complicated task. The judgements involved in this step must thus
be related to the knowledge in multivariable system
identification. The measuvres of partial coherencys hnoise power
contribution etc. may be applicable.
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Fig 10 Diagnostic tree for BWR noise ahalysis

The idea is to apply the identification macros and connect them
with a rule based expert system in order to recognize faults and
predict system behaviour. Example of rules for diagrhosing a
pressure sensor failure are:

RULE 201: IF parameter distance of Sensor A is greater than
a limit £ AND parameter distance of the redundant
Sensor B is lower than a liwmit & THEN Sensor A

RULE 20Z: IF (Residual variance for Sensor A model / Normal
residual variancel) is greater than a limit & THEN
Sehsar__A__Noise _Level Change WITH PROBABILITY
pb2¢...»

RULE 203: IF (Transfer Function C/A differs from normal )

pb3¢...>



& A TEST SYSTEM

A surveillance system with failure diagnostic capability is
currently under development. It is based on the following
requirements:

1. Early detection of abrnormal behaviour.
2. Failure diaghosing capability.

Z. Prediction of failure propagation and estimation of
consequencies.

Howevers it should be mentioneds that this test system will not
be considered as a final concepts but mevely as a prototype for
investigation of the ideas presented abave.

Structure
The problem of detection and diagnosis can be seen as two
separate, but interconnected tasks. Generallys one can say that
simple detection mechanisms normally requirves more diagnostic
powey and vice versa.

The test system in this progject will be directed towards a
simples adaptive detectors» implemented in a small micro computer
APPLE IIs while the diagosis parts which requires more computing
powers will be located in a VAX 11/750.

The overall approach can be summarized:

By using an on-line parameter identification algorithm and
adaptive fault detection method: a noise pattern change can be
monitored and detected. When a change has occureds a first level
diagnosis can be started: addressing the task of identifying the
primary system of concern. Based on the fault detection,
identifications and perhaps operator supports a symptom/cause
data base is formed and transferred to the diagosis system.

The general structure is given in Fig 11.
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INPUT S 4 PAR froe—l DETECTOR _’DIAGN
PROC EST SYSTEM

J\L ilr——'

DATA BASE

Fig 11 General system structure

The detector part of the system is currently under
implementation. The hardware selected for this test system is an
APPLE Il computers supported with a § Mb discs 1& channel A/D
converter and a Real Time Clock. The signals are properly
isolated from the process using a special Band Pass filter (0.005

- 3.0 Hz). The sampling rate is 10 Hz.

USCD Pascal have been chosen for development of the detector
softwares Howevers the software for the diagnosis system is not
yet frozen. Probably LISP will be used for Man Machine
Communications while the standard identificationy simulation and

model analysis packages are designed in FORTRAN 77.
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