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Preface

This report contains documentation handed out to the participants of the
steering committee meeting of the STU Computer Aided Control Engineering
Programme (CACE) on November 25, 1987. The minutes of the meeting are
also included.
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PROJECT STATUS

CONTENTS
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Introduction
Workstation purchases
Seminars and visits
Guest researchers

Related activities at the department
e  Step-size control in numerical integration

e Graduate course on control design in spring
1988

. Tools for model development and simulation

e Overview and plans

e Model structuring concepts

e Internal system representation
e Application project
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WORKSTATION PURCHASES

. Symbolics 3650

Mono, 19”, 8MB, FP acc.

330 MB Winchester

Fortran, Pascal, Common Lisp Prolog
Macsyma, KEE, G2

Delivered in May 1987

FRN financed

. SUN 3/110

Color, 19”7, 4MB

12 MB memory (Clearpoint, Exo Data AB)
KEE

140 MB local Winchester disk

538 MB common Winchester disk

Delivery scheduled to Nov 1987

STU financed



GUEST RESEARCHERS

1985, Nov 18 — 1986, Jan 17 Dr. Wolgang Kreutzer

1986, Nov 6 — Dec 8

1987, May 17 — July 17

1987, Dec 1 — 1988, Jan 31

1988, May — June

Univ. of Canterbury
New Zealand

Prof. Mike Denham
Kingston Polytechnic
England

Prof. Dean Frederick
RPI, Troy
New York, USA

Dr. Wolgang Kreutzer
Univ. of Canterbury
New Zealand

Prof. Doug Birdwell
Univ. of Tennessee
Knoxville, Tennessee
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TOOLS FOR MODEL DEVELOPMENT
AND SIMULATION

Plan

1. Design of basic concepts for model structuring

2. Design of the internal system representation

3. Implementation in KEE of basic tools for mod-
elling and simulation of ODE models

4. Extension of the tools in various directions

e User interface
e Frameworks to describe behaviour
e Analysis tools

C+-+ and PHIGS (FIGARO)
Applications
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C++

C++ is a superset of the C language and
was designed to

1. be a better C

2. support data abstraction

3. support object-oriented programming.

C++ is available from AT&T.

PHIGS

Programmers Hierarchical Interactive Graphics Stand.

ANSI Standard

Designed for complex interactive applications
CAD, CAM, CAE, Robotics, Architecture

Full 3-D system

Structured organization of graphics
in a centralized database

IBM: graPHIGS
Template: FIGARO

Windowing systems???
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Seminars and Visits
December 1986 — November 1987

Sven Erik Mattsson and Karl Johan Astrom

Department of Automatic Control
Lund Institute of Technology
Lund, Sweden

This is a list of seminars and external contacts the Department of Au-
tomatic Control, Lund Institute of Technology has had during the period
December 1986 — November 1987, which are of interest for the CACE project.
The list includes visits to the department and visits of the staff to compa-
nies and other universities, as well as participation in conferences, symposia,
workshops, courses etc.

Our visitors are normally given a presentation of our department and our
research, as well as live demonstrations of our packages for CACE (Simnon,
Idpac etc.), so this is not explicitly mentioned in the list below.



1986
Dec 4

Dec 15

Dec 15

Dec 17

Dec 17

Dec 18

1987
Jan 15

Jan 16

Jan 22

Jan 23
Jan 27 - 30

Feb 2

Feb 5 -6

13

Karl-Erik Arzén visited Domain Computers in Kista to look
at the Apollo DN 580 workstation.

John Baras, which is the initiator and leader of the Systems
Research Center at the University of Maryland visited the
department. Arne Otteblad, STU gave a short presentation of
the new research programme DUP and other STU activities.

Olle Lennartsson, Texas Instruments visited the department
to discuss the Texas Explorer Lisp machine.

Bengt Bengtsson, Department of Telecommunication, LTH
gave a seminar and presented DSP-90, which is a general
purpose system for digital signal processing based an a TMS
32010. Our department has purchased such system.

Mats Lilja, Kjell Gustafsson and Bengt Martensson gave a
seminar on GNU Emacs, which is a powerful editor. It is
available on BODE, and some other Vax’es at the university.
The seminar presented GNU Emacs from a conceptual point
of view. In particular, a ReglerTEX-mode was presented.

Christer Sjoberg and Jan Ekman from Nokia visited the de-
partment to discuss the Symbolics Lisp machine.

Karl-Erik Arzén and Per Persson visited Nokia in Stockholm.
The new Symbolics operating system was demonstrated.

Leif Persson, Ann-Britt (")stberg, Erik Larsson, Peter Eng-
strom and Dan Nordstrém from Sydkraft, Malmé visited the
department. We found that we have common interests in
modelling and simulation. It was decided that Leif Persson
and Ann-Britt Ostberg should accompany us on our trip to
the Central Electric Generating Board (CEGB), Gloucester,
England on February 9 — 11, 1987.

Sven Erik Mattsson visited the Department of Automatic
Control, LiTH, Linkoping. He gave a seminar titled “On
Differential/ Algebraic Systems.”

Borje Rosenberg, SattControl, Lund visited the department.

Karl Johan j\strﬁm, was a member in a delegation, which
went to Apple in Cupertino to discuss a donation from Apple
to the University of Lund.

Sven Erik Mattsson, Lars Nielsen, Karl-Erik Arzén, Jan Eric
Larsson, Per Persson, Ola Dahl and Kjell Gustafsson visited
the Department of Computer and Information Science, LiTH,
Linkoping. Erik Sandewall and Sture Hagglund presented
their research projects. Sven Gunnar Edlund, STFI, Arne
Otteblad, STU and Gustaf Soderlind, LTH which are mem-
bers of the CACE Steering Committee participated also.

Sven Erik Mattsson, Dag Briick and Tomas Schénthal visited
the University College of Swansea, Swansea, Wales. Hosts
were Professor Tony Barker, Department of Electrical and
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Feb 9 - 11

Feb 11

Electronic Engineering and Dr Peter Townsend, Department
of Mathematics and Computer Science.

The departments of Electrical and Electronic Engineering
and Mathematics and Computer Science, University College
Swansea participate in the SERC Programme of research in
Computing and Design Techniques for Control Engineering

(CDTCE).

We have common interests in man-machine interfaces and in
this area it is of special importance to be able to exchange
ideas and experience. They also expressed an interest to col-
laborate. As a first step they got Simnon and Idpac. An
exception handling package for C was sent later. We got
CES and examples of how to use SUN’s window and menu
facilities from inside a program. This will facilitate our work.

They were very interested to use Simnon in their education
and as the simulation tool in CES. The discussion on the user
interface gave us good inputs for the next version of Simnon.
Other common interests, which we were not aware of before
the visit, are symbolic manipulation and MACSYMA.

Karl Johan Astrém, Sven Erik Mattsson, Dag Briick, Tomas
Schonthal from the Department of Automatic Control, Lund
Institute of Technology, Lund, Sweden and Leif Persson and
Ann-Britt (")stberg from Sydkraft, Malmé, Sweden visited the
Central Electricity Generating Board (CEGB), Barnwood,
Gloucester, England. CEGB corresponds to Vattenfall in
Sweden.

The visit was organized and planned by Mr M.J. Whitmarsh-
Everiss who is head of the Plant Kinetics Group, Boiler Plant
Branch, Plant Engineering Department, Generation Develop-
ment & Construction Division in Barnwood, Gloucester. The
aim was to exchange information and discuss various issues in
computer aided control engineering and modelling of power
plants. CEGB has a long experience in designing and us-
ing programs for computer aided engineering. Very elaborate
simulation of power system components is a speciality; 500—
4000 states is a typical size range. To be able to do that,
good, fast and robust numerical routines for integrating large
systems of stiff equations have been developed.

A collaboration between the CACE project at the Depart-
ment of Automatic Control, Lund Institute of Technology
and the groups under Whitmarsh-Everiss and Dick Adams
at Barnwood and Trevor Chambers at Park Street, London
would be of mutual benefit. We have many common areas of
interest as CACE methodology, numerics and modelling.

Karl Johan Astrém was invited to travel with Whitmarsh-
Everiss and a CEGB delegation to Marconi Simulation in
Edinburgh. Marconi has a long experience in developing sim-
ulators for military and civil purposes. They have developed
the plant simulators for the nuclear power plants Hunterston
B and Torness for SSEB (South Scotland Electricity Board).



Feb 11

Feb 12

Feb 18

Feb 18

Feb 18 - 19

Feb 24

Feb 25

Feb 26

March 6

March 11

March 12

March 17
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The Torness simulator was at the Marconi plant for final test-
ing. The simulators were quite complicated having more than
10 000 states. The simulators were based on special purpose
parallel hardware. The Mk IV system for Hunterston B had
52 microprocessors, two were allocated to the axial reactor
model, 10 for the two-dimensional reactor model, and 18 for
the boiler model.

Karl-Erik Arzén participated in Svenska Mekanforbundet’s
steering committee meeting on Knowledge Based Systems at
Volvo Data in Gothenburg.

A group of four persons from Rifa and Ericsson, Kista visited
the department.

Mats Andersson attended a half-day seminar and demonstra-
tion of KEE at Nokia in Stockholm.

Per Persson attended a seminar held at Saltsjobaden present-
ing Alliant Computer Systems’ products.

Karl Johan j&strém, Gustaf Olsson, Sven Erik Mattsson, Per
Persson and Tomas Schonthal visited the Swedish Pulp and
Paper Research Institute (STFI), Stockholm. Sven Gunnar
Edlund and his colleagues Vikram Kaul, Jan Erik Gustafs-
son and Thomas Ostman presented STFI and their research.
Sven Erik Mattsson gave an overview of the CACE project
and presented Hibliz. Per Persson presented his and Jan Eric
Larsson’s work on expert system interface for Idpac. STFI
are experienced users of Idpac and Simnon. They have in-
teresting suggestions on extensions of Idpac. As a start we
formulated some new Master Thesis projects.

Torbjoérn Sj66, Silicon Graphics AB visited the department.
Silicon Graphics has opened an office in Bromma, Sweden.

Torbjorn Johansson, IBM, Stockholm gave a full day sem-
inar on the IBM PC RT and ANDREW. ANDREW is a
distributed personal computing environment based on UNIX
BSD 4.2. It is a collaborative between IBM and Carnegie-
Mellon University.

Anders Aberg, ASEA Research & Innovation, Vasteras vis-
ited the department. He gave an informal seminar on ASEA’s
activities in the expert system area.

Karl-Erik Arzén participated in a ESGIL (Expert Systems
Group In Lund) meeting at Telelogic in Malmé.

Eric Astor, Department of Computer Science and Computer
Engineering, LTH gave a seminar on the expert system devel-
oping environment KEE. KEE will be available on our new
Symbolics workstation.

Klas Rytoft and Lars Richter, ASEA Research & Innovation,
Ideon, Lund visited the department.

Karl Johan j&striim, Sven Erik Mattsson, Karl-Erik Arzén,
Per Persson, Jan Eric Larsson and Mats Andersson visited the
Swedish Institute of Computer Science, SICS in Kista. Rune
Gustavsson gave an overview of SICS. SICS constitutes of
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March 18

March 20

March 25

April 1
April 8

April 6 — 10

three laboratories: Design Methods (Bjorn Pehrsson), Logic
Programming Systems (S. Haribi) and Knowledge-Based Sys-
tem (Rune Gustavsson). The Design Method Laboratory
works on computer communication and graphics. Steffen
Weckner presented their work in the graphics area. They have
developed a system called Dialogie for interactive program-
ming using pictures and text. It is implemented in Loops on
Xerox Interlisp machines. The Logic Programming Systems
Laboratory works on (parallel) computer architectures and
extensions to Prolog. The Knowledge-Based Systems Labo-
ratory works on theory, natural languages, and empirical re-
search. Their applications are large databases and dynamical
systems.

SICS is financed to 50% by STU and to 50% by Ericsson,
Philips, ASEA, IBM and Televerket. The budget is 24 MSEK.
Each laboratory has about 15 persons.

Bengt Martensson gave a seminar about some programs for
document preparation (TEX, PostScript, Emacs) and sup-
port and interface programs (DVILW, HCOPY2PS, CC2PS,
MACEQ2TEX, S2TEX, CODEGEN, MIMNON, FUSION,
GNUPLOT, LESS, DVITT).

Jan Eric Larsson and Per Persson presented their Lic Techn
thesis “An expert system interface for Idpac.” Opponents
were Rune Gustavsson, SICS, Stockholm and Ivar Gustavs-
son, ASEA Generation, Ideon, Lund.

Rune Gustavsson gave in the afternoon a seminar titled “Al
and expert systems.”

Arranged together with the Swedish National Board for Tech-
nical Development (STU) a full day-seminar in Stockholm.
The purpose was to present results and experiences from the
CACE project; Karl Johan Astrém: “Computer aided control
design — A perspective,” Jan-Erik Gustafsson, STFI, Thomas
éstman, STFI and Claes Kallstrém, SSPA: “Experiences of
using Simnon and Idpac,” Sven Erik Mattsson: “The CACE
project — An overview” and “Hibliz — A simulator using hi-
erarchical block diagrams,” Jan Eric Larsson and Per Pers-
son: “Expert System Interfaces,” Ulf Holmberg: “Symbolic
Formula Manipulation,” Karl-Erik Arzén: “Expert Control”
and Arne Otteblad, STU “Related STU projects.” About 50
persons from university and industry attended the seminar.

Lars Richter, ASEA, Ideon presented Asea Master in the un-
dergraduate course “Computers in Control Systems”.

Hilding Elmgqvist, SattControl presented SattGraph 1000 in
the undergraduate course “Computers in Control Systems”.

Karl Johan Astri')m, Karl-Erik Arzén and Per Persson partic-
ipated in the Joint SERC/STU Workshop on Expert Systems
and Data Bases for Control System Design and Application
held at Cambridge, UK. The presentations given were:
Karl-Erik Arzén: “Knowledge based controllers”

Karl Johan Astrom: “Expert control methods for assessment



May 11 - 13

May 14

May 17

May 18

May 21

May 26
May 27

June 2 — 4

June 9 — 10

June 15
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of achievable control performance”

Per Persson: “An expert system interface for Idpac”

The workshop was organized by Professor MacFarlane and
contained several demonstrations. An overview of the cur-
rent status of the ECSTASY was given.

Professor Neil Munro, Dr John Edmunds and Gavin Bowe,
UMIST, Manchester, UK visited the department. On May 12
Prof Munro gave a seminar on ECSTASY and Dr Edmunds
presented CSS (The Control System Software).

Anders Térne and Martin Uneram, ASEA visited the depart-
ment. They are members of Anders Aberg’s Al-group. They
gave a seminar titled “Robot programming.”

Professor Dean Frederick, Rensselaer Polytechnic Institute,
Troy, New York, USA arrived. He participated as a guest
researcher in the CACE project for two month (May 17 —
July 17). He developed together with Tomas Schonthal a
prototype window-based environment for Simnon on the SUN
workstation.

Jan Eric Larsson and Per Persson participated in the SAIS’87,
The Swedish AI Society’s Annual Workshop, Uppsala. They
presented “An intelligent help system for Idpac.”

Lars Rundqwist presented and demonstrated the new lab 4
of the course “Computers in control systems.” The lab task
is level control of a water tanks and sequence control of a
tee kettle. The ASEA MasterPiece system is used. The pro-
gram MasterAid 120 running on a IBM-PC is used to pro-
gram the ASEA MasterPiece. For MMC the PC-Operator
program also running on the IBM-PC is used. It is devel-
oped by Rejlers Ingenjorsbyra, Lund. It uses semigraphics
and the MicroSoft Mouse. It can communicate with a num-
ber of commercial control systems among others those from
Asea (Master), SattControl and Saab (PCC). The real-time
aspects is handled by TopView, a IBM program.

Rod Bell, Macquarie University, Australia gave a seminar ti-
tled “Boiler turbine modelling and simulation.”

Dean Frederick, Rensselaer Polytechnic Institute, USA gave
a seminar titled “Windowing for Simnon.”

Mats Andersson attended the IMACS-International Sympo-
sium on Al, Expert Systems and Languages in Modelling and
Simulation, Barcelona, Spain, 2 — 4 June 1987.

J.T. Tanttu and M. Aaltonen, Department of Electrical En-
gineering and Control Engineering, Tampere University of
Technology, Finland visited the department. They have de-
signed and implemented MAX, which is an interpreted lan-
guage for polynomial matrix manipulations. It contains es-

pecially operations frequently needed in the analysis of linear
control systems. MAX is written in C under VAX/VMS.

Karl Johan Astrém and Sven Erik Mattsson together with
Clas Rytoft, Asea, Ideon visited Jens Rasmussen, Risg Na-
tional Laboratory, Roskilde, Denmark to discuss MMIL
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June 18

June 22 — 30

June 26

July 2

July 7

July 14

July 16

July 27 - 31

Aug 6 -7

Aug 13

Aug 24

Aug 26

Aug 27

Mats Andersson gave a seminar titled “Impressions from the
IMACS symposium in Barcelona on modelling and expert
systems.”

Mats Andersson attended a course on KEE Software Devel-
opment System arranged by Intellicorp in Munich, Germany.
We have KEE on our Symbolics machine.

Karl Johan Astrﬁm, Sven Erik Mattsson, Jan Eric Larsson
and Per Persson visited Professor Morten Lind, Servolabora-
toriet, The Technical University of Denmark, Lyngby, Den-
mark. Professor Lind got his chair recently. He presented
his plans, which are oriented towards use of Al techniques for
control, supervision and operator support. We also have com-
mon interests in how concepts for system descriptions should
look like. He has invented a multilevel flow modelling lan-
guage.

Dean Frederick, RPI, gave a seminar titled “Benchmark prob-
lems for CACSD.” For further information see M. Rimer and
D. Frederick: “Solutions of the Grumman F-14 Benchmark
Control Problem”, IEEE Control Systems Magazine, Vol. 7,
No. 4, August 1987, pp. 36-40.

Per Olof Gutman, Electro Optical Ind, Israel gave a seminar
titled “Horowitz’ design method in the general SISO case”
and gave a demonstration of Horpac.

Dr Bijoy. Gosh, Washington University, USA, gave a seminar
titled “AI methods in robust stabilization of time-varying sys-
tems.”

Dean Frederick, RPI presented and demonstrated an exper-
imental window-version of Simnon running on the SUN sys-
tem.

A group from the department attended the 10th IFAC World
Congress on Automatic Control, Munich, Germany. Sven
Erik Mattsson and Mats Andersson participated in the meet-
ing of the IFAC Working Group on “Guidelines for CACSD
Software”.

Odd Andreas Asbjoernsen, University of Maryland, USA,
David Prett and Carlos Garcia, Shell Development Company,
Houston visited the department. Professor Asbjoernsen gave
a seminar titled “A system approach to modelling”, Dr Prett
talked about computing in manufacturing and Dr Garcia gave
a seminar on “Design of robust controllers.”

Professor Morten Lind, Servolaboratoriet, The Technical Uni-
versity of Denmark, Lyngby, Denmark and some from his
group visited the department to learn about our projects.
Karl-Erik Arzén visited UPMAIL in Uppsala to listen to a
presentation of the G2 real-time expert system framework by
Robert Moore, Gensym Corp.

Lars Rundqwist gave a seminar on how to use MacDraft fig-
ures in TpX.

Jonas Fredenholm presented his MSc project “Primitive adap-
tive robot programs. Supervisor was Jan Eric Larsson.
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Sept 11

Sept 18

Sept 21

Oct 2

Oct 9
Oct 13

Oct 14

Oct 17
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Some of the members of the CACE group gave a two hours’ in-
formation seminar for the department: Sven Erik Mattsson:
“CACE experiences”, Bernt Nilsson: “Experiences of some
modelling languages”, Mats Andersson: “Object oriented sys-
tem representation” and Sven Erik Mattsson: “Plans for the
CACE project.”

Graphics standards is a difficult issue. The ISO standard
GKS is of too low level (just 2D, non-hierarchical) and good
implementations. However, a new ANSI standard, PHIGS
(Programmers Hierarchical Interactive Graphics Standards)
seems to be promising. It is supported by IBM. To get ex-
periences of PHIGS an implementation called FIGARO from
TEMPLATE Software Division of Megatek Corporation, San
Diego, CA, USA for use on our IRIS 2400 was ordered. How-
ever, it turned out that TEMPLETE could not ship this ver-
sion in time. So it was agreed that we should get a version
running on the IRIS for Tektronix terminals. This version was
installed by Max L. Elliott, GTS-GRAL, Darmstadt, Ger-
many. He has been involved at the development of FIGARO.
He gave a seminar titled “Overview of PHIGS, PHIGS vs.
GKS and other common standards, FIGARO on the IRIS
2400.” The real IRIS version of FIGARO was scheduled to
the end of October 1987.

Bo Mansson, Corporate Technical Co-ordination Department,
Asea paid a visit. He developed SYMBOL 4000 which is a
program for drawing electrical circuits.

Sven Erik Mattsson, Karl-Erik j&rzén, Jan Eric Larsson, Per
Persson and Mats Andersson visited Professor Morten Lind
and his group, at Servolaboratoriet, The Technical University
of Denmark, Lyngby, Denmark. We discussed the possibilities
of having joint projects. We also went to Sgren T. Lyngss to
get a demonstration of STELLA AI, TOR and ODIN, which
are commercial Al and expert system tools oriented towards
real time application from the Expert System Builder (ESB)
Esprit project. They are written in Common Lisp and runs on
Symbolics machines, Texas Explorer and SUN workstations.
These tools are of interest for us.

Sven Erik Mattsson accompanied Arne Otteblad, Evy Jacob-
sson, Tomas Liljemark, Leif Maartman, Géran Olsson, STU
on their visit to Studsvik to present the DUP project and to
discuss MMI and simulation. Host was Hakan Andersson.

Professor David Powell, Stanford visited the department.

Bengt Martensson gave a seminar on “Hcopy2P$S, curve com-
pression and some other programs.”

We have got a copy of Matrix-X for VAX-stations. Mats Lilja
gave a demonstration focussing on SYSTEM _BUILD and the
graphics.

Dr Robert Moore visited the department. He is the direc-
tor of Gensym Corp. who has developed the real-time expert
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Oct 19 - 21

Oct 29 - 30

Oct 30

Nov 3

Nov b5 -6

Nov 5

Nov 6

Nov 13

system framework G2 which we recently have got for the Sym-
bolics. G2 is aimed at process monitoring applications and is
a successor of the PICON system from LMI. Bob gave a talk
about the system and demonstrated it.

Karl-Erik Arzén participated in the First European Meet-
ing on Cognitive Science Approaches to Process Control in
Marcoussis, France. The meeting mainly concerned the role
of the process operators from different viewpoints. Valuable
contacts were established with Gunnar Johannsen’s group in
Kassel, W. Germany who work in a Esprit project on ex-
pert systems for process monitoring and intelligent tools for
user-interface design.

Karl-Erik Arzén participated in an Al symposium arranged
by the Erik Philip Sorenssen Stiftelse. The participants were
all from departments at Lund University.

Information seminars at the department: Mats Lilja, “Con-
troller design based on frequency responses,” Bo Bernhards-
son, “A dual controller” and Kjell Gustafsson and Michael
Lundh, “ PI-control of the stepsize in numerical integration.”

Professor Makoto Nagao, Kyoto University, Japan visited the
department. He gave a seminar titled “Image processing
and character recognition.” It was a part of the formal ex-
change program between Kyoto University and Lund Univer-
sity. Professor Nagao visited a number of department during
the week in Lund.

In connection with Karl-Erik Arzén’s dissertation the depart-
ment was visited by the opponent Dr. Roy Leitch, Heriot-
Watt University, Edingburgh, UK and the committee mem-
bers Anders Aberg, ASEA, Visteras, professor Morten Lind,
DTH, Lyngby, Denmark and professor Chris Harris, Univer-
sity of Southampton, UK Dr Leitch has participated in Alvey
and Esprit projects on expert systems for control. Dr Harris
is “Lucas Professor of Aerospace Systems Engineering” and
has earlier been at the Royal Military College, Swindon.

Karl-Erik Arzén presented and demonstrated G2, which is
an expert system shell for process control from Gensym Corp.
Dr. Harris gave a seminar titled “Autonomous vehicle control
using knowledge based fuzzy logic” and Dr. Leitch gave a
seminar on “Qualitative modelling in industrial control.”

Karl-Erik Arzén defended his Ph.D-thesis ”Realization of Ex-
pert System Based Feedback Control.” Dr. Harris gave in
the afternoon a tutorial on “Multi-sensor data fusion - use of
Dempster Schafer theory - reducing uncertainty.”

Bjorn Tyreus, DuPont, USA visisted the department. His in-
terests include modelling and control of chemical processes.
He experiments with G2. He gave a seminar on control struc-
tures.
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How Could Future CACE-systems Look Like?

Not closed packages
Must be extensible

Tools, toolbox, toolmachine
modularized with well-defined interfaces
integrated; uniform interface for a user

Modularization:
1. User interface
2. Data

3. Processing tools
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THE USER INTERFACE

1. Various types of I/O devices:
Keyboard
Light pen, mouse
Voice
Alphanumeric display
Graphics display (mono, color)

2. Different users have different needs
Command dialogue
Menus (Pop up, pull down etc.)
Graphics
Macintosh, Smalltalk 80, Lisp environments
Help systems
Expert system interfaces

==

Separate the user interface from processing tools.
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Could view the CACE-system as performing a
Read-Evaluate-Print loop

The user interface should handle all communication
with the user:
1. Collect the user input

Prompt when needed
Expert system interfaces

2. Convert to a textual representation
Logging, command procedure

3. Invoke a processing tool

4. Present results and errors messages to
the user or the command procedure!

User interface: Language and environment
The objects and operations should have
same semantics
but different syntax: Text, menus, graphics.
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DATA

Should be common to make the tools integrated.

All information must be available for
1. The User
2. Expert system interfaces

3. Command procedures

Models etc on symbolic form from which linearized
models code for simulation etc could be generated.

PROCESSING TOOLS

Must not communicate with the user.
Should not have internal states.

Could provide test functions, so the user interface
could check arguments before invoking a tool.
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THE PRINCIPLE OF REUSE

Model development can be supported by making it
easler to reuse models in various contexts.

1. Models on symbolic forms

from which the CACE system can generate
efficient code for simulation
code for calculation of steady state
linear models etc.
descriptions accepted by other packages
control code

odel structuring concepts:
Hierarchical submodel decomposition
Model types
Multiple realizations
Model categorization
Multiple presentations

.....z.....

3. Parameterization of models
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THE SUBMODEL CONCEPT

1. Possible to map the component structure of real
systems
e Common base
e Supplier provided models

2. Encapsulated models with well-defined interfaces
e Terminals
e Parameters

3. No nesting of model type definitions

4. No visibility from inside
e No global variables, except time

5. Restricted visibility from outside
e Modelling of interaction; terminals
e Inspection, plotting
e Parameterization

A model consists of three parts:
1. Terminals
2. Parameters

3. Realization
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THE REALIZATION PART

Structured models

1. Composite models
e Interconnected submodels

2. Primitive models
e  Support various frameworks
e Declarative models — Equations, relations
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MULTIPLE REALIZATIONS

A model can have multiple realizations:

1. Realizations of different complexity
e Retaining of old versions for comparison
e Inclusion and exclusion of various features
e Impossible to make the “complete” model
Normal operation — malfunctions

2. Supports abstract components which can be im-
plemented in various ways

We propose a flat multiple realization concept.
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MODELLING OF INTERACTION
BETWEEN SUBMODELS

Should be flexible:
e Anticipate “all” ways of interaction

e Avoid the need of adapters and converters

—

1. Keep the semantics of connections simple
e Equality or zero-sum of terminals
e Facilitates use of block diagrams
e Submodels can handle complex descriptions

2. Component based models give a common base
e Possible to anticipate “physical” interactions
e Hard to anticipate measurements.
e Idealized models of real “physical” connec-
tions as shafts, pipes, electrical wires etc.
e  DBuild libraries of terminals
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TERMINALS

Terminals can be structured

1. Simple
e A single quantity

2. Record
e Interaction involves often several quantities
e May be nested
e FExample: A wire may be described by volt-
age and current

3. Vector
e Has components of the same type
e Example: A cable has of a number of wires
e Example: A mass flow may be multi media

Terminals may be partly unspecified:
1. The types of the subterminals

2. The number of subterminals

to support
1. Generic models
2. Plug in models
3. Abstraction — Top-down development

4. Automatic declaration — Bottom-up development
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MODELLING OF INTERACTION
BETWEEN SUBMODELS

Should be safe and reliable:
e The terminals are holes in the wall
e Automatic consistency checks of connections

p—
Automatic consistency checks of connections

Possible approaches:

1. Structural equivalence of terminal types
e Too weak;
Allows connection of voltage to current

2. Name equivalence of terminal types
e Too rigid;
Information must be encoded

3. Explicit information — terminal attributes
e Examples
” Name of quantity — ISO 31
Unit
Range of validity
Pipe diameter
Name of medium
e A way to propagate parameters
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PARAMETERS

Could be used to define

1.

cs W N

Actual realization version

The type of a submodel; plug-in models

. The number of elements of a submodel vector

. The number of elements of a terminal vector

Physical parameters

A parameter valued could be defined by:

1. Default values

2. Explicit setting by the user

3. Setting by the super model;

hierarchical parameters

Deduced from connections
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FRAMEWORKS TO DESCRIBE BEHAVIOUR

1. Continuous-system modelling
e Describes the behaviour at all times
e ODE’s and PDE’s

2. Discrete-event modelling
e Snap-shoots at instants of “interest”
e Sequence of events and difference equations

3. Qualitative models
e High level models
e Incomplete and uncertain information

Motives for combined discrete-continuous modelling:
1. ODE’s: Basic in automatic control
2. Difference equations: Digital controllers
3. Discrete events: Idealization of short transients

Change of realization
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Assume
1. continuous-time plant model
2. digital controller

3. zero-order hold samplers

How should we interpret the connections

1. Ud = Ye
2. Ue = Yd

—

The model developer must specity connections
between continuous-time models and discrete
models more specificly.
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COMBINED MODELS

Only one framework for a primitive model:
1. Enforces structure and avoids messy models
2. The semantics of variables and equations are
given implicitly

The model developer must describe the causality of
connections between continuous-time models and dis-
crete models.
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SAMPLED MODELS — DISCRETE-TIME MODELS

It is desirable to have the same structuring concepts
when using difference equations as when using ODE’s.

The difficulties are due to different time concepts.

Introduce two discrete submodel types:

1. Discrete-time
e Primitive models uses difference equations
e (Can be composed of submodels
e Interactions are described by relations
e Sampling times are defined at higher levels

2. Sampled

e  Makes it possible to combine frameworks

e The terminals are either inputs or outputs

e The encapsulation functions as a sample and
hold of the terminals

e At sampling times the inputs are read
and the outputs are calculated

e Discrete-time submodels are allowed

Should submodels of ODE type be allowed?
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The unsymmetry due to the introduction of the sam-
pled model type is motivated by:

1. The behaviour of a system between the sampling
points is also important

2. The model developer must define the causality of
connections between two discrete models having
different sampling times

3. The sampled model type makes it easy to achieve
synchronous sampling of discrete-time models
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DISCRETE EVENT MODELS

Well-established modelling style.

Object-oriented programming — Simula.
Procedural descriptions of behaviour.

Knowledge-based engineering — Expert systems
Rules, declarative descriptions.

Will not discuss general discrete-event modelling,
but focus on how ideas can be used in a basically
continuous-system modelling style:

1. Idealized models of short transients
Example: Bouncing ball

2. Change of realization
Example: Normal operation =—> emergency
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DISCRETE EVENT MODELS

Properties:

1. Its terminals should be either inputs or outputs
Can have internal states
. Event: zero-crossing from below of an indicator
Can wait for one or many events

When an event occurs it becomes active

S Ul w0 N

Can switch realizations and set states of other
models
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An Integrated Environment for CACE.

* A unified representation scheme for models

* A coherent user interface
Graphics, direct manipulation, intelligent help

* Symbolic manipulation
* Simulation tools
* Tools for numeric calculations

* Model libraries

* Process and control knowledge bases
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What should be represented?

MODEL STRUCTURE:

Inputs, Outputs, Submodels, Parameters...

BEHAVIOUR DESCRIPTIONS:

Nonlinear equations,
linear statespace descriptions,
transfer functions, qualitative descriptions...

MEASURED BEHAVIOUR:

Real process data, simulation results...

PRESENTATION:

Icons, block diagrams,
animation pictures...
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SEMANT\C NETS To EXPRESS
COMPLEX RELATIONS

R
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Object Oriented Programming

An object is collection of data and procedures operat-
ing on that data.

A class object is a central description of a set of
instance objects.

Class objects can be arranged in a hierarchy of sub-
classes and superclasses.

A subclass inherits properties from its superclasses.

Frames
A frame is a collection of slots.
A slot can have many facets.
Frames can be related by is-a and a-kind-of links.

Procedural knowledge can be attached to slots as
demons.
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— A THREE-LEVEL STRUCTURE —

DPE
\ LEVEL PARAMETER, ’R;\L IZATOR
STRUCTURE
NONLINEAR
| B “TANK.-MOoDE L.
(IEVPEE\_ \ WPUT, oUTPUT
— —~ S\zZE
dh _. _
ax ="t = h
STANCE
\ ‘:.IEV‘::_ “TANKA TANK 2
' SIZe = | S\ZE= 3

INPUT=§& INPUT= O
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MODEL:
terminals:
parameters:
realizations:

TERMINAL:
subclass of:
quantity:
unit:
range:

PARAMETER:

subclass of:

default value:

STRUCTURE:
subclass of:
submodels:
connections:

NONLINEAR:
subclass of:
equations:

The Meta Level

variable

variable

realization

realization



The Type Level

TANK: .
18 a: model
terminals: ql, h
parameters: A a
realization: tank-behaviour

TANK-BEHAVIOUR:

is a: nonlinear
equations: Adh/dt = q1 — q2
g2 = a+/2gh
ql:
1S a: input
part of: tank
quantity: water low
unit: m?> /s
h:
18 a: output
part of: tank
quantity: water level
unit: m
A:
1s a: parameter
part of: tank

default value: 0.1

51
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KEE is a Hybrid System

Rule-based

Multiple

Worlds Reasoning

Lisp

Maintenance

Object Methods

Oriented
Programming

Representation

Objects Active Values

Attributes

Interface

TellAndAsk
Mouse&Menu

KEEpictures

Activelmages3

EE3 Introduction 2
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MopELLING AND SIMULATION

or CuemicaLr Processes

Bernt Nilsson

Introduction

Model structures \n chemical procestes
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Integration Methods
Problem

v=f(ty),  y(to)=1ywo

Discretizations
1. One-step methods (RK)

"

|
=
=

Y;Zf tn+cih,yn+h2ainj )
=1

4

Unt1 =Yn + R Y _b;Y;

\ J:]_

2. Multi-step methods (BDF, Gear, Hampc)

QYn + C1Ynt1 + oo + QpYntk =
h (IBOf(tna yn) e T /ka(tn—Fk; yn—l-k))

The parameters in the discretizations are chosen to
make the discretized equation resemble the original
equation as well as possible.
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Discretization Errors

The local truncation error (LTE) is defined as

dn = Yn+1 — y(tn—l—l)) Yn = y(tn)

and the global error (GE) as

gn = Yn — Y(tn)
An integration method is said to have order p if

ldnll = O(RP™),  h—0
lgall = O(A?),  h—0

The value of GE determines the accuracy of the so-
lution. By chosing an appropriate stepsize (hpy1 =
tn+1 — tn) One can in principal keep GE below a pre-
scribed bound. GE can not be measured and is hard
to estimate, but ||g,|| may be bound in terms of ||d,]|.
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Stepsize Control

Motivation

To take as long steps as possible (efficiency) while pro-
ducing a solution within a given error bound (accu-
racy).

How it is done

1. The user specifies the desired accuracy of the
solution as an acceptable error per unit step, tol.

2. When calculating the solution, the integration
method also produces an error estimate r.

3. Choose the stepsize h such that ||r||/h comes as
close as possible to tol.

The error is measured with the norm

il = mas| —
iy +

?

Note

r#d, r#g
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A Typical Stepsize Control Algorithm

For a method of order p we have
r = ¢hPt!
¢ is O(1) as h — 0, and it depends on the solution of

the differential equation.

Given the error at step n, and assuming that ¢ does
not vary, we can take the next stepsize h,,1 as

tol 1/p
By = ( ) B,
i 77|/ Pn

Irall _,
hn-l—l

—
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Normally some limitations are included, and the con-
trol algorithm reads

tol L/p
htemp =7 ( ) h'n

|7nll/Rn
hn7 if elohn < htemp S ehzhn
hn—l—l — Hma,a:hny if htemp > emawhn
Ptemp, otherwise

The step is rejected, if the error is too large in one
step (||r]||/h > p - tol).

Typical parameter values:

Hlo — 17 p — 1 2
Or; = 1.2 v =
Ormaz = 2.0,
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Rewriting the algorithm

By expressing logh,+1 as a function of logh, the
control algorithm can be rewritten as

1 n
log hpnyt1 = logh, + . (log(fyp - tol) — log( ”Z | ))
Notice
e Integrating controller with gain 1/p.
e The setpoint is ? - tol.

e Limitation, one step anti-windup

An integrating controller has poor stabilizing prop-
erties. The asymptotic relation described earlier is a
weak argument for choosing the integration gain equal

to 1/p.

----------------------

log {4l E

E t g (I

log(7” - tol) logh | - B\ T
—>(-;l-)——' I : P H—

——————————————————————
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New Control Strategy

Different ways to stabilize the system
e Modification of Method

e Modification of Controller

Discrete PI Controller

e, = log(tol) — 1Og( ||’I°n||)

hy
P, =Kp -eq
I,=1,_ 1+ Kjy-e,
hpt1 = exp(Pp + I,)

PID-Controller 7
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Complete Algorithm

Stepsize Increase Limit (with Anti-Windup)
Dead-Zone Omitted
No Safety Factor ~

Kr#1/p

e, = log(tol) — log(”;:”)
P, =Kp-e,
Liemp = In_1+ K1 - eq
hiemp = €xp(Pp + Liemp)

h _ Hmamhna if htemp > Hmamhn
ntl = e otherwise

A, = Itemp + (108 hn+1 - IOg htemp)-
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More Compact Algorithm

S ( tol )KI (||7’n—1||/hn—1)KP h
o |7n ||/ Pn Irall/ P "

h _ Hmaa:hnn if htemp > emawhn
nt+l = Rtemp, otherwise.

Two Parameter Sets for faster handling of rejected

steps
Normal case Rejected case
KP = 0.13 Kp = 0
Ky = 1/15 Ky = 1/5
Omae = 2.0 Omaz = 2.0
P _

= 1.2 p = 1.2
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Modification Steps

a) KI=1/4 dead-zone

0.1
0.05
0 T T T 1
0 1 2 4
c) KI=1/15
0.1
0.05
e I I T 1
0 1 2 4

Problem 6

0.1 -

0.05

0.1 -

0.05 -

b) KI=1/4 no dead-zone

I T T 1

1 2 3 4
d) KP=0.13 KI=1/15

I T T —

1 2 3 4
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Stepsize for different tolerances

norm. error, tol=1E-2 0.08 stepsize, tol=1E-2

JLJP

I i 1 0 1 i ] L]
0 1 2 3 0 1 2 3
_ norm. error, tol=1E-5 0.08 - Stepsize, tol=1E-5
1
\JJJ’( 0.04
c ] I 1 0 I ] i 1
0 1 2 3 0 1 2 3
norm. error, tol=1E-8 0.08 stepsize, tol=1E-§
1
0.04
0 I I I 1 0 I/ ] I i
0 1 2 3 0 1 2 3

Problem 6
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Influence of Dead-Zone

normalized error

0 0.05 0.1 0.15
2.107 . Stepsize

1107

0 0.05 0.1 0.15

Problem 3

normalized error
1
0 i ] ] 1
0 0.05 0.1 0.15
2.10°3 , Stepsize
1107
0 I I 1 1
0 0.05 0.1 0.15
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IWWNWM |

Comparison

yly2y3

0 0.1 02 0.3

normalized error, old

0.5
01 )
0 0.1 0.2 03
2.107 stepsize, old
1107 l’
01 T

0 0.1 0.2 0.3

Problem 3

200 |

100 -

0.5 -

2107

1-107

01

number of steps

normalized error, new

stepsize, new

¥
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Another Comparison

yly2

ok

0 2 4 6 8 10

normalized error, old

1
|

0.5 A|i:
l
OI I 1 I T |
0 2 4 6 8 10
stepsize, old
0.04
- 0.02
07

-

number of steps

400

0 I I I T

normalized error, new

| *v

stepsize, new

0.04
0.02
0

Problem 5 (stiff van der Pol oscilla,tof)



Conclusions

PI-Control leads to

*

*

More Reliable Results

Improved Efficiency
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Appendix

Problem 1

Problem 2

Problem 3

Problem 4

Problem 5

Problem 6

Problem 7

Problem B! in [Enright et al. 1975].
h=~-n+y
g2 = —100y; — y2
¥3 = —100y3 + y4
;l;l4 = —10000y3 - 100y4
Problem C2 in [Enright et al. 1975] with 4 = 0.1.
h=-yn+2
g2 = —10y2 + By}
gs = —40y3 +48 - (41 + 43
91 = —100ys + 103 - (v} + v3 + 43)
Problem D2 in [Enright et al. 1975].
7 = ~0.04y; + 0.01y,y3
g2 = 400y, ~ 100y2y3 — 300043
g3 = 303
Problem E2 in [Enright et al. 1975].
=y
==y -n

Problem E2 in [Enright et al. 1975] (sligthly changed).

h =1y
g2 = 50(1 - y{)y2 — 10y
Problem E3 in {Enright et al. 1975].
i1 = —(55+ y3)y + 652
Y2 = 0.0785(y1 — y2)
¥3 = 0.1y
Brusselator, a. 3 =3.0, b. g = 8.533
1= 1.0+ yiy — (B+ 1.0
g2 = By1 — yiy2

y1(0)= 1.0
y2(0)=0.0
y3(0) = 1.0
44(0) = 0.0
¥1(0) = 1.0
¥2(0) = 1.0
y3(0) = 1.0
y4(0)=1.0
yl(O) =1.0
¥2(0) = 0.0
¥3(0) = 0.0
1(0)=2.0
¥2(0) = 0.0
$(0) =20
¥2(0) = 0.0
3(0) = 1.0
y2(0) =1.0
y3(0) = 0.0
$n(0)=13

¥2(0)=p
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87.10.20 - 17:40:25 nr: 2
hcopy meta/fig2 "1/(s+1)*4, PID, n=50, hampc"

y

0.5

[}
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hcopy meta/fig3 "1/(s+1)d, PID, n=50"
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stepsize

for rkf23

0.12

0.1

0.08

0.06t

0.04+

0.02|

10
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SERC, UK

1. Joint SERC/STU Workshop on Expert Systems
and Data Bases for Control System Design and
Application, Cambridge, UK, April 1987
K-E Arzén: Knowledge based controllers
K.J. Astréom: Expert control methods for

assessment of achievable control performance

P. Persson: An expert system interface for Idpac

2. ECSTASY
Env. for Control System Theory Appl. and
SYnthesis

Embryo, early January 1988
Interfaces to ACSL and Matlab
Implemented using PA SET tools
Runs on the SUN 3/50

We will be a B-test site

3. Cambridge Control markets Simnon in the UK.
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DTH, DENMARK

Morten Lind is a newly appointed professor at
Servolaboratoriet.

His interests include:

1.

S

Qualitative and quantitative modelling

Control design methods for complex plants
Modelling of the design procedure
Categorization of plant knowledge for the design

Use of design knowledge for supervision and fault
diagnosis.

We have visited each other a number of times and
discussed joint projects:

1.

2.

Analyse some existing designs from the perspec-
tive of the three level design model.

Analyse the pole placement design procedure and
develop a knowledge base.



93

GENSYM CORP.

We have got G2 for the Symbolics to a low price.

We have a good dialogue with Robert Moore.
He visited us in October 1987.

They need better tools for model development in G2.
Bjorn Tyreus, DuPont, USA
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UNIVERSITY OF MARYLAND

. Exchanged Hibliz for software for symbolic
manipulation of non-linear systems.

2. Exchanged Simnon for their design software.
3. The CONSOLE-SIMNON tandem

for optimization-based design (Andre Tits).

. Models of chemical processes (A. Asbjoernsson).
There is a possibility of joint projects.



POSSIBLE FUTURE PROJECTS

e Model development and knowledge bases
General tools and concepts
Application dependent tools

Chemical processes
Power plants

e Qualitative analysis of quantitative models
Order of magnitude reasoning
Insight

e Qualitative modelling and simulation
Tools and concepts
Incomplete and uncertain information

e Control design
Knowledge bases and algorithms

e Automatic implementation of controllers
e Expert control and real-time expert systems
e Tools for data analysis

e Simnon II

95
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POSSIBLE DIRECTIONS

11

Expert Control and Real-time Expert Systems

e (Continuation of the thesis project

The real-time expert system framework

Port to Symbolics — PC AT environment
User interface
Other extensions

The control parts
Auto-tuning
Adaptation

e Expert systems for process monitoring and fault
detection

Active research area

G2
Morten Lindh

Real complex process

e Fuzzy or rule-based control
Compare with traditional PID control

Investigate recent qualitative methods
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Em STYRELSEN FOR TEKNISK UTVECKLING

SWEDISH NATIONAL BOARD FOR TECHNICAL DEVELOPMENT

PROTOKOLTL

fran sammantride med STUs styrgrupp fér ramprogram CACE den
26 mars 1987 k1 9 00 - 13 00 pa& STU.

Narvarande:

§

§

2

3

4

5

Sven Gunnar Edlund
Claes K&llstrdm
Sven Erik Mattsson
Gustaf S&derlind
Karl Johan Astrém
Arne Otteblad

Formalia

Sven Gunnar Edlund valdes till ordfdrande f6r samman-
triddet. Arne Otteblad valdes till sekreterare,
Sven Erik Mattsson valdes till justeringsman.

Foregdende protokoll godkdndes. Dagordningen godkdndes.

Karl Johan Astrdm meddelade att en arbetsstation av
mérket Symbolics nu inkdpts f&r anslaget pa FRN-ramen.

Betridffande det CACE-seminarium som genomfdrdes den

25 mars radde enighét om att det gjordes fina presen-
tationer och att seminariet som helhet genomfdrdes

vdl. Det betonades att dessa samlingar inom ett ram-
program &r viktiga som inspirationskdlla och att den
"feedback" som kom fra&n industrisidan ar viktig for att
minska gapet mellan forskningen och industritill&mp-
ningen.

Det fortsatta CACE-programmets malsattning diskuterades
intensivt. Stor enighet r&dde om att det var nédvéandigt
att gora madlet betydligt sndvare &n det hade varit un-
der ramprogrammets forsta tre ar. Expertreglerings-
projektPnsags lampligt att driva utanfdr ramprogrammet
med hjdlp av andra finansieringskdllor. Den stora skil-
jelinjen gdllde om man skulle satsa pd processanalys och
identifiering eller modellutveckling och simulering.

S& smadningom enades styrgruppen om att tillstyrka en
huvudinriktning mot en verktygsladda for modellutveckling
och simulering med férhoppningen att man ndsta 3-ars-
period skulle kunna arbeta med en verktygslada £for
processanalys och identifiering.

Sven Erik Mattsson redovisade ett utkast till ansdkan
avseende att anvinda de CACE-pengar som aterstod for
budgetiret 1986/87 till inkdp av arbetsstationer {i
enlighet med tidigare planer). Styrgruppen tillstyrkte
att resterande medel anvindes f6r detta &ndamal.
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STYRELSEN FOR TEKNISK UTVECKLING

SWEDISH NATIONAL BOARD FOR TECHNICAL DEVELOPMENT

Sven Erik Mattsson och Arne Otteblad fick i uppdrag

att arbeta vidare med programplanen fOr ramprogrammets

fortsidttning utgdende fran det utkast som presenterades
vid motet (se bilaga till originalprotokollet) och f61-

jande disposition:
1. Bakgrund
2. Motiv for att fullfdlja programmet
3. MAalsdttning fOr det fortsatta ramprogrammet
4. Plan foOr den fortsatta verksamheten
5. Nyttiggdrande och resultatspridning
App. A. Genomfdrda pilotprojekt

B. Kontaktnat
Inneh&llsmidssigt var styrgruppen ndjd med utkastet.till
programplan. Betr&dffande ramprogrammets namn tillstyrk-
te styrgruppen en dndring till "Datorbaserade hjdlp-
medel for utveckling av styrsystem".
Nista sammantridde bestidmde man genomfdra som telefon-
méte den 3 juni k1l 13. H&rvid skall ansdkningar £0r

ndsta budgetar diskuteras.

Vid protokollet

AR P

Arne Otteblad Justeras .
STU S
VI

Sven Erik Mattsson
LTH
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STYRELSEN FOR TEKNISK UTVECKLING

SWEDISH NATIONAL BOARD FOR TECHNICAL DEVELOPMENT

PROTOKOLL

fran telefonméte med STUs styrgrupp fOr ramprogram CACE den
3 juni 1987 k1 13 00 - 14 00

Deltagare:

§ 1

§ 2

s 3 af
b/

§ 4

§ 5

Sven Gunnar Edlund
Karl Eklund

Sven Erik Mattsson
Eric Sandewall
Gustaf Sdderlind
Arne Otteblad

Formalia

Ordfbrande: Sven Gunnar Edlund
Sekreterare: Arne Otteblad
Justeringsman: Sven Erik Mattsson

Programplanen for ramprogrammet i det utfdrande
som godkdnts av STUs styrelse den 5 maj 1987 hade bifogats
kallelsen. Styrgruppen noterade att planen blev bra.
Eric Sandewall kommenterade speciellt realtidskunskaps-
system och planstyrda system och skall ta initiativ
till diskussioner av deras gradnsyta mot CACE.

En ansSkéan fran Karl Johan Astrdém med titeln “Verktyg
for modellutveckling och simulering" f8reldg. Den av-
sag verksamheten vid institutionen f&r reglerteknik

LTH under budgetéaret 1987/88 till en kostnad p& 1 360
kkr. Styrgruppen konstaterade att projektet stidmde

vdl med programplanen och innehdll alla de moment som
planerats ingd i programverksamheten. Styrgruppen till-
styrkte medel till projektet i &skad omfattning.

Frédn SSPA Maritime Consulting AB fdreldg en ansdkan pa
140 kkr under 1987/88 avseende "Utveckling av animerings-
metod fOr fartygssimulering". I Claes Kallstroms borto-
varo konstaterade styrgruppen att man ej hade tillré&cklig
information fOr att ta stallnlng till projektet. Under-
tecknad sekreterare fick i uppdrag att diskutera projek-
tet vidare med Claes K&llstrdm.

Fradn Percy Hammond i England hade ett fdrslag till avtal
mellan STU och SERC angaende programutbyte och samarbete
inom CACE-omr&det kommit till STU via Karl Johan Astrdm.

Styrgruppen hade en kort diskussion kring avtalet och
betonade speciellt att det bdr vara "symmetriskt". Under-
tecknad fick i uppdrag att diskutera avtalet vidare med
Karl Johan Astrém.

Ndsta styrgruppsmdte skall h&llas den 25 november 1987
i Lund.

Vid protokollet
=X A e e

C i WY
Arne Otteblad Justeras
STU Svon oo /%/%mv

Sven Erik Mattsson
LTH
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STYRELSEN FOR TEKNISK UTVECKLING

SWEDISH NATIONAL BOARD FOR TECHNICAL DEVELOPMENT 1987-12-30

Arne Otteblad/ksb

PROTOKOLL

fradn mote med STUs styrgrupp fOr ramprogram CACE den 25/11 1987

kl 10,00
hogskola.

- 17,00 vid Institutionen for reglerteknik, Lunds tekniska

N&arvarande: Styrgruppsmedlemmar:

Sven Gunnar Edlund
Claes K&llistrom
Gustaf Soderlind
Arne Otteblad

Projektengagerade:

Sven Erik Mattsson
Gustaf Olsson (delvis)
Dag Briick

Karl-Erik Arzen

Mats Andersson

Kjell Gustafsson
Bernt Nilsson

Tomas Schdénthal

Foljande formaliteter avklarades inledningsvis:

Ordfdrande fO0r mdtet: Sven Gunnar Edlund
Sekretérare: Arne Otteblad
Justeringsman: Sven Erik Mattsson

Den fOreslagna dagordningen godkéandes.

Protokoll fra&n sammantridde den 26/3,87 och telefonmdte den
3/6,87 godkandes.

I samband med genomgdngen av fOregaende protokoll (3/6,87)
gjordes foljande kommentarer.

a) (§2). Eric Sandevall har gjort en beskrivning av sitt
projekt "Planstyrda system". Arne Otteblad skickar kopia
till styrgruppsledaméterna.

b) (§3). Ansdkan fr&n SSPA Maritime Consulting AB har avforts
i samr&d med sokanden.

c) (§4). SIMNON finns nu tillgdnglig som en kommersiell produkt
i England.

Sven Erik Mattsson, Mats Andersson, Bernt Nilsson och Kjell
Gustafsson gav med hjdlp av overheadbilder (kopior utdelades)
en fin Sversikt Over huvudprojektet och dess tilld&mpnings-
projekt.

Speciellt kan nadmnas att Sven Erik M redovisade problem med
uppdatering och underh&ll av arbetsstationen IRIS 2400. Styr-
gruppen tillstyrkte en uppgradering till IRIS 2400 Turbo
(kostnad cirka 20 000 dollar).
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STYRELSEN FOR TEKNISK UTVECKLING

SWEDISH NATIONAL BOARD FOR TECHNICAL DEVELOPMENT

En livlig diskussion f&rdes rOrande underhdll av simulerings-
modeller efter utvecklingsfasen. Styrgruppen var enig om att
dessa aspekter dr utomordentligt viktiga och bdr beaktas i
det fortsatta arbetet.

§ 4 Gustaf Olsson beradttade om IT-Centrum-Syd och dess IT-LAB.
Det hela &dr tdnkt som en flexibel organisation som verkar
langsiktigt.

Arne O informerade om programmet "Driftutvecklingssystem for
processindustrin" och dess koppling till CACE diskuterades.

§ 5 Med utgdngspunkt fran presentationer som gjordes av Sven Erik
M, Karl Erik A och Sven Gunnar E diskuterades den framtida
programverksamheten pa det reglertekniska omradet. Styrgrup-
pens ledamoter funderar vidare Over detta och fortsatter dis-
kussionerna vid ndsta sammantrade.

§ 6 Ndsta sammantrdde beslots h&llas i Lund den 20 april 1988.

§ 7 Dagens sammantrdde avslutades med demonstrationer bl a av G2.

Vid protokollet

Arne Otteblad
STU Justeras.
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