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Influence of excited-state Pr3* on the relaxation of the
Pr’*:YAIO, 3H,-'D, transition
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Two-pulse photon-echo measurements on the 0.1 at. % Pr’*:YAIlO, 3H,-'D, transition suggest that
the relaxation time depends on the density of excited states created by the excitation pulses. The depen-
dence of the relaxation time on the intensity of each excitation pulse shows that our results are incon-
sistent with instantaneous spectral diffusion, a model often invoked in this type of experiment, where ex-
cited states created by the second pulse chiefly influence the relaxation time. A homogeneous linewidth
contribution, noted in previous work as being of unknown origin, is eliminated at low excitation

fluences.

There is currently considerable interest in understand-
ing and modeling relaxation processes such as ion-ion
and ion-lattice interactions, in rare-earth-ion-doped crys-
tals at low temperatures both from a fundamental point
of view and for potential applications.! “® Coherent opti-
cal transient techniques are commonly used for retrieving
information on the dynamic processes in such crystals,
and recently the effect of excitation pulse intensity and
energy on the observed dephasing process has been
brought to attention.” !*. For the free induction decay
(FID), an extrapolation to zero excitation intensity is
necessary for extracting the homogeneous linewidth for
the material studied. Such extrapolations were often
compared with a photon-echo measurement to ascertain
that the correct value was obtained.'>!>. There is, how-
ever, now increasing evidence that, at least for the rare-
earth-doped crystals, the energy and intensity of the exci-
tation pulses also affects the linewidth and dephasing
time measured using photon echoes.” %1274 Generally,
this intensity dependence is ascribed to instantaneous
spectral diffusion'®”!® where states excited by the second
pulse destroy the rephasing of the echo signal. A very
clear demonstration of such a case was recently present-
ed.!”

In this paper we describe an excitation-energy-
dependent relaxation mechanism for the *H,-'D, transi-
tion in 0.1 at. % Pr’**:YAlO,,'?, which, contrary to the
recent investigations in Eu**:Y,0; (Refs. 7 and 10) and
Tb3+:LiYF4,12 cannot be explained in terms of instan-
taneous spectral diffusion. At low excitation energies the
measured homogeneous linewidth for this transition is far
narrower than that observed in previous experiments,
and we suggest that a previously unidentified contribu-
tion to the homogeneous linewidth"!® is due to the
excitation-energy-dependent effect studied in the present
work.

The experimental setup consists of a Coherent Radia-
tion CR699-21 ring dye laser pumped by a Coherent Ra-
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diation Innova-200 argon-ion laser. The two-pulse exci-
tation sequence is produced by gating an acousto-optic
modulator (AOM) and focused into the Pr®*:YAIlO, crys-
tal, which is immersed in a liquid-helium cryostat. The
sample was normally kept at a temperature of 4.6 K, but
decay rates were the same at 4.6 and 2 K for high as well
as low excitation energies. A Pockels cell between
crossed polarizers is gated to transmit the photon echo
generated by the excitation sequence to the RCA C31034
photomultiplier tube (PMT). A second Pockels cell in-
serted between parallel polarizers in front of the cryostat
is gated at the same time, closing the beam path between
the AOM and the cryostat and thus blocking the
continuous-wave (cw) leakage through the AOM before it
reaches the PMT during the echo-detection sequence.?’
The PMT signal is processed by a gated boxcar integra-
tor. Data collection and timing between the AOM, Pock-
els cells, and boxcar is performed by a PDP 11 computer
through two digital-delay generators (Stanford Research
System DG535).

The excitation pulses were attenuated either by
neutral-density filters or by reducing the output voltage
of the delay generator gating the AOM driver. In con-
trast to merely changing the gating voltage at the input
of AOM driver, the neutral-density filters also attenuated
the cw leakage that reached the sample between pulses,
and this approach was therefore used at the very lowest
excitation pulse energies. These two methods of at-
tenuating the excitation pulses, however, produced the
same echo-relaxation time 7', within 10%. Thus the cw
leakage ( <50 uW at the crystal) did not appear to have
any significant effect on the dephasing time at high or in-
termediate pulse energies in this experiment. Figure 1
shows an experimental recording of the photon-echo sig-
nal as a function of delay between excitation pulses, to-
gether with a least-squares fit with the assumption of ex-
ponential decay of the photon-echo signal. All the data
in this work were fit to the equation I, =I,exp(—47/T,),
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FIG. 1. Experimental two-pulse photon-echo decay together
with a fit with the assumption of exponential decay, yielding
T,=24 us.

where I, is the echo intensity. Although the echo-decay
curves, in general, were slightly nonsimple exponentials,
as a function of 7, all the data points could be filled to a
simple exponential decay to within £5%. The solid line
in Fig. 1 is obtained with T, =24 us.

Figure 2(a) shows the logarithm of T, for the *H,-'D,
transition in 0.1 at. % Pr’*:YAIlO; as a function of the
logarithm of the sum of the energy in the two excitation
pulses. Depending on excitation pulse energy, it is possi-
ble to measure both significantly longer and significantly
shorter relaxation times than the 35-us value reported
previously.! The duration of the excitation pulses was
normally set to 900 ns. The triangles in Fig. 2 represent
measurements where the first and second pulses have the
same excitation energy. The solid (open) squares
represent the photon-echo relaxation measurements when
the first (second) excitation pulse has higher energy than
the second (first) pulse. In Fig. 2(b), T, is plotted as a
function of first-pulse excitation energy and in Fig. 2(c) as
a function of second-pulse energy. Thus, on the left-hand
side in Figs. 2(b) and 2(c), the variation of photon-echo
decay time T, when one of the excitation pulses (first or
second) is kept fixed at a low energy, while the energy of
the other excitation pulse is increased, can be seen. The
solid line in Fig. 2(b) shows the T, for a weak second
pulse, calculated from a semiquantitative analysis using
the instantaneous-spectral-diffusion (ISD) model, de-
scribed below.

The physical mechanism for the change of dephasing
time due to ISD (Refs. 9, 10, 12, 16, 17, and 21) is that ex-
citation (or deexcitation) of a dopant ion changes its per-
manent electric (or magnetic) dipole moment, which
causes a change of the local crystal field in the vicinity of
the ion. This change of field may cause the transition fre-
quency of any nearby ion to change. If this change
occurs while this second ion participates in the genera-
tion of a photon echo, the rephasing of this second ion
will no longer occur at the echo time and the echo signal
will decrease. For ISD a strong second pulse has a larger
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effect on the echo-relaxation time than a strong first pulse
because a change in crystal field induced by the first pulse
only changes the inhomogeneous absorption frequencies
and does not destroy the photon-echo rephasing. Huang
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FIG. 2. Triangles represent points where first and second ex-
citation pulse has the same energy, solid squares where the first
pulse has larger energy, and open squares points where the
second pulse has larger energy. The x axis is (a) the sum of the
energy in the two excitation pulses, (b) the energy of the first
pulse, and (c) the energy of the second pulse. Solid line in (b) is
a prediction of T, when the second pulse has the lowest energy
based on the instantaneous spectral diffusion model.
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et al.’® observed approximately a factor of 10 shorter T',,

with a strong second excitation pulse than with a strong
first pulse. If the radiative lifetime (7, ) of the upper
state is known, the decrease of T, due to a strong first
pulse can be estimated from the decrease due to a strong
second pulse with the assumption that the ISD mecha-
nism is responsible for the change in T,.>!° Using the
approach described in Ref. 9, the line in Fig. 2(b) is the
ISD prediction of T, versus first-pulse energy calculat-
ed?? from the values with a strong second pulse and with
the assumption that Ty is 185 us.! As can be seen from
Fig. 2(b), the ISD model fails to predict the dependence
of T, on first-pulse energy.

In an attempt to parametrize 7, as a function of
photon-echo signal size, we repeatedly performed mea-
surements in which either the first or second excitation
pulse was one or two orders of magnitude smaller than
the other pulse. This test gave no indication that the
echo-signal size was a relevant parameter for describing
the intensity-dependent dephasing. However, for the
largest differences in excitation energies, a 10-15%
shorter T, was observed for a strong second pulse than
for a strong first pulse. This difference is small compared
to the factor of 3 difference in T, observed in Fig. 2, but
it indicates that there may still be a minor contribution to
the excitation-energy-dependent dephasing from ISD.

Optically dense samples have also been shown to yield
intensity-dependent relaxation times.”> A simple physical
picture of the mechanism leading to this intensity depen-
dence is that in a sample of high optical density a sub-
stantial amount of the photons in the excitation pulses (as
well as in the echo) will be absorbed during the propaga-
tion through the crystal. Ions at the rear end of the crys-
tal will therefore experience a lower-excitation-energy
fluence than ions at the face where the excitation pulses
enter the crystal.??> A strong first pulse, however, may
saturate the transition; thus the second excitation pulse,
as well as the echo, will then experience less attenuation
as it propagates through the crystal. For longer delays
between the first and second excitation pulse, ions excited
by the first (second) pulse will have more time to decay
before the second pulse (echo) propagates through the
sample, and absorption will therefore increase as a func-
tion of delay. This additional mechanism will reduce the
photon-echo signal, yielding an apparent decrease of T,
as a function of excitation energy.?

To find out whether the observed intensity dependence
was due to the optical density effect, we studied two sam-
ples, 1 and 0.4 mm long, cut from the same crystal.
These samples had optical densities of 1.3 and 0.6, respec-
tively, at the line center of the *H,-'D, transition. Two
observations suggest that the observed intensity-
dependent relaxation is not an optical density effect.
First, for identical excitation and focusing conditions, the
two samples gave the same apparent T, within 10%, and
second, no significant difference between the slopes in
log-log plots of T, versus excitation-pulse area could be
seen for the two samples. The first part of this test was
conducted both with strong excitation pulses, yielding a
T, of 25 us, and at lower energies yielding a T, of about

50 us.

Within the range of excitation energies used for any
given focusing condition and excitation-pulse temporal
width, only the sum of the energy in the two excitation
pulses could be used to parametrize variations in 7,. Not
surprising, therefore, the pulse area of the excitation
pulses could not be used for the parametrization. This is
illustrated in Fig. 3, where in Fig. 3(a) T, versus pulse
area is shown for excitation pulses of duration 450 ns
(squares), 900 ns (crosses), 1800 ns (plus signs), and 3600
ns (diamonds), and in Eq. 3(b), T, versus total excitation
energy is shown for the same set of data. Pulse areas in
the present work were generally kept between 7/2 and
7/16. A fair amount of the measurements could there-
fore be considered to be in the small-angle limit. Usually,
in the small-angle limit, the number density of excited
ions is considered to be proportional to the pulse angle.
However, as the excitation-pulse duration is made short-
er, not only does the pulse area become smaller, but the
excitation-pulse bandwidth will also be larger. Therefore,
when the bandwidth dependence of short excitation
pulses is taken into account, the number density of the
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FIG. 3. Logarithm of T, vs (a) excitation-pulse area and (b)
excitation-pulse energy. Duration of excitation pulses is 450 ns
(squares), 900 ns (crosses), 1800 ns (plus signs), and 3600 ns (dia-
monds).
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excited state is no longer directly proportional to the
excitation-pulse area.

Based on the recorded data, it appears reasonable to
assume that the density of excited states is a critical pa-
rameter for the increase in dephasing rate. The fact that
excitation far out in the wing of the inhomogeneous line
yielded comparatively long 7', at high excitation energies
is also consistent with the assumption that the number of
density of excited ions is the important parameter. The
bandwidth of the excitation pulses is approximately given
by the inverse pulse duration. Although the CR699-21
linewidth is nominally 1 MHz, this is the linewidth mea-
sured over time scales of the order of seconds. For a few
microseconds the width is much narrower.!! During the
time between excitation pulses (here always less than 100
us), there might be some drift of the laser frequency!!
such that the second pulse would not address exactly the
same homogeneous subgroup as that excited by the first
pulse within the inhomogeneous profile. This drift would
then act as an additional decay mechanism shortening
T,, but this contribution would be intensity independent.

It is surprising that the 0.1 at. % Pr’**:YAIlO, sample
investigated here appears to have an intensity-dependent
dephasing mechanism so different from that in 2 at. %
Eu**:Y,0; (Ref. 10) and 1 at. % Tb*>*:LiYF,.'? The
different behaviors observed could be related to the aver-
age distance between excited ions in the different investi-
gations. In the Pr’*:YAIO; crystal, the dopant ion con-
centration is a factor of 20 lower, the inhomogeneous
linewidth is a factor of 2 smaller,' and the bandwidth of
the (stronger) excitation pulses is two orders of magni-
tude smaller than in the Eu®*:Y,0; work. With the as-
sumption of microscopic inhomogeneous broadening,?*%>
the average distance between excited ions (or, alternative-
ly, to the nearest excited neighbor) for a given pulse area
is then an order of magnitude larger?® in the Pr’T:YAIO,
crystal, and compared to the Tb*>':LiYF, (Ref. 12) work,
the difference is even larger. Any short-range effects
should therefore be less dominant in the present work.
An earlier observation of intensity-dependent T, on the
3H,-*P, transition in 0.01 at.% Pr:YAG (Ref. 9) ap-
peared to give a result that could partly be described with
the ISD model. Although the effect of an intense first
pulse also in Ref. 9 was too strong to be described by the
ISD model, the second-pulse intensity still had a
significantly larger impact on the dephasing rate than re-
ported here. The bandwidth of the excitation pulses in
the Pr:YAG work was about a factor of 30 larger than in
Ref. 10, and the distance between excited ions would
therefore be intermediate between the two cases discussed
above. The analysis above is, however, contradicted by
the observation in Ref. 7, where the intensity-dependent
behavior in Eu’*:Y,0; at low densities of excited states
was consistent with ISD.

A possible explanation of the excitation-pulse intensity
dependence we observe is an intensity-dependent spin-flip
rate. The homogeneous broadening of the Pr3* optical
transition is caused by the interaction of Pr’** nuclear
spin with a time-dependent magnetic field due to neigh-
boring spins. At low temperatures the time-varying mag-
netic field is produced by the energy-conserving mutual

spin flips of the Al ions. However, the Al spins neighbor-
ing the Pr’* are strongly detuned from the bulk Al spin
as a result of Pr-Al dipolar interaction.!” Therefore, the
number of neighboring Al spins taking part in mutual
spin flips is greatly reduced, leading to the so-called
“frozen-core” effect.! The Pr-Al spin interaction is an or-
der of magnitude smaller for the excited 'D, state, than
for the 3H4 ground state.! Therefore, the frozen-core
effect is substantially reduced by a substantial population
of excited D, ions, leading to a greater excitation-
intensity-dependent mutual spin-flip rate. In this model
the intensity dependence of the relaxation rate is due to
the production of optically excited Pr** ions, but unlike
the ISD effect, the increased relaxation rate reflects an in-
creased dephasing rate. Furthermore, there is no asym-
metry in the effect of the two excitation pulses on the
echo-relaxation rate. The magnetic-field data (see below),
however, contradict this explanation based on the
frozen-core model. It is therefore unlikely that the
frozen-core effect is responsible for the intensity-
dependent relaxation that we observe.

Figures 2 and 3 cannot directly be extrapolated to zero
excitation energy. Generally, the longest T, observed
was around 70 us. Specifically, this was T', observed us-
ing unfocused excitation beams giving an intensity of less
than 1 W/cm? during the 900-ns pulses. This measure-
ment correspond to a homogeneous linewidth [full width
at half maximum (FWHM)] of 4.5 kHz. Previously, the
observed homogeneous linewidth v, of 9 kHz has been
divided into 1 kHz from the 185-us radiative lifetime
Yraa» 5 kHz from magnetic-dipole-induced spin flip flops
of Al nuclei in the lattice, ¥,,,,, and the remaining 3 kHz
attributed to an unknown broadening mechanism y,,.
Thus ¥(ota1=Vrad TV magT7.- Based on our results, we
infer that the last linewidth contribution above can be el-
iminated using sufficiently low excitation energies. This
is supported by measurements at low excitation energies
witl;oa small magnetic field (~ 100 G) applied to the sam-
ple.

We have also briefly performed two-pulse photon
echoes on the °H,-'D, transition in 0.01 at.%
Pr’t:.YAG using low excitation energies and observed
echo-decay times corresponding to a T, around 50 us.
Previously, a decay corresponding to a T, of 20 us had
been observed in a crystal of concentration 0.15 at. %."?%’
A longer T, than previously measured values was also
observed for Eu’*:Y,0; in Ref. 7. The general implica-
tion of these observations appears to be that for some
samples two-pulse photon echoes using excitation-pulse
areas of 7/2 and 7 will not provide us with the intrinsic
homogeneous decay time of the sample. For example,
one can see from Fig. 3(a) that the longer excitation
pulses with narrow Fourier widths produce longer T,
values than shorter pulses with the same pulse area. The
reason for this is that because of their larger bandwidth,
the shorter pulses must excite a larger number of ions to
produce a given flip angle for the Bloch vector, and this
larger number of excited ions causes additional dephas-
ing.

In conclusion, an excitation-energy-dependent homo-
geneous dephasing time has been observed on the 3H,-
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D, transition in 0.1 at. % Pr**:YAlO,. We cannot ex-
plain this observation by the instantaneous spectral
diffusion effect or as an optical density effect. The change
in dephasing rate can, within the range of excitation ener-
gies studied, be parametrized as a function of the sum of
the energies in the two excitation pulses, but not as a
function of pulse area, pulse intensity, photon-echo inten-
sity, or as a function of the energy in one of the excitation
pulses only. As in earlier two-pulse photon-echo mea-
surements, and unidentified homogeneous linewidth con-
tribution of nonradiative and nonmagnetic origin appears

to be eliminated by using small excitation-pulse energies.
Thus, at the lowest excitation intensities, the homogene-
ous linewidth observed in this work is smaller than that
previously observed for this transition.
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