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Synpac Commands — Usev’'s Guide

This is the guide to the commands in the program Synpac. It
will give information on how to call the different commandss
what their function are and what method iz used. ln many
cases hints and examples are incleded.

Synpac is an interactive command oriented program package.
1t is aimed at the design of control algorithms for multi
input — multi output dytnamical systems on state space farima.
Both continuous time and discrete time systems can be
handled.

The intended design criteria are the shape and speed of time
responses as well as pole/zern configurations and freguency
responses. Also the influence of noise on the system may be
a design criterion. The main but not only design tool is
linear quadratic methodss used both for regulator and
observer design. The 'design knpbs' arve in these cases the
assignment of values for the respective quadratic criteria.
This design scheme has proved intuitively mnatural and is
gasy to learn. It is supported with a function that helps in
transforming the criteria matrices to a suitable form.
Methods also exist to adapt the resulting design to a
suboptimals but maybe more realistic one.

Te achieve these goals: Bynpac contains the following

facilities:

a) Matrix definitions handling and operations.

h) System definition.

c) Eigenvalue (pole) computations.

d) Frequenty response evaluation.

e) 8imulation.

£y Graphic output of time and frequency responses.

g) Solution of the stationary Ricecati equation for optimal
regulators and observers.

h) Design of reduced ordevr regulators and observers.

i) Generation of deterministic and stochastic test signals.

Bynpac is & member of a family of program packages with
identical structures and interaction. Further reading on the
interaction and the general use of these pragrams ©an be
found in the two reportst

1. J. Wieslanders H. Elmgvists INTRAC — A Communication
Module for Interactive Programs — Language Manuals
TFRT-7132y Dept. of Automatiec Controls Lund Institute of
Technology: Lund: Sweden.

2. J. Wieslander: Interactive Prgrams for Analysis and
Design of Control HBystems - General Guides TFRT-3156:
Dept. of Automatic Controls Lund Institute of Technology:
Lunds Sweden.



These programs were developed with financial support from
the BSBwedish Board of Technical Developments contracts
73-3553s 75-3776 and 77-3548. They represent the combined
effort of many members of the department over several years,



Commands Available in Synpsac

The following is a structured list of commands available in
Synpacs together with a short indication of their use.

1. Input & Output

AGR -
EDIT -
LIST -
MOVE -

Edit an zggregate file

Edit a symbolic file

Output data on user readable form
Move data in the data base

2. Graphic Output

BODE

HCOPY
N1C -
NY@ -
PLEV
PLOT -

Draw curves in a diagram with logarithmic scales
Take a hard copy of the last graphic output
Display a freqguenhcy response in a Nichols diagram
Display a freguency response in a Nyquist diagram
Display eigenvalues stc in the complex plane

Draw curves in a diagram with linear scales

3. Time Series Operations

CONC -
CORNOC
CUT -
INSI
PICK -
SCLOP
STAT -
VECOF

1

t

I

‘4, Matrix

ALTER -
EIGEN -
ENTER -
EXPAN -
MATOP -
REDUC -
UNITM -
ZEROM -

5. System

CONT
POLES
SAMP
SIMU -
sP88 -

1

Cancatenate two time series

Generate a correlated noise time series
Extract a part of a time series
Generate time series

Pick eguidistant time points

Do scalar operations on a time series
Compute some statistical numbers

Do vector operations on a time series

Operations

Alter elements in a matrix

Compute the eigenvalues of a matrix
Enter a matrix element by element
Generate a matrix from sub-matrices
Perform matrix operations

Extract a submatrix

Generate a unit matrix

Generate a zero matrix

Conversion & Analysis

Convert to caontinuous time form

Compute the poles of a system

Convert to discrete time form

Simulate the time response of a system
Compute the frequency response of a system



.FTEST

8YS0F -
BYBT -
TRANS -

&. Design

FEEDF -
KALF 1 -
LUEN -
OPTFE -
PENLT -
PPLAC -

RECON -

REEFB -

Generate a system from its subsystens
Generate a system description

Convert a criterion from continuous time
to discrete time form

Design feedforward control

Compute a2 Kalman filter gain

Help construct a reduced order observer
Compute & linear guadratic state feedback
Reduece a penalty function to stendard fovrm
Pole placement for single input systems

State reconstruction for single input systems
Compute an output feedback

7. Miscellaneous

'DELET -

FHEAD -

t

TURN -

Delet a file from the data base
Ingpect and change file parameters
Test the existence of a file
Change program switches

8. Alphabetical Command List



Input & Output

GROUT - name of resulting aggregate file
by default AGROUT = AGRIN
- hame of priginal aggregate file

‘The sub-commands implicitly use a pointer to the current
.cpmpunent file. .

LOOK ENAME]

; Display the table of contents of AGROUT.

If NAME is presents then only the entries named NAME:
if anys will be displayed. The pointer is not affected.
For each entrys one may see if it is flagged for
insertions deletiony and/or isoclation.

KILL
" Leave sub~command mode. Current AGR-command
ineluding sub-commands will have no effect.

Leave sub—command mode. Current AGR-command
including sub-commands will take effept.

Loc NAME
Make the pointer point at the component file NAME.
The scan takes place between the current pointer
location plus one and the last entrys at which place
the pointer remains in cese of ho success.

REP [NAME]
Replace the component file at the current pointer
location by the individual file NAME
The pointer ig not affected.
By defsult NAME equals the name af
the component file at the current pointer location.
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AGR
DEL
Delete the component file at the current pointer
locations then auto-decrement the pointer.
180
Bhort for isclates i.e. copy the component file at the
current pointer location to an individual file
with the same name. The pointer is not affected.
TOP
Make the pointer point above the first comporent file.
INS NaME
Insert the individual file NAME after the current
pointer location: then auto-increment the pointer.
BOT
Make the pointer point at the last compornent file.
REM
Remove the REP. DEL and IS0 flags from the current
pointer location. The pointer is not affected.
ADY LNR1
Advance the pointer NR steps. By default
NR = 1. In case of no successy the pointer will
remain at the last entry for a positive NR and
at location 0 for 2 negative NR.
Function

The main command specifies the type of operations i.e.
update or generate an aggregate file. The component files
are manipulated by subcommands im a way similar to that of a
line priented text editor. Note that no 1I/0 operations
(other than file existence tests) take place until the
excute subcommand <(X? is enteredi the specified operations
are only entered into & table. This table may be viewed
through the subcommand LOOKs and errors may be corrected. At
the time of executions the operations are performed from the
top of the tablesy thus the chronological order in which the
operations were entered is immaterisl.



Input & Output
EDIT
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EDIT

To edity i.e. create or make changes to a symbolic (text)
file. Examples are MACRO-filess system files and symbolic
data files from outside.

Coumand
EDIT TFILE

TFILE

name of symbolic (text) file

The following general notation is used!

n
/

string

A string

C /stringl/string2/

D Enl

F string

1 string

. string

N [nl

denotes a positive integers default 1.
denotes any character not included in
'string’.

denotes any seguence of printing
characters including space.

the string is appended to the current
line.

new current line.

stringd in the curvent 1line is changed
to string2,.

n lines are deleted starting with the

current line.
exits i.e. close the file and return.

fFind the first line after the current

line starting with string and make it
current.

ingert string as the new current line

- Y31

line containing string and make it
current.

make the nith next line current.



Input & Output

EDIT

0 [rl overlay the n next lines including the
curvent with keyboard INPUT.

P Lnd print n lines starting with the current
line. The last line printed is the new
current line.

R string replace the curvent line with string.

T go to the top of the file.

DIS ON enzsble/disable output on display.

DIS OFF

Eunction

The editor works in ohne of two modess EDIT-mode and
INPUT-mode. Inh EDIT-modes the editor will read the text—file
line by line. At any times one line is the 'current line’.
The subcommands control the position of the ’‘current line’
within the text—~files or modify the 'current line’.

In INPUT-mpdes a line typed on the keyboard is made the new
‘current line's thus forecing the old one to be written to
the output file.

The initial mode of the editor is INPUT if the specified
file is not found» otherwise EDIT. An empty line is used to
switch the mode.

o B D T R e kL e et et (i (e s et e e Bt S

—m e

System files are normally generated by the command GYST.
Exceptiont the polyhomial image system files in Idpac.



12 9
Input & Output
LIST

LIST

P e e

LIST C[C¢DEV)ILC(FEED)1L{DMODE)]LAGGREG:IFNAMEL(A1 AZ..)]1LIF NUMI

DEV ~ device = 'DIG'/LP' /TR
pI1g - digplay
LP - line printer
TP - teleprinter
(by default DEV = 'D15*')
FEED - form feed parameter = 'FF’/'LF’
FF — a form feed will precedes output
LF - a8 line feed will precede output

(by default FEED = 'LF')}
DMODE - data mode indicator ='D*/'T/'DB /TR /PFT /' FTE!

(3} - FNAME is assumed to contain binary datea

T -~ FNAME is asssumed to rcontain text

0s - same as ‘'D's but sequence numbers written
T8 - same as 'T’s but sequence numbers written

and the text will be truncated after
72 characters
FT — game a3 'T’ but 'BEGIN's 'END’ not written
provided that section names
have been given explicitly

FTS - same as 'FT' with seguence numbers
(by default DMODE = ‘DY)
AGGREG - aggregate files invalid in connection with
DMODE = ' T/
FNAME —- pname of flle to be listed
Al — attributes associsted with FNAME.: if
DMODE = 'D*'/'D5’ s then A.. denotes column numberss
ptherwise names of sections within FNAME
IF -~ numbeyr of ist record to be listed
(valid only 'in connection with DMODE = *'D’/'DB')
NUM — number of records to bhe output

(valid only in connection with DMODE TDP/IDB )

The deta is printed as matrix blocks with NUM lines
containing the first few colusns: a blank lines NUM lines
containing. the next few columns etc.

Notes frequency response files are special cases of data
files.
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Text files: The file is directly copied onto the output
medium. Text files are:

a) any file created or manipulated by the EDIT commands
by MACRO files,

c) system files:»

d) structure files.

I1f a section name is given for a system file: only that
section is output. :

it i e Ay ] S e . e e SR, TR et Hom ) iy s A St

The mechanism that allows listing of selected sections of a
system file uses the keywords BEGIN and END. These keywords
may be used to produce the same effect in any text files
&.0. to output descriptive text from & mscro.

>LIST DATA

*LIST (LP) DATA(Z 4 &) 20 40
>LIST (T) MaAC

LIST (LPY{T> SYSBT(NAME)
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- MOVE

MOVE

Purpose

At = —

To move files in the data base. The columns of a data file
may be rearranged.

A G e e e

MOVE [ ¢(DMODE?3 [LAGOUT:IFILOUTL{(C11..311 £
[AGINSIFILINL(CZ21..23

DMODE — data mode = ‘D' /' TH/'ND? (default: DMODE = 'D’)
D — the file is assumed to contain binary data
T — the file is assumed to contain text
ND ~ same as 'D’ but the columns C1i.. wills
if previously defineds not be overwrittens
but placed rightmost in FILOUT: in the
AGOUT - output aggregate file
FILOUT..—~ output file name [with column numbersd
AGIN - input aggregate file

FILIN.. — input file nawme [with column numbersl

S o e s e e Bt

The columns C21s.. in the data file FILIN are moved to the
columns C1ls.. in the data file FILOUT.

Copying is the only function svailable for symbolic (text?
files pr for files within aggregates.

Cautionss_ Restrictions

e v et Py e i i, b b

-  Column numbers cannot be used for system— and

macro—files.
— Data files may contain up to 20 columne as input files
and up to 15 columns as output files.

SMOVE WORK £ DATA(2 3 3
SMOVE (ND) WORK(4 3» < DK DATAC4 1)

The results are shown below.
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MOVE

DATA
11.0000 21.0000 21.0000 41.0000 51.0000
12.0008 22.0000 32.0000 42.0000 5z.0000
13.0000 23.0000 23.0000 43 .0000 53.0000
14.0000 24,0000 34.0000 44 .0000 54.0000
15.0000 25.0000 35.0000 43.0000 55.0000
14.0000 26.0000 36,0000 446 .0000 5&4.0000
17.0000 27.0000 37.0000 47 .0000 57.0000
18.0000 28.0080 38.0000 48.0000 58.0000
19.0000 2%.0000 32.06800 4%.0000 5%9.0060
20.8800 30.0000 40.0000 50.0000 60.0000

WORK
21.0060 51.0000 31.0000
22,0000 5Z.0060 32.0000
Z3.0000 53.0000 33.0000
24.0000 54.0000 34.0000
25.0000 35.0000 35.0000
26.0000 54.0080 S&.0000
27 .0000 57.0000 47 .0000
28.0000 58.0000 38.0000
29 .0000 3%9.0000 39.0000
30.0000 &0. 0080 40,0000

WORK
41.0000 21.0080 11.0000 31.0000 31,0000
42 .0000 22.0000 12.0000 52.0000 J2.0000
43.0000 23.0000 13 .0000 53.0000 33.0000
44 . 0000 24 .0000 14.0000 54 .0000 34 .0000
45.0000 25.0000 15.0000 55.0000 35.0000
44.0000 26.0000 14.0000 5&.0000 34.0000
47 .0000 27 .0060 17 .0000 57.0000 37 .0000
48.0000 Z8.0000 18.0000 58&.00006 28.0000
49 .0000 £%.0000 12 .0000 53%.0000 39,0000
50.8000 30.0000  =20.0000 &0.0000 40.0000
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BODE

BCDE

Eurpose

Ta'plot‘Frequeney response files in Bode diagram format.

— e it S

BODE [(BW)] FRFiL[(F11 F12 ..>1 [FRFZE(FZ1 .. 21 ..

S - page switch = 'A'/'P'/' AP’/ AD!

(default: *AP')

At plot amplitude onlys
then read a sub-command

P : plot phase only» then exit

AF: plot amplitude and phase togethers
then exit

AO! plot amplitude only: then exit

FRF.. - frequency response file name(s)

Fit.. - frequency response hnumber(s) (default all)
Subecommands

PAGE ~ request the phase plot (relevant only if 8W = 'A’2
KILL - skips the phase plot (relevant only if amplitude

and phase are to be plotted separately)

o e e o e

The indicated (default all) curves of the frequency response
file(s) FRF1 etecos are plotted versus frequency. The
abscissa iz & logarithmic axiss while the ordinate is
logarithmic for the amplitude and linear for the phase. If
the phase information is identically =zero: as for auto
spectras the phase plot is omitted. '

Amplitude values smaller than 1.E-5%(largest value) are
replaced by the lower limit.

1f wmore than ocne set of curves are reqguesteds they are
marked with integerse representing the order of the
corresponding response in the command.

Hints

a) CFf. the command PLOT for methods to include text in the
diagrai.



21 14
Graphic Output
BODE

b) The command treats frequency response files: see the
general guide. Generallys they include freguency
information sealed in rad/s. If you want & bode plot in
Hz» use the SCLOP cowmmand to divide the frequency by 2n =
6.2831853.

52 (s + 1.7

is given through the command (the response is contained imn
the file FRF)»:

>BODE FRF
See Figure 1.
The Bode plot for the system

3.25 5 + 1

53 + 1.75 s + 3.25 58 + 1

is shown in Figure 2 (the response was contained in FRFZ).
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Graphic Qutput
BODE
BODE FRF
79.87.25 ~ {1:36:20
{.E4_| AP PHASE [
| —~138,
1898, [~
148,
1ee. -
| -i58,
16. -
| -160.
t. B
| ~178.
8.1 _| |
-tgea.
! i
2.8l 198,
Figure_1. The amplitude and phase of G
48
AMP PHASE
1. 8.
| —48.
.1 _] | -8P
] | -120,
| -168.
8.01 _|
T
0.9 102,

"Figure_2. The amplitude and phase of G .

15
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BODE

HCOPY

o s B s e

e L e e ot

HCOPY [DEVI [FACTORI
or
HCOPY BWITCH

DEV — hardcopy device = 'L’/'R’ (default:s 'L’)>
L. local hardcopy (Tektronix 4468620
R: remote hardcopy (Calcomp 1851}
FACTOR -~ srale factor (default:s 1.)
For Lt .5 € FACTOR <€ 1.6
For R: .3 € FACTOR € 4.
SWITCH - = ‘ON'/'OFF*'/'T!
ON & enables hardcopy
OFF: disables hardcopy
T & output a free text string at the currant
Joystick locationsapplies to TEKTRONIX 44562
ohnly: the textstring in the command line
being preceded by a double guote

Funhction

i S, o g sl i S

After that the command HCOPY has been used with the switch
ON» all graphical output that is generated in any command is
also saved temporarily. A subseguent use of the command
HCOPY will cause the saved information from the last such
command to be sent to the selected hard copy device.

Hints

Note that HCOPY actually is available as a subcowmmand for
all graphic generating command.



Graphic Output
NIC

NIC

e e B

To plot freguency response files in a Nichnlé diagram.

NIC CWMIN WMAXI FRF1[F11 ..)1 [FRFz...1

WMINs WMAX— frequency limitss defaults all frequencies

plotted
FRF.. - freguency response filename(s)
Fii.. - frequency response number(s)s default: all

Note: max S curves may be displayed

o o Pt s e e i

The indicated (default all) curves of the freguency file(s)
FRF1 stc.s are plotted in & rectilinear coordinate systems
where the horizontal axis is linear and represents the phase
in degrees and the vertical represents the magnitude and is

logarithmic. Freguency points of the form 1*10”; 2*10“; and

5*10h {n integer) are indicated on the curvet(s.

1f a plotted curve is the frequency response of an open loop
transfer function Gcs the corresponding closed loop transfer

function GE = GD/1+GD can be read from the curvilinear
coordinate system. These curves represent the maghitude of
the closed loop transfer function in dB and its phase in
degrees.

I1f wore than one curve are requesteds they are marked with
integers according to the order of the response in the
command . '

There can be no more than five curves in a single diagram.
Often only & part of a frequency response will fit into the
diagram. Then the optional arguments WMIN and WMAX are
recomnmended.
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Hints

. the commands BODE and NY@.

o

im
i

Rampl

D

Cf. the commands BODE and NY®@.) The frequency response for
.2 W

£ 5 is shown in a Nichols diagram?

0~

x

*NIC 0.2 5 FRF

NIC 9.2 5 FRF
79.087.25 - {2:91:06 \

ta,

o.1

-278a -225 -182 -135 ~08 -45 -5

— i e . —



Graphic Output
NYQ

NY®

L —

NY® CWMIN WMAX) FRF1L<(F14 ..)1 [FRFZ ...]

WMINs WMAX — freguency limitss default: all frequencies

plotted
FRF.. - freguency response filename(s)
Fitl.. - frequency response number(s): default: all

The indicated (default all) freguency responses are plotted.
For each freguency its associated values being a complex
number in polar forms is marked in the complex plane and &
line is drawn to the preceding points so  forming a Nyquist
curve.,

Frequency points of the form 1*10”; 2*19"; and 5*10“ {n
integer) are indicated on the curve(s).

R T e e e s e e e e it e i e e et i e

No more than five curves can be plotted in a single diagram.
1t may be essential to use the arguments WMIN and WMAX in
order to obtain & reasocnable scale on the axes.

Cf. the commands BODE and NIC.

e S

(CF. the commands BODE and NIC.) The Nyguist plot of the
opeh lopp system

looks like (see Figure 133



Graphic Qutput
NY®

>NYe@ 0.5 10 FRF

The ecorresponding closed loop system

G = ————- — —-— e

s + 1.75 sz + 3.25 8 + 1

lopks like (its response is in FRF2):
>NY@ 0.2 5 FRFZ

Ses Figure 2.

NYQ B.5 {8 FRF
78.87.25 - {4:14:06

"3, 2.5 -2, ' -15 ' . " -gs

T S v i e S .

1. The Nygquist plot of GD.



2t 21

Graphic Output
NYQ

NYQ ©.2 5 FRF2
70.087.25 ~ 11154:27 9.3,

Figure_2. The Nyquist plot of G .
o



Graphic Output
PLEV

PLEV

11
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To plot and optionally edit the contents of a locus files

e.g. eigenvaluesy poles and zeros.

Command

PLEV FNAMZ L[FNAM3 FNAM4 ...12
ar
PLEY FNAM1 < FNaMz2

FNAM1 - locus file containing new eigenvalues

FNAMZsFNAM3 ... — locus filescontaining original eigenvalues

. e T s i Pt g e

ALT N VR [VI]

Alter eigenvalue number N: real part to VR and imaginary
part to VI (default = 0.). If the former imaginary part
of eigenvalue number N is not equal to zeros the comnplex
conjugate is also altereds to VR and -VI. It is not
allpwed to alter a single real eigenvalue to & eomplex.

In that cases use the second form:

ALT N1 VR V1 & N2 _
Alter the two real eigenvalues number N1 and N? to
complex conjugated eigenvalues. The real parts are
altered to VR and the imaginary parts to +VI and -VI
respectively.

SCALE N V
Scale eigenvalue number N and its omplex conjugates if
there is any» by the scaling-factor V.

DAMP N Z .
Move eigenvalue number N and its complex conjugate along
a circle to achieve the relative damping Zy D < Z € 1,

EXAaM N
Write the real and imaginary parts of eigénvalue number
N. If the imaginary part is not esqual to zeros the
relative dampings the distance to the origin and the
angle to the negative reasl axis are also written.

LOOK
Plet eigenvalues on display and write the numerical
values if there is room for them on the screen. The
eigenvalues are ordered after decreasing values of the
real parts.
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X
Ends the cubcommand sequence and generates output.

KILL
Aborts the subcommand seguehce.

et T e i e e i Mo

The information is plotted in a complex plane shown on the
terminal. & unit cirele is included for discrete time locus
files. The command exists in two forms. The first form
serves to visualize the information from bne or more loecus
files but does not allow changing it.

The second form allows only one locus file as  inputs but
generates a new one as output with changes made through
subrcommands.

The operations through the subcommands automatically rhange
complex conjugates and a special form exists to change two
reals to a complex conjugate pair. The eigenvalues are
numbered in order of decreasing real parts. They are also
listed in this order on the terminal (if TEXT is ONJ).

To identify different sets of eigenvalues (several original
sets or an old and a new one)s the following sequence of
symbols are used: X» os Vs 3 3y bs.e.

4540 _F_ ¥

Assume that the locus file LOCUS is givens containing 3
eigenvalues all equal to zero. The command

>PLEV LOCUSN < LOCUS

will display the original values: see Figure 1. The
subommands

»ALT 1 -1 '
>ALT 2 -0.5 0.5 & 3
>LOOK

will then give the output shown in Figure Z.

»8CALE 1 1.5
>LOOK

then results in Figure 3. Finally the relative damping is
specified to 0.9 giving Figure 41

*DAaMP 4 0.9
>LOOK
>X



Graphic Qutput
PLEV

IM
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Figure_1. The original set of eigenvalues.
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Graphic Output
PLOT

PLOT

— L e e e e

To show data in diagrams with linear scales.

Command

_— e e e

PLOT L[(M>1 C(NP32 EFNAMXLC(C1..33 € 3 [COPT123 FNAMAL(C11..)1
LLCOPTZ21 IFNAMZICC241..23] .. 1 LYMI YMAD

M - mark option = 'M’/'NM’ (default: 'M)
M ~ when more than one curve is plotteds
the curves are marked with integers
representing the order of the
corresponding column in the PLOT command

NM - no curve marks
MP — wr of points per page (by default NP=NPLX.)
FNAMX - optional file containing x—-values if plotting
versus time/sample number not wanted
c1 - eolumn number for FMAMX (by default Ci=i)
OPTi - plot eption='LI’'/'HP'/'NL’ (by default OPT='L1’)

LI: linegar interpolation plot
HP: histogram plot
NL: no lines will connect the plotted points

FMaMi - ifth data file containing the y-values

Cii.. - eolumn numbers of FNAM)

YMI - minimum value for this plot (by defsult YMI=YMIN.)
YMA - maximum value for this plot (by default YMA=YMAX.D

Screen split operators inserted between groups of file
namess .

/? ~ divides the plotting area horizontally
: — divides the plotting avea vertically

Thasé operators express the mutual positioning of graph
groups. It is allowed to divide the screen at most into
three parts horizontally and two parts vertically.

—_— D i i il d ——

KILL - gkip all the following plot pages
PAGE — plot the next plot page in turn
SKIP [Nl1- skip the N (deafault: 1) following plot pages
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—F 1 —F-F % ¢

The indicated column(s) in the data Ffile(s) are shown in
graphic form» normally directly on the operators terminal.

In normal operations the information is shown along the
vertical axis versus a linearly inereasing variable on the
horizontal axis <(time). The scaling of the time variable
mays by use of the TIME switeh be altered from sample number
in the command TURNs to hours minute op second. If the
argument FNAMX is includeds the variahle shown along the
horizontal axis is taken from a file with this name. The
¥—axis is marked with an Hy M or 8 depending on the time
units with NR if the sample number is used: octherwise it is
left blank.

The number of values shaown on a single page is determined
from the argument NP if presents else from the global
variable NPLX. The global variables referenced by the PLOT
command are given default values at Program start up. They
imay be inspected by the WRITE statement of Intrac and may be
madified with the LET statement. The TIME switch determines
the interpretation of NP (NPLX.).

When more than one variable is shown» they are identified by
integers according to the order of the variables in the
command line.

The scaling alohg the vertical axis is determined in the
following way:

a) The arguments YMI and YMA are present or the global
variables YMAX. and YMIN. satisfies YMAX.2YMIN.: Then YMI
(YMIN.} is used as the minimum value on the axis and YMA
(YMAX.) is used as the maximunm value.

b) Otherwise automatic (i.e. data dependent) scaling is
rerformed. Automatic scaling is always used if the
screen—split operations are used.

Automatic secaling is influenced by the global variable
SCALES., &

If BCALES.#0 then scale marks are multiples of either
1.'3! '115! 2;0’ 2-5’ or B-DI

If SCALES.=0 then scale marks are multiples of s2ither
1.0y 2.0y or 5.0. '
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Hints

a) Note that the comnand line is written on the display
above the plot and that comments cah be added (after a
double quotel.

by If the users tevminal is a display with a direct hard
copy options the commahnd WRITE (DIS) ... may be used to
add text tp the plot.

o) The command HCOPY may be used to include text on  an
on-line plotter if such is available.

| FAS—3 ) — P Tt

Y1 and V2 are two given sighals. They may be visualized in
the following way:s

»PLOT Vi1 VZ

giving the result shown in Figure 1. Alternativelys they may
be shown in the following way?

>PLOT V1 / V2
The result is shown in Figure 2.

Iin order to visually study their interrelations a scatter
diagram might be constructed using an x—y plot and the "No
Lines" switchs

PLOT V41 £ (NL)» VZ
It is shown in Figure 3.

A pulse with IFP.=3 and LENGTH=2 (of. the command INSIY
iooks like this (Figure 4 with and without the "HP" switch?®

*LET IFP.=3
>INS1 PULBE 7
»PULBE 2
>X
wpLOT (7) PULBE / (HP) PULBE
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PLOT

PLOT Vi V2
75.88.83

8,

14:34:58

2t 30

NR

=

A plot with two curves in the same diagram.

5. ]
2. | f\v«/Nqﬁﬁﬂv\AvaJ
R NR
T 1 1 I i T I
8. 3a. 68, 9g,
5. |
| WV\/\ f\/\/
2
NR
T T 1 T [} T T
8. 36 69, 96,

—— e —

the screen split hnrizcntally.
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PLOT VI<CNLD V2
79.07.38 - 14:15:49

7.5

2 31

2.5

5.

¥
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NR

NR

T T T T T
2. 4. 6. 8.

Figure _4. An illustratiocn of linear interpolation vs.

histrogream plot.
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CONC

e o e o ——

e = s e

CONC [FNAM13 < FNAMZ FNAM3

FNaM - pames of output and input filess resp.
{by default FNAM1 = FNAM2)

ot i et ) S e et

The files FNAMZ and FNAM3 are concatenated giving the file
FNAM1. They must contain the same number of columhs.
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CORNO

To generate a8 time series of correlated gaussian noise
vectars. The noise is uncorrelated in time but with g given
covariance matrix betwsen the noise components.

——— o

CORNG NOISE < [AGEI1COMAT NSAMP
or
CORNO V E < BYSTLI{NAME)1 NSAMP

NOISE - hoise vector file name

AG — aggregate file name

COMAT - covariance matrix file name

" - stochastic input signal file nhame

E = measurement error sighal file wmawme

8YST = name of system file containing a covariance
function

NAME - name of section within 8YST

NBAMP = tumber of samples wanted

Fupction

ot e . TS gy e

In the first form of the commands the noise covariance
matrin is given explicitly . In the second forms the V and E
stochastic inputs (of. Fig. 4.5 in the General Guide): are
generated from the matvrices R1s R1iZs. and RZ given in the
system description SYST(NAME).

The command uses and alters the global variable NU. which is
the state of the random number generator.

—— T e

The covariance matrix R for the derived tinise vector is
either given directly in the comand line (form 1) or through

1 iz T
R = R = R
21 12

where Ri, Riz, and RE are given in the systenm description

(Form 2).
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R is then factored as
R = S-ST.

The noise vector n is then computed from the uncorrelated
noise vector 2 through

n = BT'E.

The last step is repeated NBAMP times giving the required
time series. If R was given in  the blocked form (Form 2)s5 V
and E avre obtained through a similar partitioning of n.

e e e o et ) e S e e e s e i o e

The covariance matrin must be aymmnetrics pesitive
semidefinite. '
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cuT

i 1t s ey

To cut out a part of & time series file,

Command

CUT L[FNAM1] < FNAMZ 1B NUM

FiNAM1 - output file (default: FNAMZ)
FMAMZ - input file

ie - first record to be saved

NUM = humber of records to be saved
Function

The rows IB through IB+NUM-1 in the file FNAMZ2 are moved to
the file FNAM1. Cut operates on all columns of the file.

Example

>CUT SHORT « FILE 2 7

FILE

SHORT

11.0000
12.0000
13.0000
14.0000
15.0000
14,0000
17.0000
18.0000
19.00D00
20,0000

12.0000
13.0000
14,0000
13.0000
146.0000
17.0000

21.0000
22.0000
23.0000
<4 . 03000
25 .0000
26.0000
27.0000
28.0000
2%2.0000
30.0000

22.0000
23.0000
24.0000
23.0000
246.0000
27 .8000

31.0000
3z.0000
33.0000
34 .0000
35.0000
34.0000
37 .0000
28.0000
3%.0000
40.0000

32,0000
33.0000
34.0000
35.0000
346.0000
37 .0000
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INSI

INSI

Generates sighals in columns of & time series file. The
signals may be of the following types:

PRBS — a pseudorandom binary sequence

NORM - a pseudo random signal with normal {(gaussiand
distribution

RECT ~ a pseudo random signal with rectangular distribution

SINE =— & sine wave

ZER0O ~ & signal identically zero

STEP -~ & step signal

RAMP = & ramp signal

PULBE -~ a pulse signal

SRTW - a segquential random telegraph wave

Command

INBI FNAME [(C)] NP LTSAMPI

FNAME — putput file hame
c - pcolumn number (default 13
NP ~ number of data points wanted
TSAMP - gample interval in seconds
(default DELTA.}
Subcommahds

e e o W ek ey L el Bt

PRBS L[IBP CNBIT LISTART [OPT1 3 1 1

NORM

RECT

SINE

ZERQ
STEFP
RA&MP

IBP — basic period (1)

NBIT ~ number of bits in shift register
min 3 mar 1é6 (7)

ISTART - specifies starting point in the seguence
112 or 3 (1)

OPT — trick option = 'KNEP’/'VOID' ('VOID’')

KMEP ~ F.Q.A.—-trick is used
YOID - no trick
ERMEAN B1GMAZ
RMEAN —~ mEan value (0.0)0

S1GMA -~ std. dev. (1.0)
[a Bl
A - lowey boundary {0.0)
B — upper boundary (1.00
[OMEGA FIJ
OMEGA — frequency (1.0 radian/s)
FI - phase (0.0 degress)
LA Bl
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A - eonstant term (0.0
B - linear term ¢1.0)
PULSE [LENGTHI
LENGTH - pulse length in samples (1)
SRTW L[PS3
P8 — change—-of—~sign probability (0.5
LOOK ~ display names of subrommands and resarved
variahles
KILL — abort the operation of INSI and resume
main comwand mode
X — let the previous subcommands take effoect,
then resume main command mode
Function

YT PR~

Sequencies corresponding to the specifying subcommands are
generated and upon the receipt of the rcommand X they are
stored in the specified file.

INSI makes implicit use of the reserved global variables
IFP.s NU.s AMP.s and DELTA.. IFP. specifies in 311 cases the
sample point where the sequence should starts all previous
values are set to zero. NU. is the state of the internal
random  number generstors and is automatically updated by
INBI. It is sometimes desirable to save and/or initialize
NU. using the LET command in order to obtain reproducible
results. AMP. is used as the amplitude of some sighalss: see
below. DELTA. is the value of the sampling interval to be
recorded in the file.

Particularss

PRBE

This signal is generated as the output of a shift register
with feedback. The shift register is clocked at each IBP:th
sampling point. NBIT specifies the length of the shift

2NBIT

register. The output repeats itself after -1 clock

instants. Four different initial valuesy i.e. the starting
points in the periodic sequences can be chosen by ISTART.
The last argument: the "tripk" parameter KNEPy specifies a
slightly different form of the PRBS outputi it is the output
of a flip—flop complementing at the clock instants if the
original sequence is negative. Thus the nrew sequence has
asymptotically zero mean values which the standard PRBS has
not.

RECT

A rectangularly distributed pseudo random signal is
generated by a mixed congruential method. NU. is used and
altevred.
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NORM :
An approximately normally distributed (i.e. Qgaussian)

pseudorandom signal is generated as the sum of twelve
rectangular values as above. NU. is used and altered.

SRTHW
This is a two—-valued (+a or =—a) signal with the amplitude

(ay specified by AMP. and with a given change-cf-sign
probability. Changes of sign ocecur when a rectangularly
distributed (O:1) random number as above computed at each
sample point falls below the parameter specified in the
command. NU. is used and altered.

SINE
The phase refers to the phase at the starting point (i.e.
IFP.). Thus F1I = w/2 = 1.570796 will give a cosine signal.

_AMP, is the amplitude.

ZERO
The signal is constantly zero.

STEP
.The signal changes from zero to AMP. at the sampling point

IFP..

R&MP

Starting at sampling point IFP.y a signal of the form
Bx(i-1FP)+A is generateds where i is the number of the
sampling point.

PULSBE
A pulse of amplitude AMP. starts at sampling point IFP. and
lasts a specified number of sampling intervals.

A e o e L i e e e T i S e e sy et e

1f the file specified in the command already existss it will
be changed or expanded: provided that the length and column
number arguments are‘cnmpatible with the old file. :

-4 N -1

a) The global variables 1IFP.: NU. ete. are of course
acressible by the comnands LETs READs and WRITE. also
between subcommands.

h) More complicated sighals can be constructed using
commands like CUT: CONCs SCLOPs and VECOF on the results
of INEB1.
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Example

The following operations yield the sighal shown below
{see Figure 1).

INBI T 30
*LET IFP.=10
>RAMP O. D.2
»LET IFP.=Z20
>RAMP 2. ~D.2
>X

PVECOP U £ Td1) + Td(2)

*8CLOP U <. U + 0.

g

S
FPLOT (30) U O 2.5

PLOT (38> U @ 2.5
76.87.38 - 13:58:09

NR
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PICK

PICK FNAM1 <. FNAMZ N

FNaM1 - output file name

FNAMZ2 - input file name

N — each Nith record in FNAMZ is written into FNAMA
Functipn

Each N:ith sample in the file FNAMZ is transferred to the
file FNAMi. PICK operates on all columns of the file.

. ot S e e e S e s ] A S s P S i . )

Be cautious not to violate the sampling theorem conditions
in using PICK.



38 42
Time Series Operations
SCLOP

SCLOP

— e $ e

To perform scalar operations on a data vector such as
amplitude scaling or offset correction.

A et e et e

aCLOP EFNAM1L(C1)3 € FNAMZIC(C2)] OPER CONST

FNAM1 - name of output file (default FNAM2

1 - ecolumn humber for output file (default 12

FNAMZ - nawme of input file

cz - ecolumn number for FNAMZ (default 12

OPER - pperation to be performed = '+ Tty t¥ ooy 'S

CONST ~ variable or unsigned numerical constant
preceded hy a spane

Function

Each element in column €2 of FNAMZ is added: subtracted:s
multiplied or divided by CONST. The resulting dats vector is
placed in column C1 of FNAM1.

Hints

To subtract ¢the mean value of a data vector use STAT to
comnpute the mean and then SCLOP to subtract it. This can
slso be done as a Dith ovder trend correction by TREND.
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STAT

Purpose

To compute the statistical properties sumy means variance:s
standard deviation» minimumsy and marimum for a time series.

Command
STAT FNAME L[(CY1 CEXTI

FNAME - name of data file

C - ecalumn number (default: 1)

EXT - name sxtension for globhal variables
Function

—— e T

The sums means: variances standard deviations wminimums and
wmaximum for the Ctth (default 1st) oolumn in the file FNAME
are computed and displayed. The results will alsc be printed
on line printer if the reserved variahble PRINT. is nonzero.
The output on the terminal will appear only if the switch
PTEXT! is 'ON’.

Those of the global variables BUM.EXTs MEAN.EXTs VAR.EXT:»
BTDEV.EXTy MIN.EXTsy and MAX.EXT that are previously defined
as real varviables will receive the appropriate wvalues
provided that EXT is gspecified in the command.

e e i

FBTAT UT(Z)

UT{2)

SUM = —216.508
MEAN = -2.16508
VARIANCE = 424.515
ST.DEV. = 20.&062
MINIMUM = —43.0363
MAXIMUM = 48.3343
LENGTH = 4100
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VECOP

et P o

To adds subtract: wmultiplys or divide two data vectors
element by element.

s e e e et ot

VECOP [FNAMAL(C131 £ FNAMZ2L(C2)] OPER FNAM3{((3)1

FNaM1 - output file name {(default FNAMZ)

c1i ~ polumn number within FNAM1 (default 13

FNAMZ:3 — input file names

CZ+3 - column humbers within FNAMZ2:3 {(default 1)

OPER - type of operation to perform = '+’5 ‘=3 '%7y
or '/} :

Funetion

Each element in column €2 of FNAMZ is addeds subtracteds
multiplieds or divided by the corresponding element in
column C3 of FNAM3. The resulting data vector is placed in
column €1 of FNAML.
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ALTER

Lo P

ALTER [AGGREG:1l MATRIX [{(IR IC) VALUE]

AGGREG -~ aggregeate file name

MATRIX - matrix file name

IR - row index

IC - column index

VALUE - new value

Subcommands

KILL - vesumes main command modes MATRIX is not updated
X - resumes main command modey MATRIX is updated

IR 1C VALUE - change element (IR:IC) to VALUE

T

This command has two formats. If the metrix is specified
together with row and column index and the new velue in the
same lines the entire operation is performed in one steps
i.2. the matrix is read and written back to the data base.
If only the matrix is specifieds row and column indices and
new values are expected as subcommands. Not until the
execute command (X) is receiveds the matrix is written to
the dats base.

I S e B e M ey o A i e et ot A B s it e

1f wore than one matrixn element is to be sltereds the
suhoommand form is much more efficient.
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EIGEN

e T e it Y i

To compute (and display) the eigenvalues and eigenvectors of
a matrix.

A e A e e

EIGEN C/C’EVAL’1 [YEVEC’'1/1 [LF1 [MF1 < [AG:IMAT

LF - locus fFile receiving theueigenvalues(‘EVAL’b

MF - matrix file receiving the eigenvectors ('EVEC')
AG - aggregate file name

MAT - matrixn file name

Function

e P B s i sy T At

The eigenvalues and eigenvectors of the specified matrix is
computeds and if the switch GRAPH is ONy the eigenvalue
positions are indicated on the terminal display. If the
switch TEXT is ONs they are also given in numeric form.

The eigenvalues and/or eigenvectors may also be output as a
locus file resp. a matvix file. The file indication flags
EVAL resp. EVEC are used to indicate the type of oputput
desired.

Method

The transformation matrix is determined in three steps.
First & transformation is determined that balances the given
A-matrix. This is done to improve numeric preccision since
it is known that errors in the eigenvalues usually are
proportional to the norm of the matrix. The second step
consists of a transformation to upper Hessenberg form.
Finallyy the matrix is transformed using the @R wethod to
triangular form where eigenvalues and eigenvectors are
readily available.

To avoid complex numberss the triangulation is allowed to
leave 2x2 blocks on the diagonal representing a pair of
complex conjugated eigenvalues.

The eigenvectors are output in the columns of the matrix
specified by EVEC: while the eigenvalues are in the locus
file specified by EVAL. To a8 real eigenvalue corresponds a
real eigenvector. For a complex eigenvalues the real part of
the eigenvector is stored in the first corresponding polumn
while the imaginary part of that eigenvector is stored in
the second corresponding column. The second eigenvector
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corresponding to that complex conjugated pair is not output
but is known to be the complex conjugate of the first one.
The representation of eigenvectors used has the advantage

that if this eigenvector matrix is used as 'I”mr1 in the

similarity transformation b = TAT_is the matrix 0D is

diagonal except for complex conjugate eigenvalue pairs
¥ * iy which are represented as diagonal Zx2 blocks of the

Forms
> )

Thug D is a real matrix. CF. the example below.

o ant M e s S e e

G. Peterss J.H. Wilkinsaont Eigenvectors of real and complex
matrices by LR and @GR trisngularisations. In J.H. Wilkinsons
C. Reinsch! Linear Algebras Springer-Verlag: 1974.

a) The eigenvalues may also be plotted by the command PLEV
which also allows changes to be made.

b)Y The eigenvalues (poles} of a2 system masy be computed
through the command POLES.
Examples

The'Fnllnwing matrixn A is givent

The commmand
»EIGEN £ A

will then give the plot shown in Figure 1y plus a table with
the respective numeric values on the terminal display.

The command



bt 48
Matyix Operations
EIGEN

>TURN GRAPH OFF
>TURN TEXT OFF .
SEIGEN /EVEC/ M < A

will produce no  terminal output but the matrix M will look
like

5] 0 0 1

) 1 o -0.4

1] ~-0.5 -~0.5 g.z2

1 -0.2 n.s -0.08

Note that the order of the eigenveétar and eigenvalue output
files is determined through the file identification flags:

HEIGEN /EVEC EVAL/ M LF < A

gives the eigenvectors in the matrix M and the eigenvalues
in the locus file LF.

IM

4,

2, |

% .

RE
:¥ 1Y 1 2?‘ 1 Y

-2. el

p 4 -l

T e k) e e e
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ENTER

S i, o e i

et B

ENTER [AGIIMAT NR LNC1 [TSAMPI]

AG - name ouf aggregate file

MAT ~ nhame of matrix file

NR - number of rows

NC - number of columns (default NR)

TSAMP - sample interval {(default DELTA.)

Subcommands

KILL - resume main command modes no action taken

X — resume main command modes MAT is updated/generated
Function

After the command line has been entereds the values of the
matrix elements are asked for. They may be entered in free
format on one or several lines. An error message is
generated if too many values are given. The subcommand KILL
may be given if the user wants to abort the operation. 1t
may be used in place of any element values but it must
appear at the beginning of a line. The subcommand X is legal
ochly when all element values have been entered.

e s it oy ey et S s s e s B, S iy 4 Pk o e i et

Do not forget the specification of a sampling interval for a
matrin to be part of a discrete time state space
description. CFf. DELTA. :

—— i i LT A

To enter 2 squarve (2x2) matrix with sample interval 3 s.

*ENTER A 2 3.
ROW 1
#> 1 2
ROW 2
#> 3 4
#> X
*LIST A
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LIST A

1.000 z.000
3.000 4.000

To enter a 2x3 matrix and changing one’s mind after the 2 2
elementt ‘

SENTER B 2 3
ROW 1

#> 1 2

#> 3
ROW 2

#> 4 B

#> KILL
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EXPAN

WA 1)

To generate a matrix made up of blocks of other matrices.

Commangd
EXPAN [CAG18IM1] <€ [AG2IIMZLCIXZ2 1Y2)]1 [LAG3:IM3L(..)>1..1

AG - aggregate file name

M ~ matrix file name 5

IXisI¥Yi —- the coordinates in the new matrix for
the upper left corner of matrix Mi
(by default IX=IY=1)

T e e S e ot

A new matrix is generated from one or mere old matrices.
Undefined elements are zerosd. The position of the old
matrices within the new one is specified by means of the
location of its upper left corner (the 1 1 element) in the
new matrix. The dimension of the new matrix is determined by
the maximum row and column position ocoupied by any lower
right corner of the old matrices.

Let M1 be 8 3IK3 matrin of threes and MZ a 2x2 matrix of

SEXPAN X1 € MZ (1 2)

vields

oo
A )
N M

SEXPAN X2 € M1 (14 1) M2 (2 1)
vields

X2s

LV SN
b WLl
O G O
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MATOP

Purpose

To evaluate matrix expressions.

et s

MATOP [(EXT»1 L[[AGGREG:IMATRIX1 < algebraic matrix expression

EXT - name extension for global variables

AGGREG - aggregate file name .

MATRIX - name of resulting matrix file (by default MATRIX =
the 1st matrix name in the algebraic expression)

Function

The right hand side matrix expression is evaluated sccording
to the rules stated below. The value is assigned to the
matrix given in the left hand side (possibly a component of
an existing aggregate)s or if no left hand side was givens
to the first matrix specified in the right hand side.

1f EXT was included in the command lines those of the global
variables DET.EXTs MINMAX.EXT» and TRACE.EXT that exist as
veal variables will receive the determinants the minmax
horms and the trace of the result, respectively.

i i

The right hand side expression is evaluated from left to
right following standard precedence rules. Parentheses are
allowed. Below a formal definition of the allowed expression
follows. Some very simple production rules are omitted.
<adding operator>it= +/—

Zmultiplying operatorkii= ¥

<function operatord»ii= TR/PBINV/a<signed integer>

Zmatrix referenced!i= {aggregate name>t<matrixn name/
£imatrix namel

£spalardti= Lvariable reference*/{real constantd>

<primary>»si= Lmatrix referencer/{scalarX>
<multiplying operator?<matrix reference>

<factory»iis {primary>/{primary><Function operator>/ ’
(<expression)
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<termy»i i={factor2/<term><{mulitiplying operator¥*<{factord

{expression?>ii= Lterm>/<{adding operator><term>/
{expression¥*{adding operatord<tern>

s o o i e s P

Some simple expressions follow.

Z2%h6

A+B

A¥B+C

AHa—1

D.5%(A TR + A2

4

53
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REDUC

D o 1 K e Pt

To pick out a block from an existing matrix.

Command
REDUC CLAG1:IM13 < [AG2:IM2 (IX1 IY1 IX2 IYZ)

AG - aggregate file name
M - matrix file name .
IX1sIY1 — indices for the upper left corner of

the part to be saved
indices for the lower right corner of
the part to be saved

IX2s51Y2

Sy e e Vo

A new matrix is generated as & block of an old one. The
block is specified in terms of its upper left and lower
right corner.

Example

The matrix X2 (eof. EXPAN) is given '
Xz: 3 3 3

z 2 3

2 2 3

SREDUC X3 < Xz (2 2 3 &

yields
X3z 2 3

2 3
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—— s o e it

To generate a unit matrix.

Commands

UNITM [#* FACTORI L[AG:IMAT NR [TSAMPI

FACTOR - =mcale factor (by default FACTOR

AG - name of sggregate file

MAT -~ name of matrix file

NR ~ number of rows

NC - hnumber of columhs {(default NR)
TSAMP - sample interval (by defsult TSAMP
Function

A unit matrixs

Examples

JUNITM A 2

results in

2UNITM % —1

regults in

optionally scaled
factor givens is generated.

13

DELTA.?

aceccovrding to the
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ZEROM

Furpose

i whan e o e e

To generate a zero matrix.

Commands
7EROM [+ TERM1 [AG:IMAT NR I[NC1 LTSAMPI]

TERM - constant term (by default TERM = 0)

AG - name of aggregate file

MAT - name of matrix file

NR - number of rows

NC - number of columns (default NRD

-
m
I
2
ha |
1

sample interval (by default TSAMP = DELTA.)

o . sl s

A zero matrix of the specified dimension is generated.
Optionallys =& specified constant may be added to all
elements. :

>ZEROM B 2

results in

] 4
B =
[0 ]

»7ZEROM + -1 B 1 4
results in

B={-1 -1 -1 -1l
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CONT

Purpose

—

To transform a system to Continuous State Space Form from
tiscrete Stete Space Form.

Comunand
CONT [BYSOUTIE(NAMOUTY] < SYSINC(NAMINYI L[EPS]

gYB0UT - name of system file for output system
by default SYSOUT = BYEBIN
NAMOUT ~— name of section within SYSOUT
SYSIN ~ name of system file for input system
NAMIN - name of section within SYSIN
EPS - test quantity
by default EPB = the reserved variable REFPS.

|-

The matrices of the input system is read and transformed to
their continuous time values. Any structure giveny e.g.
division of inputs into corntrol inputs and disturbance
inputss is maintained.

We have the following notations in the continuous and
discrete time cases!

- = +
] Acx + Bcu xt+T ADxt Enut

= C xn = X
4 c yt bt

where AD and BD are computed from AC and BC as (ef. the

command BAMP) 1

AT
C
AD = g (1>
T Acs
B = I e ds B (23
D C



S5: 58
gystem Conversion & Analysis
CONT

Conversely we have:!

In A (3

B, = (A - D) AL B (4)

c D ¢ b’

The logarithm in (3) is computed ast

n
1/2
Y = AD

where the integer n is chosen so that ||Y-Il] < 1.

1/2
X AD

is found by solving X —AD =0 by an iterative technigue.

1l

Then by solving eZ—Y 0 alsc by an iterative technigue AC

is foundt

Z=1nY
. n N

A =2 mat? S lon 21,0
c T D T T D

In evaluating ¢4) directlys a problem would be encounterved
for systems containing integrators since AD—I would be

singular. Therefore (4) is evaluated as followst

AT
-1 C -1
EC = (AD*IJ ACBD = (g I A B =

cwaTvAaT™™ taer =2vtame,
c c ep T ¢’ b
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where W(ACT) ig defined by the series expansion

wea Ty =1+ 3o aTe do a2l \303
c 21 ¢ 3 c o 4le
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POLES

e Sy i B e, i e

To compute (and display) the poles and eigenvectors of a
state space system.

Commands
POLES [/[?POLE’1 L['EVEC’1/1 LLF1 [MF1 < SYSBTL(NAME}J

LF ~ locus file receiving the poles ('FOLE’)
MF - matrix file receiving the eigenvectors ('EVEC')
SYST - system file name

NAME ~ name of section within SYST

The matrix A of a state space system representation is read
and its eigenvalues and eigenvectors are computed.

For further commentss refer to the cammand EIGEN.
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SAMP

s e e Ky Ly

To compute the discrete time (i.e. sampled) form of =
continuous time state space system description.

. e S oy ik

SAMP [BYSOUTIL(NAMOUT)I < SYBINL(NAMINII

SYSOUT - name of system file for output system
by default 8SYSBO0UT = BYSIN

NAMOUT - name of section within 8YS0UT

SYSIN - name of system file for input system
NAMIN -~ name of section within SY8IN
Function

e o el e e e

The matrices of the input system description ave read. Any
structural informationy i.e. presence of iwnput/output matrix
blocks: is noted and used in the output of the result.

The system matrices are then transformed to a discrete time

description according to the sample interval found in the
output system description.

Tl ol e e

The input system wmatrices are blocked together to a system
description of the form:

# =AxX+Bu
C C

= L % +Du

Y c C

These equations are then transformed into

Koo = Pp ¥e T Bp Yt

¢ X 4+ D u
b ¢ D t

ht
]

A =@ =ATYAT +1
c c
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SAMP

T Acs

B = e de B = ¥ATIEB T

D c C c
0
C 2t C 2! C
CD = cc
DD = Dc

(cf. the command CONT). ¥(A T) i computed from its series
=)

expansion.

At o e P e s e P B

€. Kallstrom: Evaluation of EA and jahsds. Report TFRT-3053»

pept. of Automatic controly Lund Institute of Technologys
Lunds Bwedeh.
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SImMu

o s P S s

To simulate a dynamic system in state space representation
with specified inputs. A continuous time system
representation is automatically converted to its discrete
time version for the purpome of the simulation.

Command

siMu C/C0°Y'1 0°Z'3 C'X*2/73 LYY [Z3 X1 £
SYBTL(NAME?] L[/L0°U’1 D'W'] C'V'] ['E*I/T LUY L[WI V] LE]

Y ~ measured outputs

Z - control outputs

X ~ states

sYST - name of system file

NAME - name of section within 8YST
¥ - eontrol inputs

W - disturbance inputs

v - stochastic inputs

E -~ measurement error signals

Notet! e.g. Yy Zy U ete. may include a column specifications
i.e. Y1) Z(C2).

Fungtion

The system description matrices are read and: 1f on
continuous time forms converted to discrete time form with
the sample interval of the inputs. A set of input time
series files corresponding to the inputs used in the system
must be given as input arguments. They should be given in
order of appearance in the system descriptions otherwise
file identification flags wmust be used to identify the
inputs. '

The output of SIMU is up to three time series files selected
through the file identifircation flags. They will contain the
measured output Y: the controlled output Z or the state K.

All signal specification arguments may contain a column
gspecification: e.g. Y(1)s specifying the first of the
respective sighal.

If no initial state is specifieds it is assumed zero.
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L s e sl

A continuous time system representstion is converted to
discrete time form using the same algorithm that is used in
the command SAMP. Once the discrete time state space
eguations are giveny they are used without further
transformations to successively compute states and outputs.

Examples

If a system S was given by the state equations

¥ = Ax + Bu + B v
v

y =Cx +Be
‘ =}

a command simulating this system could be
PSIMU /Y X/ F1 F2 <8 U V E '

The result is thus two data files F1 and FZ2Zi: where F1
contains the measured outputs and F2 the state» as indicated
by the output file identification flags.

I1f the user of some reason would like to specify the inputs
in an order different From the one used in the systenm

description Sy input file identification flags would have to
be useds as int

BIMU Y £ 8 /V E U/ NOISE(1) NOIBE(4) U

SIMU is used in the examples found for OPTFB and REDFB.
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. s s e e e

To compute the frequency characteristics (power spectrum or
amplitude and phasel) between one input and one output for a
system on state space form.

ol ot e et

SP8S C[('POW’' /’AMP’)1 FRFL(F21 £ BYBTLI(NAME)I NY NU [FREG]

'POW! /' AMP! - switch choosing a pnﬁer spectrum or an
amplitude and phase computation
default is ’ AMP’

FRF -~ freguency response file

F ~ frequency response number (default value 1)
SYST -~ gystem file nhame

NAME - gection name of system file

NY - output (measurement) signal number

NU - input (pontrol} signal number

FRE& - file with freguency values in the first column
Function

The frequency response between input NU  and output NY is
computed for the system description specified. The system
description may be on continuous time or discrete time form.

The frequency points are logarithmically distributed between
the two values WMIN. and WMAX. <(two reserved global
variables)s ar if the file FRE® is present: the freguency
pointe are taken from its first column.

L e e A

In the continuocus time.cases the evaluation of the freguency
respohse amounts to computing the matrix H(jw) for different
values of . '

H{jw) = C(Jw*ﬁ)_i B + D.

To avoid computation with complex matrices we reformulate
the expression to

HOw) = - €21 + A1 (qul + &) B + D.

Hevrer the real and imaginary parts may be computed
separately.
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in the discrete time cases the formulas look like:

-1 JuT
H(z» = C{zI-A) B + D} z =8 = pos WT + ] sin wT.

The real and imaginary parts ared

JaT 2 -1
Re H{e Y= C(A + 1 - 2 cos{wTla) (] cos(wT)-A) B + D

JoT 2 -1
Im H(e Y = — (A + I ~ 2 cos(wTrA) sinl(eT) B.

Knowing the real and imaginary parts, it is a simple matter
to compute the power spectrum or the amplitude and phase
information. The phase is expressed in degrees and an effort

is made to make it centinuous across the & 1BDD boundaries.,
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SYSO0P

5 e i e o

Command

ot et it Sy

8YSOP STL(NAMT] < [/F1/18U1EC(NSU13 [L/F2/18U2L(NBU22] .. 3

8T - name of system file for the total system
NAMT - name of section within 8T
Fi — iith subsystem flag = *8’'/'M* (default: '8§')
B8 ~ the iith subsystem should be a complete
dynamical system
M - the i'th subsystem should only consist of

a matvrixs e.g. & feedback gein matrix

SuUi - Fi = '8t mame of system file for the iith
subsystem
Fi = 'M's name of matrix
NBUi ~ name of section within SUis valid only if Fi = '8’
Subcommands
LOOK - displaye the dimensions of the systems
KILL ~ aborts BYBOP
X - effectuates SYSOP

IN U /W 77V PEVAL(CiY CizZ .. )] < ,
expression (itself. total inputss sub-statess other
sub-outputs) specifies BUi's input(s)

QUT *Y' /2’ E(Ci1 Ci2Z2 .. 23 £
expression(itselfrinputssstatesssub-outputsd
specifies 8T7's output(s)

expression is a linear combination of inputs, states and
outputs with terms on the following forms
aa '/~ [WEIGHT#181GMNEM-concatenated~with—i

LCCi1 Ciz2 .. 21 ..

WEIGHT
SI1GMNEM

weighting factor (default: 1)

signal mnemonic = ‘W /W /' /'EY For inputs
- control inputs

~ disturbance inputs

- stochastiec inputs

- measurenents error signals

m<ECc

- gsighal mnemenic = 'X' for states

- signal mnemconic = 'Y'/’Z’ for outputs
Y - measured outputs
Z - pontrolled outputs
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i - subsystem indexsy i.e. simply the position in the
right part of the main command where a subsystem
was refarenced

Cii1 .» — optional column numberss useful if not all the
components of a signal vector are wanted or if
a permutation of them is desired
(default: all the components unpermuted)

Eunction

The right hand side list of subsystems is read and decoded.
The subsystems may be either state space representations or
matrices (e.g. feedback or filter gain matrices). At least
one subsystem must contain a state eguation. All subsystems
must be of the same type» discrete time or continuous time.

The way the subsystems are connected is specified through
subcommands. The dimensions of the available signals for the
different subsystems may be viewed through the subcommand
LOOK.

- To refer to a subsystem: the signal mnemonic should be
concatensted with +that subsystem’'s indexs e.g. the 3rd
subsystem’s controel inputs are referred to as U3.

~ Expression may also consist of only the number zeros in
which case 211 the sigrals on the left side will be
identically zero. -

- The ‘IN'/’CGUT’ commands may be accumulatives i.e. a
previously defined signal may be superimposed onto
itself. In this case the input may only be specified
onces i.e. ag the 1st term on the right side of the
commandg string. This is practiecal for two ressonst
4) 'IN’/?0QUT' may be continued over many lines:

2) an erroneous TINY /T OUT? contribution may be
annihilated without the aid of ‘KILL’.

— The dimensions of the left snd right hand expressions
must agree.

—- At least one 'OUT' command must be issued before 'X’.
-~ Resulting algebraic loops will cause a warning message.

- 8T's inputs must be referenced at least once by an ?IN
command .

- At least one subsystem must be a dynamical systemn.
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- The output signals from a non-dynamical subsystem arve
treated as measured ocutputss, ‘Y.

-~ The reserved varisble AEPS. is used as an absolute test
quantity to detect algebraic loops.

— The reserved variable REPS. is used as a relative test
quantity to decide whether the compound system is
realizable or not.

- Zero result matrices will rot be output.

o s —

The matrices of the new total system are formed as
block—-diagonal matrices from the corresponding matrices in
the subsystems. (In the following discussions continuous
time eguations are assumed and blocking of inputs and
outputs into controlled ... measured ... ete. is neglected.)
Thus we have with ®s usy and y the concatenation of states
input and output vectorst

- Hur (5 %)
¥ = Ax + Bu

£1)
(173 e
y = Cx + Du
where Z for instance is given as
pA -
1
~ A
A= 2
The A being the A matrices of the subsystem 1y 2:... .
i
The connecting information from the subcommands are
condensed into the connect matrices Kia
= K + K x + R u
Y iy 2 3 T
€22

= K + K X + K u
yT 4y 5 4 r
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The index T denotes the input resp. output of the total
system to be formed.

Soiving for u in (1) and (2 and inserting inta (1) gives
the matrices of the total system:

LYl “~ fu-"l ne
- +
A+ B {1 K10) (Kic Kz)

Ay

BT =B (I - KiD) -

v r\-_'i rv
C =K [C+DC(I-KD  <(KC+KD)+K.1
T 4 1 1 2 5

~ w o —1
DT = K#D {1 - Kiﬂ) K3 + Kb

The matrin 1 - Kia is tested for algebraic loops. It should

be triangularizable using permutations onlys otherwise a
warhing message is given. If it is non-invertible: SYSQP
naturally fails.

— e e e o BT T i et o i iy v et e e e A e

Note that 8YSOP generates a system file with nane
STL(NAMTY]. This file must not exist previouslyd if it doess
delete it with DELETE.

Hints

a) Note +that the order of state variables in the total
system is the order. in which subsystems were specified.

b In many casesy the connecting of subsystems is an
operation performed unchanged many times in the soclution
of a problem. SYSOP with its subrcommands is thus very
haturally performed in a macro.

c) 8YS0P is very freguently used. E.g. it is used to form
the closed loop system after a call to OPTFE and a Kalman
filter after a call to KALFI.
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Exanples

The following example is intended to give an illustration of
some of the possible subcommand fForms available in SYBOP. It
is by no means typical for the normal use.

For some other uses of 8YBOP: refer to the examples used in
OPTFBs PENLTs and KALFIL.

Assume that the systems S1. B2y and 83 are given and that L
ic a (feedback) matrix. Figure 1 illustrates the output from
the LOOK subcommand. The following command sequence then
connects the subsystems.

=gYS0P 8T € 81 82 83 /M/ L
»LOOK
>IN Ul €U
>IN UZ € Y1 + Y4
>IN W2 € Y3
>IN U3 < Y1 + Y&
»IN V3 <V
>IN E3 £ E
FIN UsC1i-3) € X1¢1=-3) - X2(1-3)
*IN U4ld BY £ - X2(4 5)
FOUT Y £ Y3
20UT Z <€ 0.1 % Y1 + 0.1 % Y4
>LOOK
»¥X
>

The result of the second LOOK subcommand is shown in Figure
2., Npte that the dimensions of the total system how is
complete.
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gygoR BT<S1 82 83 /M/ L

8T 81 82 s3

14 b I & ) ¢ 3y ( 3
CONTROL INPUTS Ul 2 Uz 2 u3 Z
DISTURBANCE INPUTS W2 3
STOCHABTIC INPUTS V3 5
MEASUREMENT ERRORS EZ 2

STATES X 13 X1 3 X2 5 X3 5

MEASURED OUTPUTS ¥1 b vz 5 Y3 3

L
CONTROL INPUTE U4 5

MEASURED OUTPUTS Y4 2

Figure__1. Thes output From the command LOOK before any

connecting commands have been issued. (The empty parentheses
would have contained section names: if any were given.)

SYS0OP BT{S81 82 83 /M/ L

8T

< P ¢ Y o« ) o« 3
CONTROL INPUTS U 2 U1l 2 uz 2 u3 2
DISTURBANCE INPUTS Wz 3
STOCHASTIC INPUTS \ 5 V3 3
MEASUREMENT ERRORS E 3 E3 4

STATES X 13 X1 3 X2 5 X3 35

MEASURED QUTPUTE Y Z Yi 2 Y2 3 Y3 3
CONTROLLED OQUTPUTSE Z 2

L
CONTROL INPUTS U4 5

MEASBURED QUTPRUTS Ya 2

Figurg__2. The nutpuf from the command LOOK after all

connecting commands have been received.
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8YBT

pn_ 43}

—— ——--—-

SYST L[(BUBSW)1 BYSNAML(SECNAMII [£ L[(SYBTYP)1 [SYBMNEMI
[DT3 EAGRNAMI L[{TIMTYP)/OP/LAMVALI LATRNAMII

suUBsW -~ gsubcommand switch = ‘G /' VOID! (default: *'VOID*)
8c ~ subcommands wanted
valb -~ no subcommands wanted
SYSNAM ~— name of resulting system file
SECNAM  ~ see subcommand BEGIN :
SYSTYP -~ system type = '88°/'MTF’/?PM' (default: ’'88')
85 ~ Btate 8pace
MTF - Miso Transfer Function
PM - Polynomial Matrix
SYSMNEM - system mnemonics a short form used to specify

the system equation
58 @ SYSMNEM = 'ABC' /' ABCD’ /' ABRCXOD' /7' ABCDXO? »
where Ay By C etc. denocte system matrices
(defaults 'ABC’)
MTFet SYSMNEM = AR’ /+ARBC! /'ABCL' {(defaults: ’'AB*’)
P 2 BYSMNEM = ' TUUV’ /! TUUVWU? (defaults: TUUY?
BT - see subeommand TSAMP (default DELTA.L?
AGRNAM -~ see subcommand A&
TIMTYP — see subcommand TIME
QP - see subcommand SHIFT
LAMVAL - see subcommand LAMBDA
ATRNAM ~ see subcommand AT

T e e e e e e Pt

BEGIN [SECNAM1 defines a section name

SECNAM - section name (default?® missing)
TEAMP DT defines a sample interval
DT - sample interval expressed in seconds
LOOK displays the current contents of SYSNAML(SECNAmI]

AG LCAGTYP)1 L[AGRNAMI declares anh aggregate file
AGTYP - aggregate type = 'B'/'L7/'CM/'EY (default: '8
s system equations the only valid one for
SYSTYPs differing from '88°

L - loss function
¢ ~ povariance function
E - extended loss function

AGRNAM ~ aggregate file name (default: SECNAM (BYSNAM if
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SECNAM is omitted) for the main command and
AGTYP = '8’y octherwise missing)

AT L[ATRNAM1 declares an attribute file names valid
only if 8YSBTYP = 'PM’
ATRNAM ~ attribute file name {default! missing)

TIME TIMTYP defines whether a system is time variable or
noty valid only if BYSTYP = '88&’
TIMTYP - time switeh = VAR’ /7 INV? (defsult: ' INV')
VAR - time variable
INV - time invariant

LAMBDA LAMVAL defines lambda: i.e. the noise standard
_ deviationivalid only if BYSTYP = 'MTF’ and
if SYBMNEM contains the letter ‘C’
LAMVAL - the value of lambda (default? 1, if SYSMNEM
contains the letter ‘¢’ else missing)

- SHIFT OP defines the shift operators
'_ valid only if SYSTYP = ‘FM’
oF - operator = ‘+'/’'~' (defaults '+')
+ - forward shift
- - bzckward shift

INS MNEM [< NAME] inserts terms into the system equations
MNEM - matrix or polynomial mnemonic, see below
NAME - name of the matrix or polynomial

porresponding to MNEM (default: MNEM)

DEL. MNEM removes terms from the system equations
MNEM - matrix or polynomial mnemonicsy see below

KRILL skips the previcus subcommand sequence ineluding
the last SYST commands i.e. inhibits the generation
of SYSNAML (SECNAMD I

X closes SYSNAML(BECNAMY I with the current contentss
then exits from 8YSBT

The command generates a new system description file or: if
the specified output file already existss a2 new section
within it.

The command uses a series of defaults such that many of the
desires encountered in normal use will be possible te
satisfy with a single main level command. If more freedom is
requireds a series of subcommands is available to specify
these details.
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The subcommands serve to control the inclusion/deletion of
various items in the system description and to allow the
user to select hames for agoregates and polynomisls or
matrices. Deletion is by specifying a blank name for e.g. ah
aggregates or through the DEL command.

Note that the subcommand LOOK will at any time display the
current form of the system description.

The different matrices and polynomials are referenced
through mnemonics shown below. The mnemonics are also the
default names of the respective items.

The main command argument SYBMNEM serves to choose between
standard sets of these matrices/polynomials. These standard
sets are also given below.

Matrix _mnemonics (BYBTYP = '88!)1

I e T o e i e 4 e Yt ) e s s i s e e e Mt S i it B i B S .

A B BW BV "DX/DT = ..y Or XNEW = ..
C () D DE " Y = ..

G H HN " Z = - =

XO "initial state vector

oin] 105 Q12 Q2 "losse fuhction

RO Ri R41Z2 Rz Yeavariance function

EQQ E&l E@lz EGZ Yaxtended loss function
EQ3 EG4 EQS

For the different possibilities of SYSMNEM: the following is
includeds

ABC A B c

ABCD A B c D

ABCXD A B C XQ
ABCDXD A B c D X0

Polynomial mnemonics (SYBTIYP =_!'MIFE!):

—_
L e e e e s s s e e e et S 1 o e et o

"Ay = By + Ge
“"initial output values

-
m
(]
o)

For the different possibilities of SYSMMEM: the following is
included:

AB A B
ABC A B c
ABCI A B c 1
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polynpmial mhemonics (SYSTYP) = 'PM7J:

T uu Uk uv MoK = L.

V Wy Wi WE " Y = ..

G HU HW " Z= ..

For the different possibilities of SYSMNEMy the followinhg is
includeds:

TULY T Uy Vv

TUUVIHY T uu v Wy

Examples

The following serves to illustrate the operation of BYST.
The global variable DELTA. = 1.0 during these examples.

a2y The two commands

»8YBT 8(L88) € 0.
»LIST (T2 8

produces?®

LIST (T) B
79.10.05 - 16:46:08

BEGIN CBE

"BYST 5(CEB)<0.
"79.10.05 — 16145853

CONTINUOUS STATE SPACE REFPRESENTATION
DYNAMICSy AGGREGATE: CGE5s
DX/DT = A%X + BxU |
Y = C%X
END

while

B) MEYST B2(b8S) < ABCD SZDEB
>LIST (T) 82

produces
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LIST(TaB2
79.10,05 - 16147316

BEGIN DSBS

"BYBT 52(DEBX<ABCD S2D5E
"79.10.05 - 146547106

]

DISCRETE STATE SPACE REPRESENTATION

SAMPLE INTERVAL 1. 8

DYNAMICSs AGGREGATE: 520585,

XNEW = A#*X + BxU

Y = C*X + D*U

END
Note in case b) that the default value of the sample
interval takes effect producing a discrete time state space
representations and that in both a) and b) the state space
form is assumed. In b)Y a fourth system matrix (D) ism
included and the dynamics aggregate name is changed from its
defaults viz. the section name.

) Here we use the subcommand switchs

>BYBT (BC) 83 (B3C€58)
>LOOK

The subcommand LOOK gives the present form of the system
descriptioh.

"8YBT(8C)83(83C58)
"72.10.05 - 16:48146

BEGIN S3CE88

DISCRETE STATE.SPACE REPRESENTATION
SAMPLE INTERVAL 1. §

DYNAMICSs AGGREGATE:! B3(5S5.

XNEW = Ax%X 4+ B»U

Y = C#X

END
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d) Assuming we did not want a diserete time representation
and intending to use & linear quadratic loss functions:s we

dot
>TSAMP 0.
>AG (L) CLB3
>IN @1
>INS @2
>LOOK
We have now obtained the following:

"8YBT(8C)E3(E3C88)
"72.10.05 - 16:50:21

BEGIN B3CHB

CONTINUOUS STATE SPACE REPRESENTATION

DYNAMICSysy AGGREGATE! S3C85»

DX/DT = A¥X + BxU

Y = CxX

LOSS FUNCTION: AGGREGATE: Cl.S3a

Ql: @l1s @zt QZ

END
If this is what we wantedy we finish the subcommand
sequence by: :

X
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TRANS

To transform a continuous time loss function or covarisnce
function into discrete time Form.

Command
TRANS L[(SW)1 SYBOUTL(NAMOUT)I € SYSINE(NAMINS I

8W =~ problem switch = '@'/'R*' (default: *@’)
@F transform the loss matrices
{eontrol problem)
R: transform the covariance matrices
(estimation problem)

8YSCUT -~ discrete output system description
NAMOUT — hame of section within SYSOUT

8YSIN - continvous input system description
NAMIN = nane of section within SYSIN
Eunctipn

Depending on the switch SW: the system wmatrices and the
matrices of the standard loss function or the covarisnce
function is read from the continuous time state space system
representation on the right hand side. The resulting
matricss for the loss function or the covariance function
are output sceocording to the discrete time state space system
reprasentation on the left hand side.

The command uses the U input or the Y output.
The global varisble NITER. is used as the maximum humber of

terms in the series expansionss while REPS. is used in the
convergence test.

LoTT ]

Consider the continuous linear time—invariant system

REED = Axd(t) + Bult)

and the problem of minimizing the functional
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whers

Q @
11 12 QT
Q@ @ 21 12
21 22

o]
]

o
[}

Now assume that the input u(t) ig piecewise constant over
time intervals of length t+ the sample interval. Then

Hit+T) = $x{t) + Tult)

and
n - [ (k) ]Tm ®(k)
v=z 8 |
- uit) udt? ]
0
where
AT
¢ = g
. ,
r=gfe" ds
]
~ L
o]
~ i1 12
& =
Y] LY
G @
21 22
T T
~ A s As
& = {ea Q e ds
11 11
0
T T
A A s
@ = [ e {@ G(s) + @ ¥ ds
12 11
a
o aT
0] =

21 @12
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bd

@
22

T
{G (s {@ Ge(s) + @ I} + @ G2 + @ ds
11 12 21 22

0O %= A

G(s) is given by

At

G(g) = ) Bdt

Q- m

It can be shown that

N

11

T

P@ & - SA
14

@ SE+ PG

12 12

X &'
21

s

22

|1

T T.T T
BYB+BT® + & TB+@ =
i2 12 2

where
& = 1 + AP

P = 1Iv + AT

and
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TRANS
(n+1)!
| B ;%5 (Yn—iAT * {AT}T Yn—i * Qii Tn * T: Qii
Reference

K. Martenssoni Linear quadratic control package Part 1@ —
- The diserete problems Report TFRT-3010 <(19469)s Dept. of
Automatic Controls Lund Institute of Technology: Sweden.

—— i s e it s e s B e ik L Ay e e P B S oy et Sy

a) Even if the mixed tevrm Qiz of the continuous problem is

zerps the discrete problem will generally have a nonzero
mined term.

b) Note that TRANS does npt change or reference the systemn
matrices of the output system SYSOUT.

Hints

The matrices of discrete time state space system are

computed from those of a continuous time representation in
the command SAMP.
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To design a state space feedforward controller. Both
discrete time and continuous time problems are handled.

Command
FEEDF1 BD < SMI(NAMEM>I SNL(NAMEN)]

sD - system used to designh a feedback

8M ~ system modelling desired behaviour

NAMEM ~ gection within SM

an - system to receive feedforward and regulation
NAMEN -~ section within 8N :

FEEDF2 L[(SW)] SFF < SML(NAMEM)>1 SNI(NAMEN)I LED

217 - gwitch selecting the Z output in SFF
XN - the nominal state
ZN - the nominal controlled output (default)
8FF - wystem for the feedforward loop
8M -~ game as in call to FEEDF1
NaMEM - same as in call to FEEDF1
SN - game as in call to FEEDF1
NAMEN ~ mame as in call to FEEDF1
L.8D ~ state feedback designed for 8D
Function

There are two feedforward design commands solving two steps
in the design process. The first, FEEDF1s takes as inputs =
system modelling the desired behaviour of the rcontrolled
system and the controlled system iteelf. The output is &
system file prepared for a state feedback design. :

The user is then expected to design a state feedback for the
system DS: such that the controlled system follows the
model.

The third step is then to rearrange the given systems
together with the state feedback to form a system suitable
as a feedforward controller. ‘ _

Both FEEDF1 and FEEDFZ will use the U input and the Z
outputs and this will be the form of SD. If SN includes a W
inhputs it will be included in BFF as well. SFF will include
a Y outputs the generated feedforward control signal: and a
Z outputs either the nominal controlled output or the
nominal state depending on the switch.
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The problem addressed in FEEDF has the following backgrounds
gpe Figure 1.

The system § 1is controlled both through a feedforward loop

A
and a feedback lopp. The system state is sstimated () in a
state estimator system SE. A feedforward controller SFF

computes the nowminal control UN and the nominal state xN

from the reference value u . The regulator system BR
P

. .
compares HN and ¥ to form the regulator control signal uR

which is added to the nominal econtrol uN to form the total

control signal u.

The feedforward system SFF will include 8 wominzl model of

Sy called SN.

In the description of the methods the continuocus time form
will be used.

Figure 1. A system 8 with feedforward and feedhack control.
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The desired behaviour of the controlled system to step
changes in the reference signal is modelled in SMs

A .x.. + B u

*M M"H M-

G, X

M M™M

The controlled system is given by the nominal model BN.

L] - +
HN ANKN BNUN
2y = Byt

We finally model u as 0 = 0.

r r

The system 8D is then formed?

~ ;{ - r A ] o " " " o B -
N M N N
X = 0 A B X + 0 u
M M M M N
u b o o u D
ro . o - r . J

Z = [ -G G a ]
g0 N ’ M

The system file SD will also include a standard and extended
loss function definition. The extended loss function

matrices are generated. as

EQi = 0 E@z = I E34 =1 EQS = 0

In the next step (the second):s the user should design =a
state feedback for this system such that ZSD stays small,

In the third stepy FEEDFZ is used to form the fesdfporward
controller. The L designed in the eecond step is

partitioned:
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o
N
u o= [ -f. -L -L ] H
[\ N M r M
u
r

The feedforward controller is then the dynamical system:

X A -B L -B L X -B L
N N NN N M N N r
= -+ u
. r
o 0 A M B
M M M M
®
N
{u =3y= -L -L + -L u
N N M A r r
M
H
N
{x =%z=11 o 7 if sw = XN
N X
M
X
N
{ 2z =%} =z = G a if sw = ZIN
N N HM

e e e P P i (e v P T S P e e s s e e dnat

The design of the state feedback in the second step is
intended to be performed using PENLT & OPTFB. The system SM

should be stable and BN controllable and EQ4 should have
full ranks all very reasonable requirements. Then the system
8D will be stabilizeble and detectable through the 1loss
function.

The designer of the state feedback L is warned pnot to:
a) Try to change eigenvalues belonging to BN er to the input

sighal model (a8 set of integrators) since they obviously
belong to non-controllable modes.

b? Introduce &2 penalty directly on the state variabless
gither through E@l or EG3. This would violate the sntire
idea of the method which is to give the 1loss function a
special form such that the error ZM—ZN is minimized.
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Hints

al

b}

o)

d?

2)

FEEDF1 is used once to rearrange the systems defining the
problem.

PENLT & OPTFB are used iteratively to reach an L giving
satisfactory performance.

FEEDF2Z with 8w = IN is intended to be used in the
iteration lopp b)) to form a system with the feedforward
control and the nominal controlled output as  results.
This system may be simulated to evaluate the current L in
the desian loop.

FEEDF2 with sw = XN is used finally to give the fesdback
controller with nominal control U and nominal state X

N N
as Y and I outputs.
The choice of dynamics for the wmodel system SM should

reflect the practical limitetions on the achievable
performance from SN. If it is difficult to obtain good

agreement between ZN and ZM’ the choice of SM should be

reconsidered.
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To design & stete reconstructor gain matrix for a linear
state space systems minimizing the reconstruction error
covariance. Both continuous time and discrete time systems
are allowed.

Commands
KALFL [CINIDI C/70°K'1 C7K1'1 ['P’3/3 CKY LK1l CP1 < SYSTL(NAME)I

INI ~ initialization switech = AUTO’ /! MAN’
AUTO - automatic initislization of P
MAN - P is initislized from RO

K - filter gain matrix given messurements up to
the previous time
K1 - filter gain matrix given measurements including
the current time
P — solution to the stationary Riccati equation
8YST - system file name
NAME - section name within SYST

Subgommands (available only in case of slow convergence)

————

CONT — iterate NITER. more iterations
LOOK — write P on the the terminal
KILL ~ exit immediately

X - write partisl results and exit
Function

The right hand side system description is inspected and the
system matrices A and € are rvead. Note that ohnly the output
¥ is considered, being the autputs available as -
measurements. The system description also specifies the
covariance matrices ‘For the state noise v and the
measurement hnoise e. The matrices Bv and De are assumed

unity.

Then the stationary Ricecati equation is solved. Depending on
the output file identification flagsy the filter gain
matrices K and/or K1 and the stationary Ricecati solution P
are output. The distinction between K and Ki is given below.

Refer to the command OPTFB for a discussion of the argument
INI and the global variables used.
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Method
In the continuous time cases assume that the system is given

by (the blocking of the inputs and the possible inclusicn of
a D-matrix is immaterial to KALFl and is left out):

Ax + Bu + v Evyvyv=R

x
it

y = Cx Eee=R
The Kalman filter reconstruction of x is then given by

A A A
H = Ax + Bu + K (y — Cx)

where K is given by

T -1
R = PC R2

and P is the solution to the Riceati equatian

P = AP + PAT + R, - F'CT

-4
. R, CP.

Here we have assumed E VTE = Raz to be zero. This is not
necessary as the esguations used in KALFI allows a8 non—zero
R, ..

12

In the discrete time case we have similarly

RCt+1) = AxCt) + Bu(E) + v

i}

y(t) Cxuit) + B

Now the state reconstruction will depend on the time

instarice of the last available meEasurement. We have two
possibilities:

XCE|E) = nt|t—1) + K Iyct) - Cx(t|t—1)1

L3 A
R{t+ittd Ax(t)t) + Bul(t) =

fl

AxCE]t-1) + Butt) + KLy(t) — CxCt{t-1)1
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where
T T -1
Hi = PC (CPC +_R2)
K=aA-+K
1

and P is the stationary solution to

T T T

Pct+1) = APCt)AT *+ F!.1 = AP(RIC [CP(EIC + Rzl_icP(t)A

R Riz, and R2 have the same significance as above. Also in

this case Riz may be included elthough net shown in the
equation above.

For the method of solving the Riceati sgquations refer to the
command OPTFB.

T i S s B el e

K.d. Astvrom: Introduction to Stochastie Control Theory.
Academic Presss 1770.

Hints
a) The covarizance matrices Ris st and maybe Riz reflect the

uncertainty in the system deseription and the
measurements. They can alsp be used to obtain a desired
dynamic response of the state reconstructor in a fashion
gimilar to the use of OPTFR.

b) The actual state reconstructor (Kalmen filtevr) is formed
using B8YS0Ps cof. the example bealow.

c} KALFI results in a8 full order observer. Reduced order
observers may be desighed using KALFI with the aid of
LUEN.

d) birect pole placement may be possible e.g. RECON.



The system 8§ is givent

BEGIN

CONTINUOUS STATE SPACE REPREBENTATION
DYNAMICSs AGGREGATE: S»

DX/DT = A%X + BxU + BvxV

Yy = CxX + DE#E

COVARIANCE FUNCTIONs AGGREGATE: B8QC»
Riz R1isy RZ: RZ

END

The following numeric values are used:

[o o) oe=(i) ===[0 )]

gz =[1 O] S:pE = [ 1 1

]

G:A

1 O
SBC:R = [ ] 8C:R_ =L 11
1 g 1 2

Then the following series of commmands are useds Ffirst to
find the filter gain Ky then to construct the Kalman filters

PKALFLI /K/ K £ B

»BYB0P B8F £ 8 /M/ K
PLOOK
»IN UL £ U
>IN VI £ Y2
>IN E1 £ 0O
>IN U2 € W - Y4
20UT ¥ € X1
>R

*LI8T (T)» SF

The output from the LOOK subcommand ist

g8 8 - K
¢ ) ( b
CONTROL INPUTS Ui 1 Uz 1
STOCHASTIC INPUTS Vi 2
MEASUREMENT ERRORSB E1 1
STATES X 2 X1 2
MEASURED QUTPUTE Yi 1 Y2 2

The generated system description ist
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BEGIN
"BYBOP BFL8 /M/ K

CONTINUOUS STATE SPACE REPRESENTATION
DYNAMICE» AGGREGATE: GF s

DX/DT = A%X + B*U + BW#W

Y = CxX

END

The obtained values of the matrices aret

1.73205
ol A

IIID
-1.73205 1.0 o
SFiA = [ ] 8F8 =
1.73205 1 0O
S5F:B = [ ] SF:f = [
W 1.0 0o 1

The U-input is the input to the system while the W=input is
the measured output from the system. The Y-output is the
reconstructed state.
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To design & reduced ocrder observer (a Luenberger observer).

Command

LUENT T 8Y8T1 < BYBTZLI(NAMEZ2)1 [EPSEI]

T ~ name of transformation matrix

8YST1 - system description file name for the new (reduced)
system

8YS8TZ — system description file name for the original
system

NAMEZ — section name of the original systems syst2

EPS - test guantity

by default eps = the reserved variable reps.

LUENZ 8YST1 £ S8YBTZL(NAMEZ)] T K [EPE]

8Y8T1 -~ system description file name for the luenberger observer
(of reduced orderd

8S8YST2 — syastem deseription file name for the original system
(of full orderl -

NAMEZ - section name of the original systems SYSTZ

T - name of transformation matrix (full order)s given from LUEN1
K - name of gain matrix (reduced order)s:s given from pole placemnent
EPS - test guantity for matrix inversion

by default EPS = the reserved variasble REPS.

————su

There are two Luenberger ohserver design commands solving

two steps in the desigh process. The firgts:s LUENi: takes as

input the system for which an observer is desired. LUEN1
computes a transformation separating the states directly
available from the measurement y from those that are not.

The matrices of the latter part of the system is output !
together with the transfaormation matrix,

The user is then expected to designh a full order observer
for the rnot directly measured states.

Finallys LUENZ is applied to compute the matrices of a
system representation for the desired reduced prder
(Luenberger) observer. The input to LUENZ is the original
systems the transformation found by LLUEN1 and the full order
state reconstructs gain matrix found by the user.
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The observer desigh is divided into three steps. The system
for which we intend to design an observer is given (here we
use & continucus time descriptions the same applies to
discrete time)s

H

{ ¥ Ax + Bu
y = Cu

First & coordinate transformation £ = T1R is designed giving

the system representations

-1
= T AT + T Bu
E 1 1 t 1
ot g
Y 1
-1
such that CT = [0 11

1
Thus & may be partitioned into El and EE, where §2 are the

states directly measured through y.

. A A B

Ei , 11 12 Ei q

= +
: A A B
g2 22 gz 2
to 11 gi 3
y = =
E 2
z

The output of the first step as implemented in LUEN1 is thus
the following system and the transformation T1'

il
I
o
+
m
c

Ei 11 1 1
= A
yi 21 Ei

in step 2 of the designy the user is required to compute =
full order observer for Eia the not dirvectly measured states

of the original system. Bpecificallys a K is reguired so
that
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A - KA
11 21

igs stable with suitable eigenvalues. This can e.g. be done
in KALFI.

In step 3» finallys the one performsd in LUENZ: a

transformation g’ = TZTix iz performed on the original

system: whers

[ I -K
T =
2 0 1

with the same partitioning as aboves we have

.J A) A? ! BJ
E‘i 11 12 g'i 1

.} AJ AJ L Bl
§2 21 22 §2 2

The importance with the special choice of T2 is that

A = A - KA s designed to be nicer and that still
11 1 21

§’2 = §2 = y. Introducing two new matrices C' and D' and
w

noting that the desired state estimate is
*1

¥ = (T T_J & C'«E’ + D?-E!
1 Z2 g% 1 2

ro= A TN
gi 11 §1 1 - 12y

¥ = C'E' + D'y
1 W

This is the result fram LUENZ. x is returned as the Y

outputs u is expected as the U input while y is expected as
the W input.
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As example we use the one-dimensional particle with the
position as the output y. Thus we have the system SD:

% = Ax + Bu
y = CH

with

o 1 o
A= ]s B = y and C=0L[1 001,
g O i

we then dot

>LET DELTA. = 0. "Continous time

*8YST 51 "A standard state space system
UEN1 T 81 € 80

HIST T

The transformestion 7T obtained as well as the As By and C
matrices of 81 are shownh:

o 1
T = ]1 A = [ D1 B = [ 1131s ¢C = [ 1 1.
1 0O 81 851 81

We now choose K = [11 as the value of the required filter
gain matrix. This gives a stable reconstructor since

A - K-C = [-11].
81 51

The Luenberger observer is then found through

>BYBT (B8C) SOBE
*INS BUW
>INS DW
X
?LUENZ 80BS € 80 T K

The obzerver has the state equation

X = Ax + Bu + wa

y = Cx + D W
W

with
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A=1-11 B=1>L[11 B = L[ -11
W

o= (1] 0= (4]

Referring to the original system we find:

*
|
g

where E = — E + U — ¥

Note that the state variable of the reconstructor has no
direct physical significance. This is the price one has to
pay for the lower observer order: compare the example in
RECON.
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et L . B e e

To design a state feedback matrix for a linear state space
system minimizing a quadratic lass function. Both
continuous time and discrete time systems are allowed.

Commands

S =

OPTFB L[CINIX] LC/70°L'D [’8°3/]1 CLI [831 £ SYSTLI(NAME>1 L[ALPHAI

INI - imitialization switch = *AUTO’ /' MAN'
AUTO — automatic initialization of S
MAN - B is initialired from @O

L ~ feedback matrix

8 - solution to the stationary Ricrati eguation

8YST -~ system file name

MAME - section name within BYST

ALPHA - stability coefficients i.e. the system matrix A iz

replaced by (A + ALPHA®I) {(default: 0

Subcommands (available only in case offslow convergence)

CONT - iterate NITER. more iterations
LOOK ~ write 85 on the the terminal
KILL - exit immediately

X — write partial results and exit
Function

Tt e e 1y ik i g e

The right hand side system description is inspected and the

system matrices & and B are read. Note that only the block

B is wuseds v heing the inputs available Ffor control
u

purposes. The system description also specifies the matrices .

aof the loss function. Qi and @2 should be includeds QD and

Qiz are optional. Then the stationary Riccati equation is
solved. Depending on the output file identification flagss
the state feedback matrix L and/or the stationary Riceati
solution 8 are output.

Refer to the next section for a discussion on the arguments
INI and ALPHA., OPTFP references some global variables. REPS.
is used as test guantity in relative tests in numerical
operations (splving matrix equations) while CEPS. iz used as
convergence coriterion in the solution of the Riccati
equation. A maximum of NITER. iterations are allowed. PRINT.
is used to control line printer listing according to:
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= 0 no output.

> Os £ 100 the number of iterations is printed on the
terminal.

> 100 8 is listed on the line printer every
PRINT.~100 iterations.

LSy ¥

Given the system eguation
X = AX + Bu or ®{t+1) = Ax(t) + Bu(t)
and the guadratic criterion function
T T T
J = f (x @ ¥ + 2x @ u + u & u) dt
1 12 2
or

- T T T
J = z (x @ ¥ + 2% @ U + u Q ul
-l 1 12 2

t

the optional (stationary) state feedback is khown to be
given by

u = — Lu

where L is given in the continuous time case or the discrete
time case by the respective equations:

-1 T T T -1, T T
L = @2 (Qiz + B 8 or L = (Qz + B 8BB2 (@12 + B 8A)

In both casess B8 is the stationary solution to the Ricreati
equation

T T T
8 A S + 8A + @1 (8B @123 @2 (&R + B 8.

ar

5(t-1) = ATS(t)A + G1 -

T T -1 T T
(A B(t) B + Qiz} (Qz + B 8{t) B) (Qiz + B BCt) Al
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A stationary solution to the Riccati differential or
difference equation is found through iteration in times with
a test for convergences specifically the novrm of the
difference between two succesive values is requivred to be
less than CEPS.. In the continuous time cases the time step
is chosen based on the eigenvaluess for the discrete time
caser the sample interval is used.

If INIT = AUTOy the initial wvalue for § is computed using
eigenvalues / eigenvectors of the Euler matrix for the
problems see Reference [1]l. This ensures convergence in very
few steps for most problems. I1If this method: originally due
to Potter failss @D is used as the initial value. If @D is
absents 100%1 is used. ‘

IFf INI = MANs GB is always used as initial guess.

If the argument ALFHA is given in the command lines the
matrin A in the system description is for a continuous tine
problem replaced by A + «+I1. This corresponds to plaecing a
weighting factor in the continuous time criterion (see
Reference [Z21)3
* 2ot T T T
J o= a { X @ H+2¢ Q@ u+uvu G u} dt,.

1 12 2
It is opbvious that this 1little ¢trick ensures that a

stabilizing feedback designed in this manner will result in
a closed loop system with poles to the left of -a.

References

[41 K. Martensson: On the matrix Riccati eguation. Report
TFRT-3020s Dept. of Automatic Contreols Lund Institute
of Technologys Swedens 1770.

[z B.Db.0O. Andersont J.B. Mooret! Linear Optimal Control.
Prentice Hall., 1971.

a) Note that although the loss function in some cases may be
derived from physical considerationss the normal use is
to use the loss function matrix elements (nainly the
diagonal ones) as knobe to twist in order to achieve a
suitable performance.

b) As the design based on OPTFB typically is iteratives it
is often natural to use it in & macro together with some
performance evaluating commands.
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o) The performance may be studied through simulation (SIMU)»
eigenvalue computation (EIGENs POLES) or freguency
responses (SPEB).

d) The command PENLT may give a set of knobs to twist
attached with more intuitions i.e. the loss funection
terms have a different interpretation.

2) Some results in linear quadratic theory assumes @1 and Qz
to be positive definite and @12 te be zero. These

assumptions are not necessary in order to apply OPTFB.
PENLT will assume @12 to be included.

£) The closed loop system is continuated using 8YESOP.

g) OPTFB assumes that the state is available for feedback.
If this is not so in practices it may be reconstructeds
of. LUENs KALFI etc. A state feedback may be converted to
an output feedback in REDFB.

h) Direct pole placement may be possibles e.g. PPLAC.

Examples

As an exemple: we will use a state space model of the ball
and beam process (%).

X = Ax + Bu
y = Cx
z = @K
with
-1 0O O 0] 1
1 0 0 O ¥}
A = R =
a 1 0 B o
o 0o 1 0O 0
o0 1 0 017
c = G=L0 0 O 11
0 o 0o 1 ]

- - —  fin — - - ——— — v —

(%) J. Wieslander: Interaction inh Computer Aided Analysis
and Design of Control Bystemss Chapter 7. Thesis TFRT-1019s
Dept. of Automatic Controls, Lund Institute of Technology:
Swedens 1979.
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xOD =
0
G.5

The two neasurements are the beam angle and the ball
paositions y1 PESP. yz. The single controlled varisble is the

ball position.

The command PENLT and the extended loss function will be
used here for demonstration purpose. We will use it to
introduce a penalty on the controlled output alone (and on
the inputs neturally). The advantage is that we need rot
bother with the interpretations of the state variables»
although they of course are known here as in most other
cases.

The system is described in the system file BAB. The matrices

of the extended loss function are found in the aggregate
BABE. Other matrices are invisible in this exanple.

The following macrp is used?

MACRO ITER ALPHA

FENLT BAB "Convent loss function
OPTFEB L < BAB ALPHA "Compute state fesdback
DELETE (T) SBCL "In case 8CL was present

SYSOP SCL < BAB /M/ L
IN U1 € -YZ2+U

IN u2 € %1

QUT ¥ < Y1 "The measured outputs

QUT Z € -YZ2 "The control signal

X

POLES <€ SCL "Display closed loop poles
SUSPEND "Have time to inspect them
SIMU /Y 2/ Y U < 8CL ZEROQ

PLOT Y / U

EnND

A linear guadratic state feesdback is then designed with the
following commands. Refer to the indicated figures.
Initially the system BAB with the appropriste system
matrices have been entered. The initial value of the
extended loss function is:

BARE: EQ'1 = 0 BABE® EQ2 = [13

BABE: E@4 = [1%F BABE: E@5 = [0O]

+LET TICK. = 0.1
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>INSI ZERO 100 0.1 "4 sample interval for SIMU
>7ZERQ "Define a zero input
X

>HCORY ON

»1TER O.
>HCOPY “Copy figure 1
>RESUME

*HCOPY "Copy figure 2

>ALTER BABE: E@4¢i 1> 10.

>1ITER 0. '
>HCOPY "Copy figure 3
>»RESUME

>HCORY "Copy figure 4

»>ALTER BABE! EQ4¢(1 1) 100

>ITER O.
*HEORY "Copy figure 5
PREBUME

>HCORY “"Copy figure &

»ALTER BABE: E@5¢1 1) 50

>1ITER 0.
>HCOPRY “"Copy figuvre 7
>RESUME

FHCOPY “"Copy figure 8

»LIST L

The L. designed so far has the value
L = £ 4.10543 12.5312 17.3385 10.000 13

Of courses the indiceted series of interactions is not
necessarily the best concievable. It is however important to
note thatt

a) Increasing the penalty on the output variable Z from 1
through 10 to 100 results in a shift of poles to the left
in the complex plane and an increasing speed of response.

b)Y Increasing the penalty on the derivative nof the putput
results in an increased damping &8s can be noted both in
the pole location and in the time responses.

An alternate method of achieving 2 desired speed of response
without impaired damping is to use the argument ALPHA in the
command OPTFE. This is illustrated below.

>ALTER BABE: EQ4¢(1 1) 10

>ZERCM BABE: EG5 1 "Revert to figures 3 & 4
>1ITER 0.5

>HCOPY "Copy figure %

>RESUME
>HCOPY "Copy figure 10

»LIST L
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This L is chosen as the final design,
example found in REDFB.

and is used

L = [ 4.73347 13.54696 16.1714 8.51044 3
™
1. ]
b e
X
8. RE
I i 1 1
-2 el 2
X
X
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PENLT

To reduce the extended loss function of a state space system
to the standard loss function handled by OPTFB. Both the
continuous and the discrete time problems can be handled.

bt et el e

PENLT BYBL(NAMEJ1 L[AMOD]

8YS - system file name
NAME ~ hame of section within 8Ys
AMOD — model for closed loop dynamicsy i.e. the state

derivative DX/DT is replaced by (DX/DT - AMOD#*X)
(default: O

Eunction

The specified state space system representation is inspected
and the matrices of the system and the extended loss
function are read. The loss function is then transformed
ints its standard form and its construct matrices are
output.

Note that PENLT will handle the input U (the control input)
and the output Z <(the controlled output). The optional
argument AMOD is the desired A-matrix of the closed loop
systems of. below and hint b).

Method

The extended loss function used in PENLT has the following
integrand (for discrete time! summand)?

T T T s T - =
o= - -
X Qeix + 2x Geizu u @Ezu + (x-AxX2 Qez(x Ax) +

T T
+ z @942 + 2 Qesz

In the discrete time cases the derivatives are approdimated
by a difference:

V & CVCEST) — VCEdT / T

In practircal work with the quadratic loss function used in
OPTFBs of-diagonal elements in @1 and @2 are seldom used and

Q12 is kept zero. The motivation for the extended loss

function is then that although the user still restricts
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himself to specifying diagonal slementss more freedom and
intuitinn iz available.

a) The term zT@ z allows direct specification of a penalty
e
on large values of the output.

b) The terms %@ % and :Ta 52 allows a penalty oh too rapid
e e
changes of state variables and output variables.

cy The term Gi-Ar) 1@ BCR—EHJ will include the closed loop
=

system to behave like X = Axs i.8. A (AMOD in the

arguments) specifies derived eigenvalues and eigenvectors
of the closed loop system.

The xtended loss function is converted to the standard form
according to the following formulaef

=T ~ T T_T
+ - -
G =G, * (A-R) @_ (A=A + G QG+ AGGGh

" T.T
Q12 = @212 + 5@93(A Al + GQeAH + A G @ESGB

T T T.T
Q2 QEZ + B &EEB + H @eﬁH + B G @EBGB

a) Note that if the matrix H is non-zerpoy i.e. there ig 3
direct term from control inputs to controlled outputss

then @ must be zera.
es

b) Note that @12 will in general be non—-zero.

a) If only diagonal elements in the extended loss function
matrices are used and they are non-negative: and if @

ig zeros then the standard loss function will be positive
semi-definite.
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b If E is a matrix with desired eigenvectors and D =
diag(hi) contains the corresponding desired eigenvaluess

then
A = E-D-E °.

Howevery the choice of desired eigenvalues and
eigenvectors will demand a good process knowledge.

Examples

A detailed example where PENLT is used can be found in
the description of the command OPTFB.

To illustrate the use n# the argument AMOD the following

somewhat synthetic example wmay be used. The following
system (8) is given:

X = Ax + Bu

with
-2 1 2 4 o o
i 1 -5 -1 7 1 -1
A s - B =
3 2 -1 =2 -4 1
0 o g -2 0 1

A state feedback with u = -tx will give a closed loop
system with

~0.647 0.333 0.667 1.333
~-0.333 D.667 ~4.667 7.8667

A =
CL -2 o -3 -1
-2 -2 2 -5
if
L Z2.646487 -0.3333 2.3333 -0,3333
2 2 -2 5

Nowsy introducing an extended loss function into the
sysatem description 8 with
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1 0 0 0O
1 0
EG = and EG = o 41 0 0
2 o 1 3
0 0 1 0O
o o o 1

and issuing the following series of commandss we get!

»PENLT S ACL
>OPTFB LA X 8
>LIST LA

LA [ 1.8%91 ~-0. 4200 2.0371 -0.702%9 ]

1.2514 1.5119 —1.6598 3.7235
This is still far from the L above» but increasing E@3 we

get the following results:

= *
EG3 10%1

LA [ 2.3425 -0.3553 2.3002 -0.4117
1.8800 1.9292 -1.9559 4,.8117

= *

5@3 100%1
LA 2.6534% ~0.3358 2 .3300 -0.3420
1.9872 1.9925 ~4.9954 4.7801

= *

E&S 1000%1

LA [ 2.64633 -0.3334 2.3330 -0.3342
1.9987 1.9992 -1.9993 4, 9980

The point is that if & desirable closed loop performance
is known in terms of the closed loop A-matrixs & state
feedback can be designed in the manner shown here.
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PPLAC

To design a state feedback such that the closed loop poles
have desired values. The system must be represented in

Lommand
PPLAC L. [ L[BYBT1IL(NAME1)] 1 £ SYSTZL(NAMEZ)J EVAL [EPS]

L - name of feed-back matvrix Size 1%NX

SYHET1 -~ system description file name for the closed loop system
by default 8Y&8T1 = BYBTZ if NAME1 is present

NAME1 - section name of the new systems SYST1

8YBT2 - system description file name for the original system

CAsB+CsD)
NAMEZ -~ section name of the original systems SYSTZ
EVAL - name of locus file containing desired poles

EPS ~ test quantity
by default EPS8 = the reserved varible REPS.

The input system description matrices are read together with
the desired closed loop pole lorations given in EVAL. The
state feedback L is computed optionally together with the
matrices of the closed loop system. Note that PPLAC will use
the control input U. The reserved global variable REPS., is
used in the transformation to controllable canonical Form.

— il I

The given system (the equations for the discrete time case
are analogous}

X = Ax + Bu
y = Cx + Du

is transformed to controllable canonical form through § = Tx
- -1
E=TAT £ + TB u =AE + B u
£ E
The form of the matrices AE and Bg is such that the control

law
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U= - ng = - Ly L=L T

is immediately ohvious: see the reference: page 249%.

The optiocnally output closed loop system is camputed from
u=u - Lx and has thus the forms

% = (A-BL) % + Bu
r

y = Ox + Du

o et A P e W P

Hints

The locus file EVAL may be given from POLES & PLEVs see the
example below.

Examples

Assume that a DC-motor with transfer function

is given and that it is desired to design a state feedback
giving two complex conjugated poles with natural frequency 2
and damping 0.7.

The states are position Rz and velocity x1=

. —D-S D
H =
o]

y = L[ O 1 1 «
The following seguence of commands is used:

>POLEE E € 8
»PLEV E1 < E
>LOOK
YALT 1 -1.3 0.5 2

MET T. = 2./1.53811
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*SCALE 1 T.
>DaMP 1 0.7
2LOOK
>X
>B8YST BCL
>PPLAC L S8CL < 5 Ei
*LLIST L

First the open loop poles are computed. They are then
changed to the desired closed loop locations using PLEV.
Note the use of EXAM - LET - SCALE to achieve the desired
natural fregusncy. The result of the second LOOK is shown in
Figure 1. Finally a closed loop system description is
defined named BCL and the actual pole placement is done. The
resulting L is '

L=1[2.3 4.0 1

while the closed loop matrices are

“2-8 "-‘I-.D '1
8CL1A = [ 8CL:B =
1.0 1] o

gsCt.:C =10 11
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RECON

Purpose

To design a state reconstructor such that the reconstructor
poles have desired values. The system must be represented in

RECON K [SYST11 < BYSTZL(NAMEZ2)3 EVAL [EPB]

K ~ name of gaih matrix size NX#1
SY8T1 ~ system description file hame of the kalman filter
8YS8T2 — system description file name for the original system
NAMEZ - section name of the original systems SYBTZ
EvVAL ~ name of lorus file containing desired poles
EPS - test gquantity

by defzult EPS=the reserved varible REPS.

Eunctipn

The input system description matrices are read together with
the derived reconstructor poles. The reconstructor filter
gain is computed optionally together with the matrices of
the reconstructor itself. Note that RECON will use the
measured output Y. The reserved global wvariable REPS. is
used in the transformation to observable canchical form.

Method

The given system (the =2quations for the discrete time case
sre ansleguous)

{ X
y

is transformed to cbservable canonical form through § = Tx

Ax + Bu
Cx + Du

-4
= TAT + TBu = A E + B
E E u EE Eu

y = et e + pu = cgg + Du
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The ferm of the matrices Ag and Cg is such that the
gain
K =T 1K

is immediately obvious: see the references page 252.
The optionally output reconstructor matrices are

H = (A-KC) % + Bu + Key

y =1 =

A-KRC is the A matrix and K is the Bw matrix.

K.d. Astrom? Reglerteoris Almgvist & Wiksells 1976.

Hinkts

The locus file EVAL may be given from POLES - PLEV as
example below.

&t 118

filter

in the

As example: we use the one-dimensional particle with the
pnsition as the output y. This is the same system S50 as used

in the example for the command LUEN.

% = Ax + Bu
¥ Cx

with

3] 0

o 1 n}
A = B = 1 and cC=FL[1 0

We now want to place both reconstructor poles in —1:

>POLES EV <€ 30

>PLEV ED < EV
ALT 1 -1.
»ALT 2 -1,
>X
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»8YST (8C) 80BS

>INE BW

X
YRECON K 80BS < 50 ED
*LIST K

The following numeric results are obtained:

- (1)

-2 1 0
SOBStA = [ ] SOBE:IB = ]
-1 0 : . 1

2 ! o
BOBS:BW = [ 50BS:iC = ]
1 o
Referring to the original systems we find:
2 x 2 X 2¢ % )
X = = X o+ X * = x + - N
2 Y b y 1

A A
H = - ¥ + u + ¥y = g + {y - X %

Note that +the reconstructor state still have the physical
sighificance of the corresponding system states of. the

command LUEN.
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REDFB

T e s e oy

To compute an ouvtput feedback from a given state feedback.
Both continuous time and discrete time cases are handled.

Command

e e T e

REDFE K < BYSTL(NAME)] L FBS W

K ~ approximate feedback matrix

SYST - system file name ’

NAME - name of section within BYST

L ~ gtate fesdback matrix

FBS — feedback structure matrixs FBSCilg) = 1 if

connection between U{i) and Y(31) is permitteds
else O for i = 1y 29 .9 NU and 3 = 1+ 2y .9 NY
W — mode weighting matrin

The input to the command is a system description on state
space form and a state feedback matrix L giving a
satisfactory closed loop performance. The result is  an
output feedback matrix K desigrned to give closed loop poles
close to the positions obtained using L {if possible).
Additional control of the result is availsble using the
feedback structure matrix FBB and the weighting matrix W.

FBS cspecifies the elements of K that wmay have non—zero
valuesi if FBS(is3) = 0 then Kiisgd = 0O while if
FBE(is3) = 1 then K(isj? £ 0 (maybel.

W is a diagonal matrix. The diagonal elements express the
relative importance of keeping the corresponding eigenvalue
unchanged. Eigenvalues {(with feedback through L) are sorted
in decreasing resl parts.

REDFB uses the control input U and the measured output Y.

REDFB gives a plot of the eigenvalues. The eigenvalues of
the original state feedback solution are marked with -
those of the output feedback solution are marked with o.

The sigenvalues of the system (here we use continuous time
formulations)
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Ax + Bu
o

b ]
]

wills if closed with 0 = ~Lx be those of
A — BL (1)

Howevers if it is closed with output feedbacks i.e. u = —Kys
they are thaose of

A - BKC (2
The problem now is to find a K such that the eigenvalues of
(2) satisfactorily coincide with those of (1), Equality is
generally not possible to achieve.

The problem is solved in REDFB in the manner proposed in the
reference. Specificallys it is done by seeking the solution

K* minimizing the norm
N KCE@ — L@rW|} (32

giving

* t
K = LGW(COW) {4)

t
where M denotes the pseudoinverse of M.

w = diag(w ] W 2 nn-)
1 2z

is the mode weighting matrix given in the argument lists
while & is a matrixr spanning the eigenspace of (A - BL)s
i.e. it contains the eigenvectors as columhs

@ =IV s+ Vs ...]
1 2

Using a suitable matrix norm (3) may be written as

2 2
1(KCG - L@IW|} = £ W |KC v, ~ bVl (5
1 1

*
This indicates that the K of (4)s minimizing (5)y will be

such that the eigenvalues and eigenvectors of (1) and (2)
will be rclose. The effect of W is alsc seen’i it determines
which of the terms in (5) is the most critical and hence
which eigenvalues that will change the least.
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Reference

G,

Bengtsson: A Theory for Control aof Linear Multivariable

Systems. Thesis TFRT-100&s Dept. of Automatic Controls Lund
Institnte of Techhnnlogys Swedens 1973.

Cautipnss Restrictions

REDFEB does not gquarantee a stable scluticon.

Hints

al

b

c)

REDFEB solves the problem of 'making & state feedback
snlution feasible when net all state wvariablez are
available for feedback ard when a dynamic state
reconstructor is not desired.

REDFB may also solve the problem of using a dynamic
output compensator to partially reconstruct unavailakble
state variabless see the example.

REDFE may have to be used iteratively with different Ws
to find an acceptable solution. Note that there wmay be
cases where & stable solution does mnot exists cof. the
example.

—— e o

In the example used for the command OPTFBs the following
system was used:

X = Ax + Bu

y = C¥
with
-t 0 0 0 1
1 g 060 o a g 1 0
A= B = C =
o 1 DO 0O o o 0 1
O o 41 0 g0

A state feedback L was found:

L = L[ 4.73347 13.546%96 146.1714 8.51044 1
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Now only two measurements were actually availables viz.
state variables xz and x4 as is seen in the C-matrix. A
number of possibilities are now open» e.g. a full order
state reconstructiony i.e. a Kalman tiler with the aid of
KALFl» or a reduced order reconstruction as designed in
LUEN.

A third possibility will be explored here. We will try to
design an output feedback with REDFB. We assume the
system BAB with feedback L to be available from the
example in OPTFB.

>ENTER FBS8 1 2 "Fepdback structure
# 1 1 *Uze both outputs for a
*gingle input
#> X
PUNITH W 4 "Initially equal weighting
YREDFB K < BAE L FBS W
>HCOPY "Copy to Figure 1

Figure 1 shows the displayed information from the call to
REDFB. Obviouslys the eigenvalues for the system closed
with output feedback falls in the right half plane.
Changing the value of W does not help in this case. An
analysis of the system indicates that a proportional
feedback from only the two wmeasured outputs should not
work. 1t does not give enough phese advance.

To introduce some phase advances a dynamic output
compensator with transfer function

10 s
G(s) = z 710

is connected to each output. G will produce an
approximate derivative of the output for frequencies
below 10 rad/s. The bandwidth is chosen not to interfere
with the eigenvalues of the state feedback system. The
state feedback L is expanded to be compatible with the.
new augmented system.

»8YST D < ABCD
PUNITH % —1D A
MUNITHM * 10 B
*UNITM % ~10 C
PUNITHM * 10 D
>AGR D

>INS A

>INS B

>IN C

>IN D

>X
»SYSOP BE < BAB D

>IN Ul € U

[ R
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FIN U2 £ Y1
>0UT Y(1 2) < Yi
20UT Y(3 40 £ Y2
>X
>ZEROM LE 1 &
FEXPAN LE €< LE L4 1)
>ENTER FBS 1 4
#2 1 1 1 1
#> X
PUNITM W &
>REDFB K € 8E LE FBS W

The eigenvalues of the expanded system with fesdback
through LE are

A= {_'inus + J 1.14, _'1082 t J 01481 -10.! -10. 7}

The following gives an account of the system eigenvalues
with the ocutput feedback solution for various choices of
.w.

I. W = diag(iy 1+ 1y 15 1: 1)

A= {0.58 + 3 0.77y -1.09 = j D.74: -10, -103
II. W = diag(i. 1+ 4y 1s 0.01s 0.01>

}\ = {0-595 ’_"1-08 i J 1.!.1’ _'1-7?'1 -7-6, -1D}
I11X1. W = diag<10s 410» 10, 410+ 0.04s 0.01)

A=4L-1.04 % 3 1.43» —-1.46 % 0.353, -5.7y =103

This soclution is selected as the final one. The value of
K is

K= L7.72691 2.3785 2.3850 772451

Compare this with the soclution obtained with y = CAx.

2, |
x -
o (m]
x R
8, RE
— T I T '
-2, el 2
X
O ]
X i}
-2, ]
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DELET

Deletes files from the data base.

DELET C(DMODE1)1FNAM1 [ LC(DMODEZ)IFNAMZ] ... 1

DMODE — data mode indicator = 'R/ TH/A?

D - FNAM is assumed to contain binary data
T - FNAM is assumed to contain text
A - FNAM is assumed to be an aggregate file

{DMODE='D’' by default?
FMNAaM - file name

i o o R Bl

If the specified file existse in the data base it is deleted:s
otherwise an error message is given.

Hints

The existence of the file may be tested by the command
FTEST. '

Example

Cf. the mecro in the example in RANPA.
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FHEAD

o e Y A e

To display file head pavameters of data files and enable the
user to change them.

Command
FHEAD [AGGREG:IFILE

AGGREG - aggregate file name
FILE ~ file name

INDEX VALUE
set the INDEX:th parameter to VALUE

LOOKIK] - display the Kitth (default =211) file head
parameter(s)
KILL - exit from FHEAD without updating the file head
X - eXxit from FHEAD and update the file head
Note - ah immediates READ-ONLY form also exists:
>FHEAD L[AGGREG:IFILE 'LOOK’ [K] eqguivalent to:
>FHEAD [AGGREGIIFILE :
>LOOK LK1
PHILL
Eunction

The command has two different forms. One takes subcommands
and also allows changes to be made. The other form is a read
only form that does not enter subcommand mode. The output on
the terminal is shown in the example below.

S e it S W A L et e i (e B AL R S S e et P

It is not possible to change parameter 7. Attempts to alter
parameters 1y 2» 3y and 10 will produce a warning message
and should generally be avoided by users hot very familiar
Wwith the internal orginazation of data files.

Hints
Reorganization of data files is ofteh best done by special

purpose commands like CUTs CONCy PICKs MOVE etc. In extreme
cases the sequence FORMAT -~ (EDIT) - CONV could be used.




Miscellanenus
FHEAD
Examples

Two forms of the
accompanying output.

coammand

>FHEAD A
>LOOK

FHEAD A

1. NUMBER OF ROWS

2. NUMBER OF COLUMNS

3. THIRD DIMENBION

4. SAMPLE INTERVAL

5. DATE RECORDER

6. TIME RECORDED

7. CONETANT RECORD LENGTH @
8. GENERATED BY COMMAND NR
2. FILE TYPE
10. SKIP COUNT

>KILL
>FHEAD A LOOK 4

4. SAMPLE INTERVAL

are

QN2 OQW»r NN

ra!

127

shown below with the

TICKS = 3.00000 8
{YY.MM.DD)

CHHIMM:2B88)

(1 MEANE YEB)

= MATRIX

TICKE = 3.00000 8
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FTEST

To test the existence of files.

FTEST L[(DMODE)] FNAME

DMOQDE - data mode indicator = ‘A'/°'D'/'T?

A - aggregate file ,
D - binary data file '
T - text file
{by default DMODE = 'D’)
FNAME - file name
FTEST. - reserved variable returned = 0/1
0 - the file does not exist
1 - the file exists
Eunction

The command tries to access a file with the given name and
type. I1f it was possiblesy the reserved global variable
FTEST. is given the value 1s otherwise it is given the value
Ul
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TURN

To alter the value of some program switches.

Commangd
TURN SWITCH STATE

SWITCH -~ switch name = ‘TEXT' /' TIME'’ /' GRAPH' /' DK’

TEXT - enahbles/disables all text output on
the display (default: TEXT is enabled)

TIME - if disableds data will be plotted versus
sample numbers else versus time units
(default: TIME is disabled) :

GRAPH - enables/disables all graphics output
(default: GRAPH is enabled)

DK - enables/dizables command logging into
text files (default: DK is enabled)

BTATE - gwiteh state = "ON'/'OFF' s if switch = TIME' »

‘H /'MW /'8’ is used instead of 'ON’

OM - the switeh is enabled

H - plotting will be versus time in hours

| ~ plotting will be versus time in minutes

8 — plotting will be versus time in seconds

OFF ~ the switch is disabled

Function

The switches are set according to the value in the argument
list.

———— — s e S T I P ————

Note that the operation of the program alsc is controlled.
through the more flexible method of global variabless cf.

the general guide.
dlphabetical Command List



