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Torque Limited Path Following by On-line
Trajectory Time Scaling

Ola Dahl and Lars Nielsen

Department of Automatic Control
Lund Institute of Technology
Box 118, S-221 00 Lund, Sweden

Abstract — A feedback scheme for path following by trajec-
tory time scaling is presented. The scheme is used in execution
of fast trajectories along a geometric path, where the motion
is limited by torque constraints. The time scaling is done by
using a secondary controller that modifies a nominal trajectory
during motion. The nominal, high performance trajectory typ-
ically leads to torques that are at the limits, hence leaving no
control authority to compensate for modeling errors and distur-
bances. By modifying the time scaling of the nominal trajectory
when the torques saturate, closed loop action is possible, A key
idea is that a scalar quantity, the path acceleration, is modi-
fied, resulting in coordinated adjustment of the individual joint
motions. Two algorithms for on-line trajectory scaling are pre-
sented. One is based on on-line bounds on path acceleration,
and one is designed to handle nominal minimum time trajec-
tories. The functionality of the secondary controller is verified
by simulations and experiments, We believe that the concept of
on-line feedback time scaling for torqiie limited path following
is new, and hence that the design and analysis are new contri-
butions.

1. Introduction

Fast motion along a geometric path is a central problem in
high performance robotics. Typical applications are gluing, arc
welding of small pieces, and laser or high pressure water cut-
ting. A glue string, for example, has to be applied very precisely
to obtain the desired adhesion effect but also to prevent the
creation of corrosion pockets. Further, overflow should be pre-
vented when pressing the glued pieces together. In these appli-
cations the robot performence is limiting the production speed,
and thus it is of general interest to be able to perform a path as
fast as possible. The path is of course given from the applica-
tion and a first step is to obtain robot trajectories. The t:a jec-
tories are precalculated by interactive programming, teach-in,
minimum-time or other types of optimization. The so obtained
nominal trajectories are typically, at least for one Joint, at the
torque limit. Therefore, there is no control authoerity left for
these joints to take care of disturbances or modeling discrepan-
cies. The objective of our work is to execute such fast trajec-
tories, nlong a given path, by taking errors into nccount in a
feedback scheme for on-line time scaling.

The work is presented by first reviewing some well known
trajectory planning algorithms in Section 2. Section 3 describes
problems that may occur in the execution of these trajecto-
ries, and some earlier attempts to cope with these problems.
Our work is based on a secondary feedback loop, and the new
idea is to have a feedback scheme that modifies only the time
scaling properties of the nominal trajectory, resulting in a tra-
jectory still moving on the given path, but perhaps at a slower

speed than the nominal. The scheme leaves the original robot
and primary controller unchanged, thus keeping the desired ba-
sic dynamic behavior, In Section 4, the primary controller is
writfen in a form well suited for devising the secondary loop.
The main results, algorithms for feedbnck trajectory scaling to
obtain path following, are designed and analyzed in Section 5.
Sections 6 and 7 present simulations and experimental results,
and the conclusions are given in Section 8.

2. Trajectory Planning

Trajectory planning is a caleulation of robot trajectories from a
given path. Good candidate methods are based on optimizu-
tion, for example minimum time or other criteria (Bobrow,
Dubowsky, and Gibson, 1983, 1985; Shin and McKay, 1985;
Pleiffer and Johanni, 1986). The algorithms use a dynamic
model of the robot together with a description of the path
and the input constraints. In the case of minimum time the
so obtained nominal trajectories are of & bang-bamg character,
meaning here that at every time instant, at least one of the joint
torques are at the limit, and thus they pose the most challenging
problems for trajectory execution. We have therefore restricted
the presentation to minimum time even though our work on tra-
jectory execution is not limited to that case, and this section
gives as a background a short review of minimum time tra-
jectory planning (Bobrow, Dubowsky, and Gibson, 1983, 1985;
Shin and McKuy, 1985; Pleiffer and Johanni, 1986).

Robot Dynamics and Torque Constraints

The rigid body dynamics of a robot can be written as

H(g)§+ v(g,4) +d(q)d+g(g) =~ (1)

where ¢ € R" is the vector of joint variables, T € R™ is the
veetor of input torques, H(g) is the inertia matrix, v(q,¢) is
the vector of coriolis and centrifugal forces, d(g) is the viscous
friction matrix, and g(g) is the vector of gravitational forces,
all with obvious dimensions (Asada and Slotine, 1986). Assume
that the path is given in parameterized form as a veetor function
f(s) € R of the scalur path parameter s € R, 0 <8< m,
where f(so) is the starting point and f(s;) is the end point
of the path. Moving the robot along the path gives ¢ = f(s),
§ = f'(s)$, and § = f"(5)5* + f'(s)5. Using the fact that the
elements of the coriolis and centrifugal vector v(q,4) are of the
form v; = zj,k vijx(q)d;ige, the dynamic equation (1) can now
be written as

a1(a)§ + aa(8)s® +as(s)i +as(s) =7 (2)

where



ai(s) = H(f(s)}f'(s)

aa(s) = H(£(s))f"(a) + v((s), £'(s))
aa(s) = d(f(s))f'(s)

as(s) = g(f(s))

The torque constraints are in general a region E(g,q) in the

()

input space where the admissible torques satisfy 7 € E, but |
typically each component of the torque vector is upper and
lower limited by constants leading to a hyper rectangle as torque .

constraint region E. These torque constraints can be converted
to constraints on the path speed &, and on the path acceleration
&, by the following reasoning. Given s, i, and bounds on T,
the admissible values of 5 are easily obtsined from eq. (2).
Now given only s and bounds on 7, the admissible values of
4 are those where there exist at least one admissible 3 from eq.
(2). The resulting constraints on 4 and § can be illustrated by
plotting the boundary cases for 5 admissible as & function of
s, and one example is seen in Figure 3. This gives a region in
the s-s-space containing the admissible velues of 3, from now
on referred to as the admissible region, A. It is a necessary
condition on & feasible trajectory that the §(s)-curve is inside
the admissible region A.

Minimum time optimization

The minimum time trajectory planning problem can now be for-

mulated as an optimal control problem with input constraints .

and state constraints. The controlled system is a double inte-
grator with input §, and the states are s and 4, which is more
tractable than the original 2n-states (g, ). The objective func-
tion is the traversal time

ty n i
dt 1
= = | —ds= | = 4
ty /dt /dsds /jds (4)
0 0 40

The states s and § are constrained by the admissible region
A and the input i is constrained by eq. (2). This optimiza-
tion problem can of course be solved by general methods like
dynamic programming, but there exist more convenient ways
(Bobrow, Dubowsky, and Gibson, 1983, 1985; Shin and McKay,
1985; Pfeiffer and Johanni, 1986). These methods are also nu-
merical, but has the advantage of a simple interpretation of
the result in an s-i-diagram. The minimum time optimization
is solved by constructing a number of curves inside the ad-
missible region. Each curve is the result of integrating either
§ = 8/mas(9,8) or § = 5min(s,$) backward or forward, i.e. with
decreasing or increasing s, where dmaz 8nd §min are computed
from the constraints on §. The initial points for the integration
are the starting point (4, é0), the stopping point (s1,41), and
points at the boundaries of the admissible region. The result
of the optimization is a graph $(s) consisting of segments with
cither maximum or minimum acceleration. One example of the
optimization can be seen in Figure 3.

Nominal Minimum Time Trajectory

The minimum time trajectory computed by the trajectory plan-
ning algorithm can, as any other trajectory, be represented ei-
ther as a trajectory or as torques (). The trajectory is de-
scribed in path coordinates by s(t), 4(t), and i(t), or described
in joint space by q(2), 4(t), and §(t). The nominal minimum time
trajectory has at every point either maximum or minimum path
acceleration &, which means that at least one joint at the time is

at the torque limit. Furthermore, the trajectory may touch the
boundary of the admissible region, see Figure 3. For example,
if the trajectory approaches a boundary point with maximum
deceleration (Figure 3, s = 7/2), the speed at the starting point
of the deceleration is the highest possible speed that results in a
trajectory inside the admissible region. Since the optimality of
the trejectory is based on the assumption of a perfect dynamic
model of the robot, this may not be the case when the tra-
Jjectory is executed. If, during execution, a situation where the
path speed is too high occurs, the rest of the motion cannot be
continued without moving away from the path. This indicates
that problems may arise during the execution of the nominal
minimum time trajectory.

3. Trajectory Execution

Trajectory planning is an off-line procedure resulting in a nomi-
nal trajectory to be used as a reference trajectory for the robot’s
control system. High performance trajectories are typically at
the torque limit, and more specifically if it is a minimum time
trajectory then one or more joint torques is always at the limit.
This means that the feedforward part of the controller output
is at the torque limit, hence leaving no room for feedback ac-
tion to compensate for e.g. model errors and disturbances. This
may then give rise to large tracking errors, that lead to large
path deviations. It is therefore custom to be conservative on the
requirements and reduce the assumed torque bounds to leave
room for closed-loop control action (Asada and Slotine, 1986,
Section 6.6). Another method in the same spirit is described in
(Shin and McKay, 1987), where bounds on parametric model
errors are used for off-line modification of the trajectories. In
(Slotine and Spong, 1985), an on-line adjustment scheme is pro-
posed based on pointwise optimal control, where the trajectory
is modified on-line by changing the reference tfajectory. The
modified trajectory is executed in the same time as the nominal
trajectory. The path traced by the modified reference trajectory
is however different from the nominal path, and path tracking
is violated. The idea is thus to do the best possible in nominal
time.

Path Tracking by Trajectory Scaling

It is obvious from the optimization problem but also from phys-
ical remsons that if the robot is behind the nominal trajectory
then it is impossible to catch up if the controller already is at
the torque limit. A constructive way to avoid the problem is
to slow down the reference trajectory, at least in the applica-
tions mentioned in Section 1 where path tracking is at priority.
Further, it is untractable to be conservative nlready in the tra-
Jjectory planning stage because of productivity reasons, We will
in the rest of this paper propose a scheme for on-line modifica-
tion of the time scaling properties of the reference trajectory,
where the goal is to keep following the path at the expense of an
increase in the path traversal time. Ideally, the traversal time
should only increase if needed and then as little as possible.
The proposed scheme leaves the primary controller unchanged,
only the reference trajectory is changed. This keeps the dy-
namic properties of the closed loop system, e.g. robustness is
preserved. The modification of only a scalar variable, the time
sculing s, will give a consistent view, and it will give valuable
insight into the design and analysis of the secondary loop.



4. Path Parametrization of the Controller

The primary controller, designed for good performance, distur-
bance rejection etc., is kept unchanged in our scheme for tra-
Jectory scaling. The primary controller is however parametrized
in the path parameter s, a parametrization of the same type
as the parametrization of the robot model used in trajectory
planning, equation (2). Such a parametrization of the controller
seems not to have been reported before, and it is used in our
concept for trajectory scaling as the basis for connecting mea-
surements to the path parameter s. We will here use the con-
troller parametrization

T=bii+bs (5)

where b1 and b; depend on measured quantities. Compare with
equation (2), that is used to compute off-line bounds on 3.
We will use eq. (5) to compute on-line bounds on the path
acceleration &, which in turn will be used for trajectory scaling.

To exemplify the controller parametrization, two common
controllers, feedforward and computed torque (Asada and Slo-
tine, 1986), are written in the form (5). A feedforward controller
with position and velocity feedback is given by

T= I.{(q")ﬁr + ﬁ(Qh q") + ‘j(qr)dr -+ ﬁ(Qr) + Kpe + K.,é(ﬁ)

where K, and K, are feedback matrices. The reference trajec-
tory is denoted g, and the the tracking error e is defined as
e = gr — ¢. The variables H, 4, d, and g represent an available
model of the robot. Executing the trajectory mlong the path
f(s) means that ¢.(t) = f(s(t)). Taking derivatives and insert-
ing into equation (6) gives

bu(s) =H(f(2))f'(s)
ba(s,4,9,9) =(H(f(s))f"(a) + 5(£(s), £'(s))s” (M
+(d(£(o)f'(8))5 + §(£(a)) + Kpe + Koé

A computed torque controller is given by

= H(q)(§r + Kpe + Kué) + 9(q,4) + d(g)d + 3(g)  (8)

resulting in

bi(s,q) =H(q)f'(s)
ba(s,5,q,4) =H(q)(f"(s)5" + Kpe + Kué) +9(q,4)  (9)
+ d(g)¢ + i(q)

On-line Constraints

We can compute on-line constraints on § and 3, in analogy
with the off-line constraints in Section 2. The on-line admissible
values of 3 are the values that result in on-line admissible 7, i.e.
7 € E, the set of admissible torques, when 7 is now computed
from equation (5). The on-line admissible values of 3 are then
given as the values of 4 that results in on-line admissible .
The on-line maximum and minimum values of § are computed
by the same computational procedure as in the case of off-line
trajectory planning, but now by using equation (5) where b,
and b3 depends on measured quantities. Constant bounds on
the input torques are written as

S = buid 4 ba

LA™, 1L<ign (10)

Each joint i now gives upper and lower bounds on 3§, computed
by

(7% = bai)/bui, b1 >0
=< (i — bai}/bi, b1i <O (11)
o0, bll' =0

and

(7™~ bai)/bri, b >0
di = ¢ (777%% — bai)/bi, b1i <0 (12)
—00, bh' =0

The bounds on 5 are obtained by maximizing and minimizing
over the links ¢

3maz = minei, Jmin = maxd; (13)

Observe that these on-line bounds are dependent of the mea-
sured quantities ¢ and q.

5. On-line Trajectory Scaling

The purpose is to modify the time scaling of the reference
trajectory g,(t). From now on, let the nominal trajectory be
denoted by sn so that the nominal reference trajectory is
2e(t) = f(sn(t)). We will in this section present two algorithms
for time scaling of the reference trajectory g.(t). The scaling
is done by on-line modification of the scalar function s,(t)
to a new function a(2). The new reference trajectory is then
gr(t) = F(2(t)). The first algorithm uses bounds on the path
acceleration § together with feedback from the nominal path
speed $,, and the second algorithm is a modified version where
the s-4-chert of the nominal trajectory is utilized. The primary
controller is parametrized in the path parameter as in the pre-
vious section, T = b1(s,4,q,9)é + ba(s,5,4,4). In order to avoid
computing derivatives of measured quantities, the modification
of &(t) is done by modifying the path acceleration 5. The scal-
ing algorithm is a secondary control loop outside the ordinary
controller, where the output of the secondary controller is the
scaled trajectory, represented by s, 5, and i.

Execution of the Nominal Trajectory

The following identities will be useful

1d .4 N R

558 (8) = 4'(8)3(s) (14)
1d ., w

75t (s) = 5(s) (15)

These formulas are of course also true if s, is substituted for
3. The nominal trajectory, given by sa(t), 4a(t), and #n(L), ean
equivalently be represented by a velocity profile &, = dn(sn).
The nominal path acceleration is obtained by combining eqs.

(14) and (15)
3n = dn(sn) = é',,(sn)én(sn) (16)

The nominal trajectory can thus be obtained as the solution to
the differential equation 5n = 5},(9n)én(sn). A simple trajectory
execution method is now to integrate the differential equation
(16) on line, and to use the result to obtain g.. In order
to compensate for errors, e.g. roundoff in the integration of
3, we introduce feedback from the nominal path velocity, i.e.
§ = 8n(s) + h(8n,4). As a first try h proportional to s, — 5
was used. However, better performance can be obtained by the



trajectory execution method

5=in(s)+ %a(é:(a) - 3% (17)

The reason for this method is revealed by inserting (15) into
1

T(83(s) ~ #7) +alid(s) =7 = 0 (18)

By interpreting s as a transformed time scale, we see that
3" — iq(s)? with a “time constant” L, which in turn means
that the velocity profile 5, is approached. Note that using the
a-time scale makes it easy to tune the gain a by inspection in
the s-4 diagram for the nominal trajectory. Another idea is to
leave out the nominal path acceleration §.(s), and only use the

velocity profile ,. This gives the trajectory execution method

. 1 R
= 5‘1(3:(5) —35%) (19)
which rewritten with use of eq. (18) gives
.2 @ .2
8= Sn(s 20
i) (20)

and we see that 37 is a low-pass filtered version of 53(s). The
time constant of the filter, again in the transformed time scale,
is . The two methods (17) and (19) for trajectory execution
by velocity profile tracking without regard to the torque limits
can be summarized in the equation

§ = Bin(s) + sa(il(s) - &) (21)

The parameter 8 equal to one gives (17), and equal to zero gives
(19).

Path tracking with bounded path acceleration: Algo-
rithm 1

The torque limits will now be accounted for. A first algorithm
is easily obtained by extending the method for velocity profile
tracking, eq. (21), with on-line bounds on §

ar = Béa(s) + %a(é:.(a) - 3%

i= sat(ary‘;min,t’mam)

(22)

where a, is a filter variable, and the saturation function sat is
defined as the limitation of § by the on-line bounds &, and
Smac given by (13). If the bounds are in conflict then § = a, is
used. The feedback signal a(s3(s) ~ i) is here used to achieve
the nominal path speed 4,(s). As long as the i-limits are not
active, the gain a has the same interpretation as in the case of
nominal trajectory execution. This algorithm works well as long
a8 § is in the on-line admissible region A. The effect is that the
saturation function limits the slope of the velocity profile 4, (s).
The slope may be too large due to modeling errors, e.g. the
inertia may be underestimated in some robot configuration. A
block diagram of the system with the secondary control loop
is shown in Figure 1, and an example using algorithm 1 is
simulated in Section 6 and shown in Figure 2.

Including velocity proflle constraints; Algorithm 2

It is not sufficient to consider only the path acceleration con-
straint when executing minimum time trajectories. Also the
constrainte on the velocity profile has to be taken into account.
Already the nominal trajectory may, at some points along the
path, be at the boundary of the nominal admissible region, A,
i.e. the puth speed 4 is at the boundary of being admissible,

g4 Controller N
Ta b1s + b2

Figure 1. A block diagram of the robot with primary and
secondary control loop. The primary controller is parame-
terized in s. Observe that b; and b2 depend on measured
quantities.

see Figure 3. Further, uncertainties in the modeling result in an
admissible region A that is different from the nominal. Velocity
profile tracking in such a case may lead to velocities outside A
further along the path especially at the critical switching points.

Algorithm 1 is extended with a modification of the nominal
velocity profile in order to handle this problem by the following
reasoning. If for some reason the initial acceleration is too high,
it will be limited by the algorithm. However, the'limitation of
the path acceleration may be an indication thet the nominal
trajectory is too fast, i.e. at some point along the path, the
path speed may be outside the on-line-admissible region. The
purpose of the modification is to ensure that the path speed
5 is on-line admissible during the rest of the motion, i.e. to
ensure that the on-line bounds on § continue to be admissible.
We choose to implement this modification as & scaling of the
nominal velocity, i.e. to use yén(s) instead of 3,(s) as the
nominal path velocity, where v is a scaling factor, Recall that
the relation between path acceleration and the velocity profile
is §n = 41,(3n)én(8n), eq. (16). Motivated by this, the nominal
acceleration, 4.(s) is replaced by 4?5, (s). This results in the
algorithm

ar = B7'in(s) + Fa(rih(e) - &)

8 = sal(ar, min, Smas)

(23)

where the saturation function, the parameters a and 8 have the
same meaning as in algorithm 1, equation (21). The completion
of this algorithm requires that the scaling factor v is specified.
This is done by the following update law

¥=1+kay

8 {.a(_m, +1—én(s)/d), vén(s)/s 21 (24)
1= s(—aay), yin(s)/5 <1

where z5 is a scalar filter variable, and k is a scalar constant.
The update law is intended to adjust the velocity profile during
the acceleration parts of the nominal minimum time trajectory,
i.e. when § is nominally maximum. Suppose that during the
execution of an acceleration phase, the on-line bounds on 3
are activated, and this results in a path speed § that is lower
that the current velocity profile 43, (s). The state variable z;



of the filter, equation (24), is then decreased, thereby reducing
7, i.e. the nominal velocity profile v4,(s) approaches the actual
velocity profile given by 4. Tuning rules for the parameters k and
a can be derived from the following approximate analysis. Note
that the differential equation (24) for ¢; can be interpreted as
a filter in the transformed time scale 5. Suppose that during an
acceleration phase, the on-line bounds on 5 are activated, and
that this results in § = 5,. Inserting this into the update lnw
(24) for ~ gives

k Y
=1+ 1-2) =
v ;:__,_a( 'Y)

(F+ar-D=(F+ar-a=ti-1) =

y= k+a
ot

If k is chosen much larger than a, we get in stationarity v =
4. Furthermore, assuming small modifications of the rominal
trajectory, 4 &~ 1, the parameter k represents a time constant
of i— in the s-time scale. If the nominal trajectory does not
renult in the activation on the 3-bounds, we got 4 & 5, (a), and
(;d—'—+a)(7—1) = 0, i.e. v approaches one with the time constant
L'in the transformed time scale. Note that both k, giving the
time constant for the 4-update, and a, giving the time constant
for resetting « to one, can be tuned by using the s-3 diagram
for the nominal trajectory.

6. Simulations

The proposed methods have been simulated for different robots,
but the presentation will here be restricted to a decoupled
two-link robot. The model used is describing the robot used
in the experiments, presented in Section 7. The simulations
have been performed using SIMNON (Elmqvist, Astrém , and
Schénthal, 1986). The robot model has been determined by
physical modeling and experiments. The dynamic equations are
i=1,2 (25)
Assuming z; and 7; are measured in Volts, the parameters of
the model are my = m; = 0.050, d; = da = 0.0048. The torques
ere constrained by constant bounds | ny |< 0.2, | 7 |< 0.2, and
the path is fi(s) = 0.4(1 — cos(s)), fa(s) = 0.8 sin(s).

Tirst, a simple trajectory is executed by algorithm 1. The
nominal trajectory used is an example of an unfollowable refer-
ence trajectory, e.g. the robot operator/programmer may have
specified a too demanding velocity profile. It is from an appli-
cation point of view important that a control scheme is robust
to such nominally unfollowable reference trajectories.

The nominal trajectory is represented as a velocity profile

m;Z; + diz; = 7,

il, 8058531

dn = { 83, 8 <s<s3

83 — F’_‘:(J - 8;),
where 41 = 2.1, 43 = 0.7, 5, = 3, 33 = 5, and 83 = 2. The
velocity profile is piecewise constant between 55 nnd 55 , Le. the
path acceleration is nominally infinite at the transition points,
o and s;. The trajectory is executed by algorithm 1 withi 8 = 0

and a = 30. The controller is a computed torque controller
Ti = mi(&r; + ko €i + kpiei) + digg, i= 1,2

83 <a<s3

where =, denotes the reference trajectory, and ¢; = T, — i
is the tracking error. The feedback gains were chosen as ky, =
kpy = B1, ko, = ku, = 18. The result is shown in Figure 2.
The upper left plot shows the path tracking, which is excellent.
The slope of the velocity profile has been limited, resulting in
a followable reference trajectory, as can be seen in the middle
left plot. This has been achieved at a very small delay as can
be seen from the difference in 5 and s, in the lower righl plot.
Note that one of the torques, shown in the lower left plot, is at
the limit during the velocity transitions.

Algorithm 2 will now be used to handle a minimum time
trajectory. A minimum time trajectory for the nominal model,
equation (25), was computed, and the nominal trajectory and
the corresponding torques are shown in Figure 3. Executing the
nominal trajectory with a robot model with m; and ms 5 %
larger than the nominal values, and using the same controller
85 in the previous example results in large path deviations, see
Figure ¢ especially the upper left plot. Since the actual robot
model is heavier than the robot model used in the trajectory
planning, this is expected. Using algorithm 2 with g = 1,
& =20, k = 4, and a = 0.05 results in accurate path following,
The result is shown in Figure §. The evaluation of the result
in based on pnth following and torque utilization, The path
following is good, as can be seen in the upper left plot. The
torques are also close to their limits, see the lower left plot. The
incrense in the path traversal time is minor as seen in the lower
right plot. The nominal and the modified velocity profile are
shown in the mid left plot, and thé tracking errors are shown

" in the mid right plot. Note the sensitivity of the path following,

upper left plot in Figure 4 and 5, with respect to the traversal
time. Large path following errors have been eliminated by a
small increase in traversal time.

1, X2(x1), xr2(xr1) ®x1, %2, xr1, xr2 (t)

0.5
0
0.5
_’I T T 1 r T T
: 0 0.5 1 0 5 10
den, ds (s) o1, 02 ()
-3
zm 2E
0 T T 7 k y T
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Figure 2. The result of using algorithm 1 on a nominally

unfollowable reference irajectory. The path acceleration is
limited by the elgorithm, resulting in path following with
limiled torques.

7. Experimental Results

The same minimum time trajectory as in the previous section
has been tried in reslity, using a laboratory system controlled
by an IBM-AT computer. The path and the primary controller
were the same as in the simulation, and the sampling time
was 0.017 seconds. The controller parameters were kp, = 225,
kp; = 100, ky, = 21, ky, = 14. The nominal trajectory is
shown in Figure 3. Algorithm 2 was used, however discretized.
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Figure 8. An s-j-diagram is shown in the left plot. The
nominal minimum time trajectory (dashed) is represented
as a velocity profile 4(s). The solid curve is the boundary
of the admissible region. The right plot shows the nominal
minimum time torques as functions of the path parameter.

Simulations of the discrete algorithm led to the parameter
choice @ = 5 and 8 = 1. The experimental results on the real
system are shown in Figures 6-9. The x-axis is scaled in seconds.
The sampling time for the data logging was 0.07 seconds.
Figure 6 shows an artificial experiment where the torque bounds
have been removed. The purpose is to show that the primary
controller is properly tuned, i.e. the motion along the path is not
constrained by the performance of the primary controller. We
see in the upper left plot that this is the case. The path following
is good, and the tracking errors are small, see the lower left
plot. The torques required to track the reference trajectory are,
due to imperfect modeling, larger than the nominal, compare
the limiting joint 2 in Figure 3 and in Figure 6, the lower
right side plot. In Figure 7, the torques are constrained by the
bounds used in the trajectory planning, | n |< 0.2, | 72 |< 0.2.
The modeling errors lead to very poor tracking, caused by the
limited torques. Figure 8 shows the result of using algorithm
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Figure 4. An example where nominal trajectory execu-
tion is unsuccessful due to an erroneous model. The actual

parameters m; and mz are 5 % larger than the nominal
parameters.

2 with £ = 1.5, and @ = 0.1. The evaluation of the result is
based on path following and torque utilization. The nominal
trajectory is slowed down, and the modified trajeclory can be
followed, resulting in good path following, see the upper left
plot. The capability of the robot is utilized as can be seen
from the torques of joint 2 which are close to the bound 0.2.
Note that in the simulation in Section 6, the model used in the
trajectory planning was deliberately modified by 5 % in order
to demonstrate the properties of the algorithm. This is not the
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Figure 5. Using algorithm 2 on the nominal minimum

time trajectory, shown in Figure 3, leads to tracking. The
increase in path traversal time is shown in the lower right
diagram.

case here. The model used is derived from physical modeling and
identification experiments. The model accuracy is good enough
for controller design, see Figure 6, but not for minimum time
trajectory planning, see Figure 7. A crude measure of the model
uncertainty could be the increase in traversal time, see Figure
9, where the nominal velocity 4, and the actual velocity s are
shown as functions of time. -
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An artificial experiment where the torque lim-

Figure 8.
its have been removed. The purposc is to show thal the
primary controller is properly tuned.
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Figure 7. Execution of the nominal trajectory when the
torques are bounded leads to large path deviations.
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Figure 8, The result of using a secondary feedback loop,
based on algorithm 2, on the nominal minimum time trajec-
tory. The modified trajectory leads to path following with

limited torques.
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Figure 8. The nominal (left) and the modified velocity

8. Conclusions

High performance path tracking is an important problem in
robotics. A major problem is that minimum time trajectories
or other high speed trajectories nominally reaches the torque
limits, and hence that there is no control authority left to
cope with uncertainties. It is reasonable to modify the speed
of the trajectory if problems occur, but there has been a lack
of concepts on how to do it.

The contribution of this paper is to propose a feedback
scheme for trajectory time scaling. The concept leaves the pri-
mary controller unchanged, i.e. a well tuned control behavior is
kept. The primary controller is parametrized in the scalar path
coordinate s. A secondary loop is devised based on the same
scalar path coordinate, thus providing a consistent concept for
high performance trajectory execution. A basic algorithm uses
limitatione of the path-acceleration § based on controller satu-
ration. An improved algorithm is based on more explicit knowl-
edge about the nominal, high performance trajectory. Specifi-
cally, the interpretation of s-i-charts inspire control structures
and filters in the varieble s for the secondary loop. We believe
that the concept of on-line feedback time scaling for torque
limited path following is new, and hence that the design and
analysis are new contributions.
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