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Abstract

This thesis deals with certain aspects in the design of wireless communications
systems. It is focused on problems related to the mobile or wireless channel:
synchronization, channel estimation and design of wireless orthogonal frequency
division multiplex (OFDM) systems. There is a short introduction to the field
of wireless systems and a deeper review of pervious work and the state of the
art in each of the research fields. Throughout the thesis the goal has been
to analyze the problems analytically, deriving expressions for the resulting bit
error rate (BER) or synchronization performance.

The work on channel estimation is focused on the influence of the pilot
pattern in OFDM systems and on the possibility of compensating the signal
in advance for impairments introduced by the channel. The BER is derived
and compared when using different pilot patterns in an OFDM system. For
the pre-compensated system the BER, maximum block length, and resulting
peak-to-average power ratio are investigated when compensating the power
attenuation and/or the phase rotation introduced by the channel.

The work on wireless OFDM system design is directed towards preamble-
based synchronization and optimization of the sub-channel bandwidth. A new
synchronizer structure is introduced for time and frequency synchronization. In
this synchronizer the order of correlation and multiplication has been changed
compared to conventional synchronizers, which results in significantly improved
detection performance. The sub-channel bandwidth is optimized based on the
expected Doppler frequency and excess delay of the channel.

The use of superimposed pilot sequences is introduced for time and fre-
quency synchronization in OFDM systems, as well as for channel estimation in
flat fading channels. As opposed to conventional pilot-based systems, the pilot
sequence is linearly added to the data sequence and therefore transmitted simul-
taneously and in the same band as the data sequence. The performance when
using superimposed pilot sequences for synchronization and for joint channel
estimation and detection is analyzed. The scheme is also compared to other
well known pilot-based and differential detection methods.

Key words: Wireless, orthogonal frequency division multiplex, synchro-
nization, channel estimation, detection, pilot pattern, pre-compensation, pre-
coding, sub-channel bandwidth, preambles, superimposed pilot sequences
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Preface

When I started as a Ph.D. student my advisor, Torleiv Maseng, explained to
me that OFDM had a potential of being an efficient and attractive modulation
technique for future wireless and mobile systems. There were, however, still
some key components that had to be improved and required further research.
Channel estimation was one of these areas, synchronization another. Efficient
low-complex channel estimation techniques were required to enable coherent
detection and higher order modulation schemes, while robust synchronization
techniques were required for operation in highly disturbed environments.

We decided to start with channel estimation and a study of channel estima-
tion techniques. It was often stated that the loss and overhead caused by the
pilot symbols in coherent systems were too large. Therefore we looked for, and
found, a way to reduce the number of required pilot symbols. When studying
the influence of the channel in OFDM systems we realized that the symbols
could not be arbitrarily long; the channel changes have to be small within each
symbol. On the other hand, the excess delay of the channel called for long
symbols. We therefore started to investigate the optimal symbol length (and
thereby the optimal sub-channel bandwidth) and found an analytical expres-
sion of how to make a compromise between these channel related effects.

When presenting the results on channel estimation I got the question from
a guest professor, Mike Faulkner, if I could say something about the time
a channel estimate is valid. The answer I gave was that it depends on the
Doppler frequency, but I was not able to give any figures. We discussed the
question more deeply and Mike suggested using an analysis similar to the chan-
nel estimation paper to determine the maximal delay. I changed the analysis
accordingly and derived expressions for the maximal block lengths in a system
where channel estimation tasks are performed in the base station only.

One day an ASIC designer at the department, Shousheng He, asked me
why PN-sequences were not used for synchronization in OFDM systems. He
had some problem getting the synchronization unit to work properly and we
thought that maybe one could combine a PN-sequence with the OFDM signal
in some way. I discussed the problem with Peter Hoeher, Mike Faulkner and
Ove Edfors and we decided that the idea was worth further investigations. The
resulting superimposed pilot system showed good synchronization performance
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also for low SNRs; it really seemed to be a good alternative to conventional syn-
chronization. I started to play around with the parameters of the superimposed
pilot sequences and compared the results to that of conventional synchroniza-
tion. By using only the pilot sequence the detection performance was much
better compared to conventional synchronization and therefore we analyzed
this preamble-based synchronization system further. We were also thinking
about the possibilities of using the superimposed pilot sequences for channel
estimation such that no other pilot symbols were required. Peter Hoeher came
up with a suitable receiver structure and his simulations showed very promis-
ing results. Later, I made an analytical analysis and investigated the system
further. After that, Ove and I were discussing how to compare the detection
scheme to other schemes. We tried to use the analysis derived for superimposed
pilot sequences and it worked well for the most important detection methods.
So in this way we were able to compare the behavior for different Doppler rates
and SNR values.

As seen above many persons have been involved in my research. All the time
Torleiv has been by my side to help me, but mostly as guide for future research
areas. The research has been focused on channel related problems in wireless
communication systems, mostly synchronization and channel estimation prob-
lems. The issues presented reflect the research areas I have been involved in
during my years at the Department of Applied Electronics and should therefore
not be seen as a complete overview of the system design process.

The thesis consists of an overview of wireless communication systems, a
background of the research area and seven papers. There is a short description
of the papers and their main results after the background section. The pa-
pers have been reformatted to improve readability, but except where explicitly
marked the content is the same as originally published. The included papers
are:

A F. Tufvesson and T. Maseng. Pilot assisted channel estimation for OFDM
in mobile cellular systems. In Proc. IEEE Vehicular Technology Confer-
ence, pages 1639-1643, Phoenix, USA, May 1997.

B F. Tufvesson and T. Maseng. Optimization of sub-channel bandwidth for
mobile OFDM systems. In D. Everitt and M. Rumsewicz, editors, Multi-
access, mobility and teletraffic - advances in wireless networks, pages 103—
114. Kluwer Academic Publishers, Dordrecht, The Netherlands, 1998.

C F. Tufvesson, M. Faulkner, and T. Maseng. Pre-compensation for Rayleigh
fading channels in time division duplex OFDM systems. Accepted for
publication in Wireless Personal Communications, 2000.

D F. Tufvesson and O. Edfors. Preamble-based time and frequency syn-
chronization for OFDM systems. Submitted to IEEE Journal on Selected
Areas in Communications, January 2000.
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E F. Tufvesson, M. Faulkner, P. Hoeher, and O. Edfors. OFDM time
and frequency synchronization by spread spectrum pilot technique. In
Proc. Eighth Communication Theory Mini-Conference in conjunction
with IEEE ICC ’99, pages 115-119, Vancouver, Canada, June 1999.

F F. Tufvesson and P. Hoeher. Channel estimation using superimposed
pilot sequences. Submitted to IEEE Transactions on Communications,
April 2000.

G F. Tufvesson and O. Edfors. A comparative analysis between different
detection schemes in flat Rayleigh-fading channels. In Proc. IEEE Vehic-
ular Technology Conference, pages 1205-1209, Tokyo, Japan, May 2000.

Parts of the contents in the thesis and papers have also been published
elsewhere. In principle I have been involved in four different research projects,
where I have been the author or co-author of the following publications:

e Channel estimation in OFDM systems [69] [76] [77] [80] [81] [82]
e Wireless OFDM system design [70] [79] [83]

e Preamble-based time and frequency synchronization for OFDM [72] [73]
[74]

e Channel estimation and synchronization by superimposed pilot sequences
[32] [33] [71] [75] [78].
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Chapter 1

Introduction

Radio transmission has allowed people to communicate without any physical
connection for more than hundred years. When Marconi managed to demon-
strate a technique for wireless telegraphy more than a century ago, it was a
major breakthrough and the start of a completely new industry. Maybe one
could not call it a mobile wireless system, but there was no wire! Today, the
progress in semiconductor technology has made it possible, not to forget af-
fordable, for millions of people to simultaneously communicate on the move
all over the world. The first automatic mobile telephony system in Sweden
was introduced in 1955 [14], offering voice services in three major cities. How-
ever, it was only after the introduction of the Nordic Mobile Telephone system
(NMT) in 1981 that the number of users in Sweden exceeded 20 000. Today,
the number of users is increasing dramatically and there is a movement towards
more data communication and multimedia services. These services require new
technology to handle the data rates and the amount of traffic expected.

The mobile communication systems are often categorized as different gen-
erations depending on the services offered. The first generation comprises the
analog frequency-division multiplex access (FDMA) systems such as the NMT
and AMPS (Advanced Mobile Phone Services). The second generation consists
of the first mobile digital communication systems such as the time-division
multiple access (TDMA) based GSM (Global System for Mobile communica-
tion), D-AMPS (Digital AMPS), PDC (Pacific Digital Cellular) and the code-
division multiple access (CDMA) based system IS-95. These systems offer
mainly speech communication, but also data communication limited to rather
low transmission rates. The third generation is currently under development
and the first prototype systems have just been delivered. This group is char-
acterized by enhanced data communication capabilities providing data rates of
at least 384 kbit/s over a wide area and contains the Wideband-CDMA system
(W-CDMA) and the CDMA-2000 system.

In parallel to the development of the third generation systems, there has

3



4 CHAPTER 1. INTRODUCTION

been an increasing interest in high-speed wireless local area networks (W-
LANSs). These systems are the focus of this thesis, though the techniques
presented can be applied to other systems as well. The W-LAN systems do
not offer the same wide area coverage as the third generation mobile systems
do, but within their limited coverage area they provide much higher data rates.
Therefore, the W-LAN systems can be seen as a good complement to the mobile
systems. Within the coverage area, for example the office, the wireless systems
offer high bit rates with performance close to a wired connection. Outside the
building, the wide-area systems offer a similar service at a lower data rate.
However, there are of course applications only suitable for the high data rates.
The W-LAN systems are, for example, represented by the IEEE 802.11a [3] and
IEEE 802.11b [1] systems in the U.S., the Broadband Radio Access Network
(BRAN) HiperLAN/2 system in Europe [4] and the MMAC system in Japan.

There is also another group of radio systems that has achieved large in-
terest during the last years. These are the so-called ad-hoc networks, which
for example include the Bluetooth system [25]. In these systems, there is no
pre-determined access point, but the terminals establish connections between
each other and every terminal can have the role as a master or ”base station”.
This changes the conditions to establish and maintain the connection, since
there is no dedicated base station to talk to. Nevertheless, the problems of
synchronization and possibly channel estimation are still there. Also in these
systems the receiver needs to find the start of a packet, the frequency offset,
and so on, to be able to demodulate the data.

1.1 Digital Communication Systems

A digital communication system is often divided into several functional units
as shown in Figure 1.1 [56]. The task of the source encoder is to represent the
digital or analog information by bits in an efficient way. The bits are then fed
to the channel encoder, which adds bits in a structured way to enable detection
and correction of transmission errors. The bits from the encoder are grouped
and transformed to certain symbols, or waveforms, by the modulator, and the
waveforms are mixed with a carrier to get a signal suitable to be transmitted
through the channel. At the receiver the reverse functions take place. The
received symbols are demodulated and soft or hard values of the corresponding
bits are passed to the decoder. The decoder analyzes the structure of the
received bit pattern and tries to correct or detect errors. Finally, the corrected
bits are fed to the source decoder that is used to reconstruct the analog speech
signal or digital data input.

This thesis deals with the three blocks to the right in Figure 1.1: the mod-
ulator, the channel, and the demodulator. The main question is how to design
certain parts of the modulator and demodulator to achieve efficient and robust
transmission through a mobile wireless channel. A wireless channel has some
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Figure 1.1: Functional blocks in a communication system.

properties that make the design especially challenging: it introduces time vary-
ing echoes and phase shifts as well as a time varying attenuation of the ampli-
tude. The thesis focuses on the following parts in the modulator-demodulator
chain:

o OFDM system design. Orthogonal frequency division multiplex (OFDM)
has proven to be a modulation technique well suited for high bit rates
on time dispersive channels [52]. There are, however, some specific re-
quirements when designing wireless OFDM systems, for example how to
choose the bandwidth of the sub-channels used for transmission and how
to achieve reliable synchronization. The latter is especially important in
packet-based systems since synchronization has to be achieved within a
few symbols.

o Channel estimation. In order to achieve good performance the receiver
has to know the impact of the channel. The problem is how to extract
this information in an efficient way. Conventionally, known bits are mul-
tiplexed into the data sequence in order to estimate the channel. In
OFDM systems, there are some specific opportunities for channel esti-
mation since several adjacent carriers are used for the transmission as
opposed to single-carrier systems.

o Synchronization. The receiver has to determine when there is a signal to
demodulate and where the packets and symbols start in order to inter-
pret the received signal. When there is no transmission, it is important
that the receiver is able to enter some kind of sleep mode to save power.
However, as soon as transmission starts the receiver has to achieve syn-
chronization in a very short time in to prevent the loss of data.
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As mentioned before, the transmitted information is represented by different
waveforms that modulate a carrier of a certain frequency. The transmitted
signal can be represented as [56]

s(t) = Re{z(t)el? et} (1.1)

where Re{-} denotes the real valued part, f. is the carrier frequency and z(t) is
the low-pass equivalent, the so called complex envelope, of the transmitted sig-
nal. In digital communication systems the complex envelope is often described
by a data part and a pulse shape. For pulse amplitude modulated (PAM)
schemes or phase modulated, phase shift keying (PSK), schemes the complex
envelope can be described by

x(t) = chw(t — kTy), (1.2)
k

where w(t) is the pulse shape, ¢ is the complex-valued data part and Ty is the
symbol time.

One of the challenging problems in the design of digital communication sys-
tems is how to choose the modulation scheme in order to get robust and efficient
systems. This choice is greatly affected by the environment in which the system
is supposed to work. The influence of the channel can be described by its im-
pulse response and often, there is also additive white Gaussian noise (AWGN)
representing different disturbances in the system. For mobile or wireless ap-
plications, the channel is often described as a set of independent multipath
components. The time varying impulse response can be described by [58]

h(t, ) = iai(t)é(T —7i(1)), (1.3)
=0

where a;(t) denotes the complex-valued tap gain for path number ¢, I is the
number of taps, 7;(t) is the delay of tap ¢, and ¢ is the Dirac delta function.
Among the most important parameters when choosing the modulation scheme
are the delay and the expected received power for different delays. Large delays
for strong paths mean that the interference between the different received signal
parts can be severe, especially when the symbol rate is high so that the delay
exceeds several symbols. In that case one have to introduce an equalizer to
mitigate the effect of intersymbol interference (ISI). Another alternative is to
use many parallel channels so that the symbol time on each of the channels is
long. This means that only a small part of the symbol is affected by ISI and
this is the idea behind orthogonal frequency division multiplex, OFDM.

1.2 Wireless Systems

Wireless systems are operating in an environment which has some specific prop-
erties compared to fixed wireline systems and these call for special design con-
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siderations. In a wired network, there are no fast movements of terminals or
reflection points and the channel parameters are changing very slowly. In ad-
dition, time dispersion is less severe in a wired system, though it might still
be a hard problem due to high data rates. In a mobile system the terminals
are moving around; the received signal strength, as well as the phase of the
received signal, are changing rapidly. Further, the signal transmitted over the
radio channel is reflected by houses, cars etc., leading to different propagation
paths to the receiver. If the length of the paths differ, the received signal will
contain several delayed versions of the transmitted signal according to the chan-
nel impulse response (1.3). As mentioned before, the delays make it necessary
to use complex receiver structures. In a mobile wireless system, the terminals
are of course intended to be portable. This means that power consumption
is important since batteries sometimes will power the equipment. Therefore,
low complexity and low power consumption are properties that are even more
desirable in a wireless system than in a wired system.

1.2.1 Packet-Based vs. Circuit-Switched Systems

A wireless system can either be packet-based or circuit-switched. In a packet-
based system the information bits are grouped and transmitted in packets, and
transmission occurs only when there is a need for communication. Therefore,
in a pure packet-based system, no capacity is allocated in advance and these
systems are suitable for bursty traffic conditions, such as data communication.
In circuit-switched systems, a physical or virtual connection is established and
occupied as long as communication proceeds. This means that capacity is
reserved in advance, and that no other user can use this capacity as long as the
connection is established. Circuit-switched systems are best suited for real-time
services when delay is a limiting factor.

In packet-based systems, the receiver has to achieve synchronization in a
very short time. It is hard to track channel variations between the packets,
and therefore fast acquisition algorithms are required. After acquisition, initial
estimates of the synchronization parameters are available and the estimator
enters tracking mode. In this mode, the task is to follow changes and contin-
uously update the channel estimates and synchronization parameters. Since
the changes in general are relatively slow the requirements on the estimation
time can be somewhat lower and therefore other algorithms can be used dur-
ing tracking [27]. In a circuit-switched system, the receiver needs to enter
acquisition mode more seldom due to the continuous transmission. Therefore
the requirements on fast acquisition can be loosened in these systems. Today
there is a trend towards more and more packet-based systems due to the in-
creased data traffic. For example, both the third-generation mobile systems
based on W-CDMA [35] and the HiperLAN/2 system [4] based on OFDM use
packet-based communication for data traffic.
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1.2.2 Coherent vs. Non-coherent Systems

In general coherent schemes result in better detection performance compared
to differential systems, but they require channel estimation in order to form a
reference for the decisions. Differential schemes, on the other hand, require no
channel estimation, but there is a performance loss compared to coherent de-
tection. Differential schemes also make it hard to apply multilevel modulation.

In coherent schemes the channel estimates are often achieved by multiplex-
ing known, so called, pilot symbols into the data sequence. The technique is
called Pilot Symbol Assisted Modulation (PSAM). It was originally proposed
by Moher and Lodge in [49] and further analyzed by Cavers in [15]. The
receiver observes the influence of the channel on the pilot symbols and uses
interpolation to get an estimate of the channel impact on the data symbols.
The receiver then removes this impact in order to make decisions. The pilot
symbols transmit no data and therefore there is a small overhead causing a
bandwidth expansion and an energy loss. Both these losses are dependent on
the pilot-to-data symbol ratio. In multi-carrier systems interpolation in both
time and frequency can be used and therefore the pilot-to-data symbol ratio
can be decreased compared to single-carrier systems [A].

In conventional differential systems, the last received symbol is used as a
reference when making the decisions. Since there is no absolute phase reference,
differential encoding is required. In these systems, there is no need for channel
estimation and therefore the complexity of the receiver can be decreased signif-
icantly compared to coherent schemes. There is, however, a performance loss
compared to coherent systems since, in conventional differential systems, only
one symbol is used to form the reference. This means that the reference symbol
and the received data symbol are disturbed by noise samples both having the
same variance. One way to get around this problem is to use multiple-symbol
differential detection, introduced by Divsalar and Simon in [21]. In this scheme,
the receiver uses more than the last received symbol to form a reference and is
therefore less affected by noise. Naturally, this scheme is more complex than
conventional differential detection.

1.3 OFDM

The first OFDM scheme with overlapping spectra was introduced by Chang in
1966 [17]. As opposed to today’s systems, a bank of sinusoidal generators was
used to produce the orthogonal channels. In 1971 Weinstein and Ebert [86]
proposed to use the Discrete Fourier Transform (DFT) for this purpose and
the first ?modern” OFDM system was born. There exist many overviews and
detailed presentations of OFDM systems in the literature, for example [7] [12]
[22] [26] [52]. Here I will review the most fundamental properties and concepts
needed for the rest of the thesis.

In OFDM systems many sub-channels are used in parallel. The channels are
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overlapping in frequency, but the distance between them is chosen so that the
different channels anyhow are orthogonal. In its most simple form the sample
at time k of the complex envelope is given by [7]

E N—-1
s i2rnL
=\ ;O e (1.4)

where N is the size of the DFT and E;s is the symbol energy. The size of the
DFT is equal to the number of sub-channels available for transmission, but all
of the channels need not be active. The sub-channel bandwidth is given by

1 fsamp

fse = o N (1.5)
where foqmp is the sample rate and T is the symbol time. Normally, a cyclic
extension of the symbol [54] is used to mitigate the effect of ISI. This, so called,
cyclic prefix is a copy of the last G samples and these are transmitted prior
to the actual symbol. Alternatively, a prefix of length G; and a postfix of
length G2 can be used. The main idea behind OFDM is to use long symbols,
such that the part affected by ISI (the prefix) can be disregarded with only a
minor energy loss. The signal is often also windowed in order to improve the
performance. This is especially important for reducing out-of-band emissions
and to decrease the interchannel interference, ICI, due to frequency offsets [7].
Different approaches for the windowing functions are proposed in the literature.
In, for example, the IEEE 802.11a system [3] a smoothly decaying extension
of the symbols can be used, while in [7] a multiplication with a raised co-
sine function in time is proposed. The complex envelope including both pulse
shaping/windowing and the pre/postfix can be written as

('] N+G2 N—1

ES j2mn L k
W =\~¥1c DD D ke Wt =g~ Te) (16)

l=—00 k=—G n=n s

where c; denotes the data symbol on the kth sub-channel during the Ith
OFDM symbol, w(t) denotes the windowing function, and T;or = (N + G)/ fs
denotes the total OFDM symbol time including the cyclic pre/postfix.

An often used model for wireless systems is that the transmitted signal is
convolved with the channel impulse response. Then, noise and interference
are added to this signal. In an OFDM receiver, a DFT is performed in order
to detect the data symbols on each of the sub-channels. If we assume ideal
synchronization, a cyclic extension exceeding the maximum excess delay (delay
between the first and last tap of the channel) and no frequency offset then the
received symbol after the DFT is given by [7]

ry = Hycr + ny (17)
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Figure 1.2: The data symbols are multiplied by the values of the transfer
function at the sub-channel frequencies and disturbed by noise.

for a slowly varying time dispersive channel with additive Gaussian noise. Here
ny denotes white Gaussian noise and Hy, denotes the complex value of the trans-
fer function at sub-channel k. In the ideal case, the symbol is only disturbed by
noise and phase shifted and attenuated by the frequency response, according
to Figure 1.2, after demodulation and transmission over a multipath channel.
This is in contrast to single-carrier systems, where the received signal generally
is corrupted by ISI.

A block description of a conventional OFDM modulator and demodulator
is presented in Figure 1.3. First the coded bits are fed to the modulator where
groups of logy M bits are mapped to M-ary symbols, where M is the size of
the symbol alphabet on each carrier. Then N of these symbols are grouped
into one OFDM symbol (note, however, that some of the outer channels may
be zero-valued). Each data symbol is assigned to a specific sub-channel by
the IDFT, the inverse discrete Fourier transform. Normally this latter opera-
tion is performed as an inverse fast Fourier transform (IFFT) due to its lower
complexity. Then the cyclic extension is added and finally pulse shaping is
performed before the signal is up-converted and transmitted over the channel.

At the receiver, the received signal is down-converted and sampled. Then
the samples are fed in parallel to the channel estimator, the FFT and the
automatic gain control/coarse synchronizer, respectively. The automatic gain
control (AGC) tracks the incoming power and adjusts the level so that the
full dynamic range of the analog-to-digital converter is used. The task of the
synchronizer, or more precise the coarse synchronizer, is to find the start of each
data packet and each OFDM symbol, and to find an estimate of the frequency
offset so that compensation can be made before the samples are fed to the FFT
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Figure 1.3: Block description of a conventional OFDM modulator and demod-
ulation chain

block. The OFDM demodulator is very sensitive to frequency offsets [64] and
in order to avoid ICI frequency offset compensation has to be made before the
DFT.

The channel estimator is used to enable coherent modulation schemes. The
time dispersive channel results in a phase shift and an amplitude attenuation
according to (1.7) and therefore the values of the transfer function at the dif-
ferent sub-channel frequencies have to be estimated in order to use coherent
detection. In addition, if there is a small timing offset, this will result in lin-
early increasing phase between the sub-channels. The channel estimator can
estimate and compensate for these phase shifts since they can be regarded as
a part of the channel transfer function [26].

The FFT block performs a DFT on the received OFDM symbol in order to
retrieve the data symbols. These symbols are then passed to the demodulation
stage where the influence of the channel is removed so that hard or soft decisions
can be made. These decisions are then passed to the channel decoder as in
Figure 1.1.

1.3.1 Single-Carrier vs. Multi-Carrier Systems

The main difference between a single-carrier and a multi-carrier system is how
the influence of the channel is mitigated. In an OFDM system the receiver has
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to perform an FFT in order to demodulate the data, but the equalizer can on
the other hand be really simple since a time dispersive channel only results in
a multiplication by the value of the channel transfer function after the FFT.
In a single-carrier receiver there is no FFT block, but the equalizer must be
designed to mitigate the ISI instead. The complexity of the equalizer can be
quite high if the ISI spans over several symbols, but if it spans over only a few
symbols the solution is straightforward. An estimate of the complexity of the
equalizer is found by comparing the maximum excess delay of the channel to
the symbol time; if the IST spans over several symbols, then OFDM is to prefer
to the use of long (and thereby complex) equalizers [7].

Another advantage of multi-carrier modulation is that it is possible to use
adaptive modulation on a sub-channel basis. This means that different mod-
ulation levels can be used on different sub-channels. On a ”bad” sub-channel
where the channel attenuation is high, a low-level modulation scheme, such as
binary PSK, can be used and on a good sub-channel a higher order modulation,
such as 16-QAM, can be used. This means that the channel is more efficiently
used and that the bit error rate (BER), can be decreased significantly com-
pared to fixed modulation schemes [26]. Note however, that adaptive schemes
require both extra hardware and control signaling.

The main disadvantages of using multi-carrier systems, or OFDM systems
in particular, are the sensitivity to frequency offsets and the large dynamic
range of the signal to be transmitted [7]. Frequency offsets cause both ICI and
attenuation of the desired signal. The sensitivity to frequency offsets can be
explained by the large frequency side lobes of the signal and the sensitivity
can be decreased by using a window function with a more attractive frequency
characteristics compared to the one resulting from the rectangular time do-
main window [7]. The large dynamic range can be understood by looking at
the OFDM signal as a sum of N sinusoids. Sometimes the waveforms add
constructively, which means that a peak is produced. For most of the time,
however, the waveforms have different signs such that the sum achieves low
amplitude.



Chapter 2

Research Topics

In this chapter a detailed background and some of the main publications in
each of the research areas are presented. Also, the relation between the papers
presented in this thesis and other papers is discussed. As mentioned in the
introduction the work has been focused on system aspects of the modulator-
demodulator chain. In principle I have been active in four different research
projects, and these are the areas that I will present in more detail in this
chapter. The four projects are: channel estimation in OFDM systems, wireless
OFDM system design, preamble-based synchronization for OFDM, and channel
estimation and synchronization using superimposed pilot sequences. Papers A
and C belong to the first group on channel estimation and paper D belongs
to preamble-based synchronization. Paper B belongs to OFDM system design,
but of course the papers regarding channel estimation, pre-compensation and
preamble-based synchronization can also be assigned to this group. Finally,
papers E; F and G belong to the project on superimposed pilot sequences.
Next, there is a presentation of channel estimation in general since this is a
fundamental topic for the whole thesis. After that, details of the different
research areas are presented.

2.1 Channel Estimation

The task of the equalizer is to compensate for the influence of the channel.
This compensation requires, however, that an estimate of the channel response
is available. There are many alternatives identifying the channel response and
depending on the channel statistics and the modulation scheme different so-
lutions are preferable. Often the channel impulse response or the frequency
response is derived from training sequences or pilot symbols, but it is also pos-
sible to use non-pilot-aided approaches, so called blind algorithms [48]. The
use of training symbols means that the complexity of the receiver can be kept
rather low and, in case that the training symbols and data symbols are re-

13
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ceived without influence from each other, the processes of channel estimation
and detection can be separated. Also, training symbols are suitable for packet-
based communication since these result in robust behavior with no significant
transient effects [48].

In the general case the optimal receiver, in the sense of minimum se-
quence error probability when no prior channel estimates are available, is the
maximum-likelihood (ML) receiver making joint detection and channel estima-
tion [48]. The task is to find a channel estimate and a data sequence that make
the actual received sequence as probable as possible, i.e. to find

(&h),,, =arg max f(rle,h) (2.1)

where r is the received sequence, c is the data sequence, h is the sequence of the
channel responses, f(-) denotes the probability density function and argmax
denotes the argument maximizing the function. This approach leads, however,
to complex receiver structures and therefore other less complex alternatives are
of interest. In case channel estimation and data detection can be performed
separately, the structure can be simplified by deriving the channel estimates
before detection takes place. Given a certain channel estimate ﬁ, the optimal
detector, in the sense of minimal sequence error probability, is the Viterbi
detector [56]. This equalizer gives the maximum-likelihood sequence, which
means that it makes a decision in favor of the sequence that maximizes the
probability of receiving the actual received sequence, i.e.

& = arg max f(r|c, h). (2.2)

In OFDM systems there is no ISI after demodulation (under ideal condi-
tions) and, as not always the case for single-carrier systems, channel estimation
and detection can be performed separately in a time dispersive channel. An-
other advantage is that a very simple equalizer structure can be used, since only
a complex division by the value of the channel transfer function is required. A
necessity for this is that the receiver knows, or at least makes estimates of, the
transfer functions at all the sub-channel frequencies.

One technique suitable in OFDM systems for estimating the values of the
transfer function is to use pilot symbol assisted modulation (PSAM) operating
in the frequency domain. Other techniques for channel estimation and calcu-
lation of the transfer functions in OFDM systems include, for example, the
use of correlation-based estimators working in the time domain [18] and chan-
nel estimation using singular value decomposition [23] [44]. The latter can be
based on pilot symbols, but to calculate the channel estimates the statistical
properties of the channel are used in a different way in order to decrease the
complexity.
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2.1.1 Pilot Symbol Assisted Modulation

PSAM was, as mentioned earlier, introduced by Moher and Lodge in [49], for
the use in a trellis coded modulated (TCM) scheme. The channel estimates
were derived using a low-pass filter, and the estimates were used both for de-
tection of the PSK modulated data symbols and as estimates of the received
symbol energy in the decoder. Aghamohammadi et al. independently pro-
posed a similar pilot-based scheme [5] intended for uncoded PSK and QAM
schemes. They used a Kalman smoother to derive the channel estimates and
they also came to the conclusion that pilot-based techniques lead to robust
detection with a performance better than that of non-coherent schemes. Both
in [5] and [49] it was concluded that the maximum spacing between the pilot
symbols is determined by the Doppler frequency since the pilot technique can
be seen as a sampling of the low-pass fading process. Both these papers relied
on simulations for their analyses, but Cavers made a thorough analytical anal-
ysis of the technique in [15]. Here, he used an optimal Wiener filter for the
channel estimates and he derived the resulting bit error rate both under ideal
and mismatched conditions. One of the main conclusions was that PSAM out-
performs differential detection for all values of the signal-to-noise ratio (SNR)
and Doppler frequency. Another important conclusion was that if the channel
estimator is designed for the worst-case Doppler frequency, then the perfor-
mance will in general not be worse for other lower Doppler frequencies. This
means that a worst-case design is appropriate for the channel estimation filter.
Cavers also studied the impact of the pilot spacing and stated that in order
to fulfill the sampling theorem the spacing in time between the pilot symbols,
Ny, should not exceed [15]

1
Np < ——
= 2fDT‘s7

where fp is the maximum Doppler frequency. This means that the maximum
pilot distance is proportional to the coherence time, normalized to the number
of symbols.

PSAM for OFDM systems was proposed by Hoeher in [30]. The two-
dimensional channel estimation scheme used in OFDM systems can be seen as
a generalization of the one-dimensional PSAM scheme working only in the time
direction. In OFDM systems a two-dimensional estimation algorithm can be
employed since the channel transfer functions are correlated between adjacent
symbols both in the time and in the frequency direction. This means that the
overall pilot-to-data symbol ratio can be decreased compared to single-carrier
systems [30].

The optimal linear channel estimator, in the sense of minimizing the mean
square error, is the two-dimensional Wiener filter. This filter is based on knowl-
edge of the time/frequency correlation function and weighs the received pilot
values with respect to their correlation and noise properties in order to derive
the channel estimates. For the pilot position at position P; a tentative channel

(2.3)
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estimate, H(P;), for the transfer function can be obtained by back-rotating the
received samples as

H(P) =2, (2.4)
Pp;
where P = [Py, P1,..., Pr_1] is the set of pilot symbol positions used for the

estimate, pp, is the pilot symbol at position P; and rp, is the corresponding
received value after the DFT. The channel estimate, Hy, of sub-channel £ at
time [ can then be computed by linear filtering

Hk,l = i wkyl(Pi) . .FI(PZ), (25)

where L is the number of pilot symbols used for the estimate and wy, ;(P;) is the
channel estimation coefficient using the pilot symbol at position P; for the data
symbol at position (k,1). If the channel is wide-sense stationary, the optimal
L x 1 vector of filter coefficients is the solution to the Wiener-Hopf equation
[31]

Wit (P) = @105, (2.6)

where 6;; denotes the L x 1 cross-correlation vector with elements 6y, ;(i) =
E[Hy,; - H*(P;)] and ® denotes the L x L autocorrelation matrix with elements
®; ; = E[H(P;) - H*(P;)]. The mean square error (MSE) can be used as a per-
formance measure of the estimation filter, but can also be used to calculate the
resulting BER. The MSE under ideal conditions (known correlation matrices)
is given by [31]

Ty = 03 — 00,2710, (2.7)

where 02, is the variance of the complex components of the channel. Finally,
after tedious derivations, the BER for Q-PSK can be calculated as [56]

M1

1
Py (error) = i — (2.8)
2/2~ Mi,l
where
2
7H (2.9)

K = Es
V(0% +02)(0% + Jia)

and 02 denotes the variance of the noise.
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Figure 2.1: The principle of pre-compensation showing two OFDM blocks.

2.1.2 Pre-compensation

Pre-compensation, sometimes called precoding, is a technique where the signal
is compensated before it is transmitted in order to improve the performance in
some sense. The technique can also be used to move complex functions from
the receiver to the transmitter, thereby enabling less complex terminal struc-
tures with performance similar to more complex ones. Compensation can, for
example, be used to mitigate ISI in single-carrier systems to avoid the need
for equalization at the receiver [45] [89] [90] or for antenna diversity using only
one receive antenna [11] [28] [51] [68]. The technique can also be used to com-
pensate the fading channel in order to improve the performance [C] [47] or
to maintain orthogonality between the different user signals in multi-carrier
spread-spectrum (MC-SS) systems [38] [85] [88]. Due to the simplicity and ro-
bustness a variant for antenna diversity is used in the DECT system [2] where
the antenna receiving the most power during uplink is used for downlink trans-
mission. Also in the UMTS/W-CDMA system a simple phase compensation
system is used in time division duplex (TDD) mode to align the phases of
different paths [35].

The technique relies on that the channel characteristics are reciprocal and
constant during one receive-transmit-cycle. Therefore pre-compensation is suit-
able when TDD is used and the time between receiving mode and transmission
mode is short compared to the coherence time of the channel. The channel
characteristics are identified in one direction and then compensation is made
prior to transmission in the other direction, as described in Figure 2.1. Since
compensation is made in advance, the maximum block lengths are determined
by the time-correlation function of the channel. The shape of this correlation
function is, among other things, determined by the Doppler frequency. High
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Doppler frequencies naturally call for short blocks and therefore the technique
is most suitable for systems operating at pedestrian speeds.

When fully compensating the phase and amplitude of a flat-fading channel
the complex envelope of the transmitted signal is given by

s(t) = 20— asetii), (2.10)
)H(t)

where (t) is the complex envelope of the uncompensated signal and H(t) is
the channel estimate. If the channel is Rayleigh fading the signal fluctuations
become severe and therefore the amplitude has to be limited, either by limiting
the output power or by inhibiting the transmitter when the channel attenuation
is large [C] [47]. In a Rayleigh fading channel the fading dips cause most of
the bit errors. If it is possible to compensate for these there will, for uncoded
systems, be a large improvement in performance. In [47] it was shown that
it is possible to decrease the mean transmitter power by 7 dB (for a fixed
BER of 10?) when introducing power compensation in a non-coherent FSK
system. In [C] it is shown that the BER can be decreased 20 times compared
to an uncompensated system for coherent QPSK at E,/Ng = 10 dB. This,
however, results in an increase of the peak-to-average power ratio by 10 dB so
this strategy might be of limited interest for wireless applications.

Power compensation has also been proposed to maintain orthogonality be-
tween users in MC-SS systems [85]. In an MC-SS system, or more specifically
in an MC-CDMA system, the data symbol from one user is spread to many
sub-channels and then data symbols from several users are transmitted on the
same sub-channels simultaneously [39]. Since each data symbol is transmit-
ted over several sub-channels, a frequency diversity gain can be achieved when
adding the components from the different sub-channels. If coherent detection
is used then equalization is required in the same way as in conventional OFDM
systems. However, the orthogonality between users can not be preserved in
a multiuser system when equalizing the uplink signal in the receiver. There-
fore multiuser detection or pre-compensation is required in order to achieve
good performance [85]. The question for pre-compensation in this application
is whether one can afford the resulting increase in peak-to-average power ratio
reported in [C].

Pre-compensation can also be used for antenna diversity. The technique
has been used to choose transmit antenna in the DECT system [2], to achieve
constructive addition from two antennas [11] [28] or from an array of anten-
nas [51]. In [11] a diversity gain of 6-10 dB was reported (at BER 10-) for a
system using the antenna diversity arrangement and an equalizer (to mitigate
IST), compared to a system using only the equalizer. This gain is of the same
order as the 10 dB gain that can be achieved (for QPSK at BER 10°%) using two
receive antennas in a Rayleigh fading channel [56]. Antenna pre-compensation
is therefore an efficient technique to get close to optimal antenna diversity using
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only one receive antenna. In [68] the switched antenna diversity system was
generalized to OFDM systems. In this system, some of the sub-channels were
transmitted from one antenna and the remaining sub-channels were transmit-
ted from the other antenna. This system also resulted in a close to optimal
diversity gain, assuming independent sub-channels and ideal synchronization
and channel estimation. The question is, however, how to derive the necessary
channel estimates in an efficient way. It is possible to use some kind of pilot-
based channel estimation on a per sub-channel basis, but it is hard to use the
correlation between the sub-channels for estimation in the receiver since differ-
ent antennas are used. Alternatively, phase-only pre-compensation [C] can be
used in order to align the phases and avoid channel estimation at the receiver.

A general problem when using pre-compensation in any form is that the
channel needs to be constant, or almost constant, during each receive-transmit-
cycle. In [C] the maximum block length is calculated where the instantaneous
BER gets worse than that of differential detection. It is shown that for phase-
only pre-compensation a block length of fpTpocr = 0.26 can be used before the
performance deteriorates. To compare this number to an existing TDD system
this corresponds to a block length 40 times longer than the one in the DECT
system at 1900 MHz and a velocity of 10 km/h. The conclusion also holds when
a worst-case design is made for the channel estimators [C]. Similar block lengths
can probably be expected for the other pre-compensated systems, but this is of
course dependent on the sensitivity of the receiver to different kinds of errors.
The BER is dependent on the ability of making channel predictions. If only the
last estimates in the uplink block are used for compensation of the downlink
block, the performance is degraded compared to the use of optimal prediction.
For the phase-only compensation system in [C] the maximum block length is
approximately fpTpiock ~ 0.05 when the last estimate of the uplink block is
used for phase compensation. In [38], where the power is pre-compensated in
an MC-CDMA system, the maximum block length for a two-fold degradation in
the BER is fpTpiocr =~ 0.1. Both these numbers can, for example, be compared
to the average duration of a 10 dB fading dip which is fpTu, ~ 0.13 for a
Rayleigh fading channel with isotropic scattering [87].

2.2 Multi-Carrier System Design

In this section the background of the research areas related to OFDM system
design is presented. The topics presented cover optimization of the sub-channel
bandwidth, pilot pattern design and preamble-based synchronization. System
design of the physical layer includes more topics than presented here, but these
are out of scope for the thesis. Other topics include, for example, choice of the
modulation format, design of the coding scheme and multiple access scheme.
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2.2.1 Sub-Channel Bandwidth

When choosing a suitable sub-channel bandwidth one has to make a com-
promise between the overhead caused by the cyclic prefix and impairments
introduced by the hardware and the transmission channel. The cyclic prefix is
used to mitigate the effect of time dispersion and its duration has to exceed
the maximum excess delay of the channel in order to avoid ISI. Since the cyclic
prefix is a repetition of the samples, the sample rate has to be increased if the
data rate is to be constant after introducing the cyclic prefix. Therefore, this
leads to an increase in bandwidth. In addition, the receiver uses only samples
corresponding to the actual symbol for demodulation, the samples used for the
cyclic prefix are disregarded, and therefore there is an energy loss. This energy
loss is more evident when the symbol time is short since the relative duration
of the cyclic prefix then is longer. Therefore, the cyclic prefix calls for a long
symbol time, with its corresponding narrowband sub-channels. The symbol
length can not, however, be arbitrarily long because in order to preserve or-
thogonal sub-channels the impact of the channel on the transmitted signal has
to be constant during each OFDM symbol. This means that the channel is not
allowed to change, there must be no oscillator offsets and no oscillator phase
noise, the sampling time has to be correct and all hardware components must
be ideal. Of course, this is not possible in practice and therefore one has to
allow a certain level of ICI.

The ICI arising from channel or hardware impairments can often be de-
scribed as extra additive Gaussian noise and the contributions from different
interference sources can be added to get the overall impact on the system [64].
The level of the interference is, among other things, dependent on the Doppler
frequency and frequency offset in relation to the sub-channel bandwidth. Since
the sub-channel bandwidth is inversely proportional to the number of sub-
channels used, the interference level is therefore also dependent on this number.
In most cases, the ICI increases as the sub-channel bandwidth is chosen to be
smaller and therefore it is important to identify the dominant sources of inter-
ference and choose a sub-channel bandwidth such that the ICI does not become
the limiting factor in the system performance. Good overviews of the effects
contributing to the ICI, including expressions of the resulting ICI levels, can
be found in [64] and [66]. There are also many other papers in the literature
specialized in one or a few sources of interference. In [66] the power at the kth
output of the DFT is decomposed into four groups

_E, N No
STNTG 1O, (Pylk] + Prorlk] + Prsilk]) + =, (2.11)

T
where Py k] denotes the (normalized) useful power from the symbol to be de-
tected, Pror[k] denotes the interfering power from other sub-channels, Prsr[k]
denotes contributions from other OFDM symbols and Ny denotes the power
spectral density of the noise. It can be shown [66] that the sum of the useful
power and the interfering power is constant, Py [k]+ Pror[k]+ Prsr[k] = 1, so if

Pk]
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the ICI increases the useful power automatically decreases by the same amount.
In the following, we treat ICI in more detail, since this is a very important issue
in OFDM system design.

An important effect to consider in the system design is interference due to
channel changes during an OFDM symbol. The area has, for example, been
studied in [43] [61]. This interference is caused by movements of either the
transmitter, the receiver or reflection points and it is hard, if not impossible,
to compensate for [61]. Transmitter or receiver movements result in the same
kind of interference as oscillator offsets [64], but in a wireless environment they
cause a Doppler spread rather than a frequency shift and therefore they are
much harder to compensate. The power of the ICI due to the time-selective
fading is proportional to the squared normalized Doppler frequency (fpT%)?,
and therefore it is inversely proportional to the square of the sub-channel band-
width f2,. The variance of the equivalent noise caused by the time-selective

sc*

channel can be calculated as [64]

2 ™ 2
0is = 5 (fpTs)", (2.12)

when the received signal power is normalized to 1.

In [B], the sub-channel bandwidth is optimized with respect to the physical
phenomena described above, the energy loss and the ICI due to the time-
selective channel. The optimal sub-channel bandwidth is dependent on the
signal-to-noise ratio since there is a balance between the ICI and the noise;
therefore it is hard to give an exact expression for a suitable sub-channel band-
width. However, for mobile applications where Fp/Ng = 10 — 25 dB a nor-
malized Doppler frequency of fpTs ~ 0.01 — 0.02 seems suitable [B] [66]. This
corresponds to a degradation in SNR of less than 1 dB [64] and results in a
signal-to-interference ratio exceeding 30 dB [43].

ICI can also be caused by frequency offsets and for consumer products,
where low-cost implementations are important, this might be a significant
source of interference. The interfering noise level can be approximated by
[64]

2 w? 2
0Fo g(AfTS) , (2.13)

where Af denotes the frequency offset. As seen in (2.13), the variance is again
proportional to the square of the normalized frequency offset, 2 = (AfT})?,
and therefore inversely proportional to the square of the sub-channel band-
width f2. Normally, frequency offset compensation is made prior to the DFT
and the interesting parameter is therefore the remaining frequency offset after
compensation. The expression for the variance of the equivalent noise caused
by frequency offset is similar to the noise caused by the time-selective channel.
Therefore, for the same level of interference the maximum frequency offset is
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of the same order as the Doppler frequency, typically . ~ 0.01 —0.02, but this
should be seen only as a rough guideline.

Other effects that need consideration are the influence of phase noise of the
oscillator and the effect of sampling errors. Phase noise has been studied in, for
example, [6] [55] [60] and it leads to two kinds of distortion. First, there is an
ICI term, whose variance increases with the number of sub-carriers. It is hard
to get numerical expressions for the variance since this is dependent on the
model of the phase noise including possible feedback in the circuit. For Wiener
phase noise, the corresponding SNR loss due to the ICI is proportional to the
oscillator linewidth and inversely proportional to the sub-channel bandwidth
[55]. The phase noise also leads to a phase error common to all sub-channels
within an OFDM symbol. The variance of this distortion decreases as the sub-
channel bandwidth decreases [60]. The correlation of the common phase error
is in general low between successive OFDM symbols, so compensation on a
symbol-by-symbol basis is required if the variations are significant.

Sampling offsets lead to a phase rotation of the symbols. Further, if some
paths of the channel fall outside the guard interval, ICI and ISI occur. The
resulting interference can be approximated as Gaussian noise with variance [64]

o Dl (2%-{%)). (2.14)

where ¢; is the normalized ”effective” time offset defined as

—%tin At > T;
€ = —T"'_Gz‘:‘]:;f’_m 0 < At <73 — GTsamp (2.15)
0 else

through the time offset At and the sample time Tsamp = 1/ fsamp. As before, N
denotes the number of sub-channels, G denotes the length of the cyclic prefix,
7; denotes the delay of path 4, and a;(¢) denotes the channel tap value of path
i. The variance of the ICI and ISI due to sampling offsets is highly dependent
on the power delay profile of the channel [64] and the disturbance is in principle
proportional to the sub-channel bandwidth [66]. If many sub-channels are used,
the relative importance of samples corresponding to paths falling outside the
cyclic prefix becomes smaller and therefore the overall distortion decreases.

Finally some remarks about the relation between the sub-channel band-
width and the length of packets in wireless systems. The number of sub-
channels used determines the minimum number of symbols in a packet and
therefore also the granularity when choosing the packet lengths. For large data
packets this might not be a problem, but if there are many short packets, or
there are low-rate connections with constraints on the delay, this effect has to
be considered when determining the sub-channel bandwidth.
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2.2.2 Preamble-Based Synchronization

There are many synchronization parameters to be estimated before symbol de-
cisions can be made. The demodulator has to know where the start of a packet
is, where the OFDM symbols start, how large the frequency offset is etc. In
packet-based systems it is desirable to minimize the acquisition time and there-
fore pilot-aided approaches for synchronization are suitable, though these lead
to a throughput degradation. Often a preamble is used, which is transmitted
before each new packet. Such an approach is used in the HiperLAN/2 system
[4].

The influences of time and frequency offsets have been described in Section
2.2.1. The variance of the interference caused by frequency offsets is given
in (2.13) and it is evident that the OFDM demodulator is very sensitive to
frequency offsets. In order to achieve a tolerable degradation in system per-
formance the remaining frequency offset must not exceed a few percent of the
sub-channel bandwidth. The requirements on the timing estimator are some-
what lower due to the robustness introduced by the cyclic prefix. If all delayed
paths of the channel fall into the cyclic prefix, orthogonality is preserved and
neither ISI nor ICI arise due to the time offset; otherwise the level of interfer-
ence is given by (2.14).

Synchronization in OFDM systems is often based on the transmission of a
repeated symbol. The synchronization parameters are then derived by corre-
lating currently received samples with earlier samples. Time synchronization is
achieved when the result of the correlation exceeds a certain threshold, which
means that the current samples correspond to the earlier received ones. When
the correct start of the frame has been found the frequency offset is estimated
by the phase shift between the first and second part of the repeated symbol.
Normally correlation is performed using the time domain samples [63], but it
can also be performed using the signal after the FFT [50]. In the latter case,
there is a performance loss for large frequency offsets, but the method is still
possible to use.

The specific structure of the preamble varies, but the principle is the same
for all these methods. In [50] and [62] a repeated full-length OFDM symbol
is used. In [46] and [63] the repetition is accomplished within one symbol by
only modulating every nth sub-channel. The shorter time before repeating the
signal means an increased frequency offset capture range of the synchronizer
at the cost of a corresponding increase in variance of the estimate. Other ap-
proaches use the repetition due to the cyclic prefix [37] [§8]. If the existing
cyclic prefix is used, then there is no overhead introduced and this is of course
desirable. In some cases, the cyclic prefix is too short to give sufficient esti-
mation accuracy, and then averaging over several symbols is required, with a
corresponding delay. In [41] a special synchronization sequence, a CAZAC-
sequence (constant-amplitude zero autocorrelation sequence), is inserted on
each side of an OFDM symbol for synchronization purposes. The sequence is
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repeated both between the symbols and within the block, which means that
coarse synchronization can be performed within the block and fine frequency
synchronization can be performed by using adjacent blocks. Finally, in [D]
a repeated m-sequence (maximal-length sequence) is used. This approach is
motivated by the attractive correlation properties for these sequences.

There are also methods based on principles other than repeated symbols.
In [42] the pilot symbols intended for channel estimation are used together
with the cyclic prefix to derive an improved time synchronization signal. In
[13] the preamble is generated using only the highest or lowest half of the sub-
channels. In the system, time synchronization is achieved by comparing the
spectral content in the two halves of the normal transmission bandwidth. In
[65] a special low-rate signaling channel using frequency shift keying (FSK) is
used for synchronization purposes. This approach was motivated by complexity
arguments since then a simple FSK receiver can be used during sleep mode. In
[59] continuous pilot carriers were used to derive a frequency offset estimate.
Another approach is based on short power variations in the transmitted signal
[62]. By using so called null symbols the receiver only has to look for certain
variations in the received power to find a coarse time estimate, which can be
performed using a low-complexity receiver without performing an FFT.

The main difference between the approach in [D] and the other correlation-
based methods is that in [D] correlation with the known sequence is made prior
to multiplication with the second part of the repeated sequence when calcu-
lating the timing synchronization. This synchronizer is called a pre-correlating
synchronizer. The synchronization signal can for both synchronizers be calcu-
lated as

[k, a] = f;ol [(I:X_:Olp*[k —n—IR—arlk—n— m]) :

(2.16)

3

(S rie=n—+Qr-able—n-+ Q)

where a is the lag between the known synchronization sequence and the re-
ceived sequence, L is the number of products used for the synchronization
signal, p[k] is the known sequence, @ is an extra delay which can be used to
improve the performance of the frequency offset estimate, K is the correlator
length and R is the repetition length of the sequence. The only difference
between the conventional correlation-based synchronizer and the synchronizer
in [D] is how these parameters are chosen. The conventional synchronizer is
shown in Figure 2.2 and this is obtained by choosing the correlation length to
K =1, the number of products used for the estimate to L = R, the known
sequence to plk] =1 and @ = 1. The pre-correlating synchronizer is shown in
Figure 2.3. The synchronization signal is obtained by choosing the number of
products to L = 1, the correlation length to the repetition length K = R and
Q = 1. The pre-correlation with the known sequence means that the noise is
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Figure 2.2: Structure of the conventional synchronizer. This corresponds to
K=1,Q=1and L =R in (2.16).
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Figure 2.3: Structure of the pre-correlating synchronizer. This corresponds to
K=R,@Q=1and L=1in (2.16).
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averaged before multiplication is performed. Therefore, the mean amplitude of
the synchronization signal when the timing is wrong is decreased when using
this synchronizer instead of the conventional synchronizer, which in turn re-
sults in a performance enhancement. In [41] a similar approach was mentioned
for the special training sequence used, but this was not treated further.

The complexity of the synchronizer is an important issue, especially in sleep
mode where low power consumption is important. The synchronization meth-
ods based on the power comparison and the separate signaling channel are well
suited for low-power implementations, but there is a large performance degra-
dation compared to the correlation-based methods. Low-complexity variants of
the correlation-based methods using only one-bit resolution are proposed in [9]
and [37] for synchronization using the cyclic prefix and in [D] for the case of a
PN-sequence preamble. In [37] the synchronization signal is used both for time
and frequency synchronization and it is shown that it is possible to achieve
satisfactory results for the frequency offset estimate using only one-bit reso-
lution of the received samples. However, the cyclic prefix was quite long and
averaging over several symbols was required in order to decrease the variance.
The PN-based preamble is especially suited for the one-bit resolution synchro-
nizer since the transmitted sequence has constant amplitude and correlation
is performed before multiplication. In [D] it is shown that the low-resolution
PN-based synchronizer in fact can achieve lower false detection probability
and lower probability of missing the synchronization signal compared to a full-
resolution conventional synchronizer based on a repeated OFDM symbol. The
short preamble used is, however, not long enough to give satisfactory results
for low-resolution frequency offset estimation.

The variance of the frequency offset estimate is similar for all the correlation-
based methods. The performance is in principle determined by the number of
observed samples and the delay for the correlation. The OFDM-based meth-
ods where sample-by-sample multiplication is used show a very robust behavior.
The phase of the synchronization signal has a flat region around the correct tim-
ing and the sensitivity of timing errors is therefore low for frequency estimation
using these methods. The PN-based method has a very sharp synchronization
peak. This makes it very easy to identify the peak, but if there is a timing error
the performance of the frequency offset estimate will deteriorate significantly.

2.2.3 Pilot Pattern Design

When designing the pilot pattern the task is to use sufficiently many pilots
in order to suppress the noise and to be able to follow the changes in the
transfer function without increasing the energy loss and bandwidth expansion
too much. The receiver has to estimate the values of the transfer function in
a two-dimensional grid, and therefore it is also important where the pilots are
located. The pilot pattern describes where in the time and frequency plane
to transmit the pilot symbols. There are only a few papers in the literature
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regarding the design of this pattern. Kaiser gives a good overview of channel
estimation and related topics for multi-carrier systems in [39], but it is hard
to find analytical treatments. In [A] it was shown that the pilot pattern has
a large influence on the resulting performance. By designing the pattern in
an efficient way it is possible to increase the Doppler range over which the
system can operate by up to ten times [A] compared to a system using a pilot
pattern similar to a single-carrier case. In the paper, a Kalman filter was used
to design the pilot pattern by searching for the best place to put the next
pilot symbol. Much work can be put into the design of the pilot patterns, and
optimal channel estimation filters can be used for the analyses. In real-time
operation less complex filters can naturally be used. In [53] a Wiener filter was
used for channel estimation and the theoretical symbol error rate was derived
based on the MSE of the estimation filter. The influence of the pilot spacing in
time and frequency was then investigated using a rectangular pattern. Under
optimal conditions, i.e. when the correlation functions are known, the authors
in [53] concluded that a pilot spacing close to the sample theorem was sufficient.
However, for worst-case designs, or when less complex non-optimal channel
estimation filters are used, the distance between the pilot symbols has to be
decreased by at least a factor two. The maximum pilot distance in frequency
(measured in number of sub-channels) due to the sampling theorem is [19]

1

Np < ———,
Tmaxfsc

(2.17)

where T,ax denotes the maximum excess delay of the channel. The maximum
pilot distance in time is similarly given by (2.3). The maximum pilot distance
in time is therefore proportional to the coherence bandwidth, normalized by
the sub-channel bandwidth. In [31] the term ”balanced design” was introduced,
meaning that the estimation uncertainty in the time direction and in the fre-
quency direction should be the same. As a rule of thumb the authors proposed
two times oversampling, resulting in the following guideline':

2fDT‘s']V-T %Tmaxfsc'NF ~ 1/2a (218)

where Ny is the pilot spacing in the frequency direction. This guideline coin-
cides with the results in [53].

The publications mentioned above deal mainly with rectangular pilot pat-
terns according to Figure 2.4. Another alternative is to use a hexagonal pattern
and this approach was investigated in [24]. The authors compared the perfor-
mance of different patterns and concluded that a hexagonal grid gives better
performance since it leads to a more efficient sampling of two-dimensional sig-
nals. However, to make a more general conclusion, investigations for more
channels than the HF channel addressed in [24] are required.

'n the original publication [31] ”balanced design” was defined as fpTs - No & Tmax fsc -
Np = 1/4, but this was changed to (2.18) in [39].
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Figure 2.4: Example of a rectangular pilot pattern. N is the pilot distance in
frequency whereas Ny is the distance in time.

The important conclusion in all the papers is to spread the pilot symbols
in both time and frequency, otherwise there will be a performance degradation
due to overhead or inaccurate channel estimates. In the HiperLAN/2 system
[4] the pilot symbols are continuously transmitted at the same sub-channels
during the whole block and this property is therefore not fulfilled. Each data
block is preceded by a preamble, but for a long block it is hard to make full
use of the time correlation of the channel when deriving the channel estimates.
In [80] it was shown that it was possible to gain 1-1.5 dB just by rearranging
the pilot symbols so they are located at different sub-channels. This study
was performed for an uncoded system without using the preamble for channel
estimation, but simulations showed [20] that the same gain could be achieved
in a coded system including the preamble for channel estimation.

The channel model for the time correlation used in [A] is an auto-regressive
model, which also has been used by other researchers [36] [84]. It is hard to
compare the resulting pilot patterns in [A] directly to the guidelines above
since the shape of the correlation functions is different. In addition, there
is a difference in that only one pilot symbol at a time is used in [A], while
many pilot symbols are transmitted simultaneously in the other investigated
systems. However, the general result still holds that the pilot symbols shall
be spread both in the time and in the frequency direction so that the time
correlation and frequency correlation of the channels can be used to improve
the channel estimates. In [19] the influence of the edge effects was mentioned



2.3. SUPERIMPOSED PILOT SEQUENCES 29

pilot {1,-1} ‘&\ P

Figure 2.5: Generation of the signal when using superimposed pilot symbols.

and it was suggested to have more pilot symbols at the outer symbols in a
packet to mitigate this effect. This corresponds well to the result of the pilot
pattern search in [A], where the outer channels are used for pilot symbols more
frequently.

2.3 Superimposed Pilot Sequences

Superimposed pilot sequences means that the known pilot sequence is overlaid
on the data sequence and transmitted in the same frequency band and at the
same time as the data sequence. The transmitted signal contains both a known
pilot part and an unknown data part. It is generated according to Figure 2.5
and can be described as

T = Uk + Pk, (2.19)

where py, is the known pilot sequence with energy p- Es = E|| pk\Q]TS and wuy, is
the unknown data part with energy (1—p)- Es = E[|ug|*]Ts. The power of the
pilot sequence is only a small fraction of the transmitted power, but the pilot
sequence can anyhow be used for channel estimation or time and frequency
synchronization. The pilot sequence can be treated either as extra noise or as
a known displacement of the constellation. In the latter case the disturbance
on the data sequence can be made negligible, but otherwise the distortion on
the data part is anyhow small.

The idea of superimposing a pilot sequence has been proposed by various
authors for different applications. Holden and Feher proposed in [34] a sys-
tem for carrier recovery based on superimposed pilot sequences. They called
the technique spread-spectrum pilot technique (SSPT) since the pilot sequence
used was a PN-sequence, which was linearly added to the inphase data chan-
nel. By multiplying the incoming signal with the known PN-sequence it is
possible to recover the carrier signal in an easy way. After de-spreading, the
carrier signal is narrowband and therefore much of the distortion from the data
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signal can be filtered out. Compare this to the processing gain achieved in
CDMA systems. The method showed to be robust for low SNRs, the system
was implemented in hardware and the carrier recovery unit worked well down
to Ey»/Np = 0 dB. Bejjani and Belfiore proposed a system using a variant of su-
perimposed pilot sequences [10] for underwater communication. The goal there
was to enable tracking of a rapidly changing channel by introducing a contin-
uous pilot sequence. In the system, two different orthogonal pulse shapes were
used for the data and pilot sequence. Therefore, there was a loss in spectral
efficiency, but the system showed to be robust for high Doppler frequencies.
This technique is similar to the UMTS/W-CDMA system in uplink, where the
data and pilot sequences are transmitted simultaneously [35], but using the
orthogonal inphase and quadrature channels, respectively. Both these meth-
ods mean that the spectral efficiency is decreased since no data is transmitted
on the pilot channel. Superimposed pilot sequences have also been used for
frame synchronization [67]. The authors used a non-orthogonal pilot sequence
to determine the start of frames in a wireless system. The pilot sequence was
not used for bit synchronization and therefore the influence of the data could
be removed before correlating the received pilot sequence with the known pilot
sequence. Then, when frame synchronization was achieved, the influence on
the data symbols was removed by subtracting the pilot sequence. This tech-
nique also showed good synchronization performance compared to conventional
systems, especially in fast Rayleigh fading channels where the long continuous
pilot sequence means that time diversity is achieved.

In paper [E] superimposed pilot sequences are used for time and frequency
synchronization in OFDM systems and in paper [F] the technique is used for
joint channel estimation and detection in flat Rayleigh fading channels. The
latter paper is not restricted to multi-carrier systems, but can be used for any
system where the time dispersion is negligible. The synchronizer structure in
[E] has low complexity and is suitable for implementation but the complexity
of the channel estimator in [F] is quite high and therefore low-complexity ap-
proximations are of interest. The scope of [F] has been to show the potential
of using superimposed pilot sequences for channel estimation and to derive an
optimal receiver structure. The paper however also addresses complexity issues
and possible simplified receiver structures.

2.3.1 Time and Frequency Synchronization for OFDM

Superimposed pilot sequences are used in [E| for time and frequency synchro-
nization in OFDM systems. The advantage of using superimposed pilots for
this purpose is that a continuous sequence is present that can be used for
synchronization purposes. This means that the frequency-offset range can be
increased compared to methods where the cyclic prefix is used for synchroniza-
tion. Further, the time synchronization signal shows a more attractive behavior
since it has a sharper peak compared to the methods incorporating a cyclic pre-
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fix. The technique is suitable for both tracking and acquisition and it is very
flexible in that the power of the pilot sequence can be adjusted to the specific
needs. In acquisition mode all the transmitted power can be devoted to the
pilot sequence and then the transmitted signal is equivalent to the preamble
described in [D]. By using all the power for the pilot sequence during acquisi-
tion, the acquisition time can be made small. During tracking, the pilot power
can be low without loosing performance since the parameters do not change
that fast and averaging over several symbols can be used.

The synchronization signal is calculated in the same way as for the pre-
correlating synchronizer according to (2.16) and Figure 2.3. The received signal
is first correlated with the known sequence of length R. Then the correlated
values are multiplied in pairs and finally L of these products are summed in
order to get the synchronization signal. The only difference compared to the
preamble synchronization scheme is that the data sequence is transmitted at
the same time as the synchronization sequence and therefore acts like an addi-
tional disturbance. Therefore, the correlator length or the number of products
used for the synchronization signal has to be increased compared to the case
with the synchronization signal only, i.e. the preamble. The amplitude of the
synchronization signal is used for time synchronization and when the correct
timing is found the frequency-offset estimate is given by the phase angle of the
synchronization signal.

In the literature no similar work can be found for OFDM systems, at lest as
far as I know. The method has some similarities to synchronization in CDMA
systems. Often in CDMA systems, for example in the UMTS/W-CDMA sys-
tem, there is a special synchronization channel transmitted on top of the data
channels. Since the synchronization channel can be shared between the users,
the overhead is small anyway. However, as opposed to the superimposed pilot
sequences, the synchronization channel in the CDMA system is orthogonal to
the data channels by means of different codes. This means somewhat better
detection properties, since the synchronization scheme based on superimposed
pilot sequences relies on statistical averaging for detection of the synchroniza-
tion signal.

In the spread-spectrum pilot system in [34] superposition of the pilot se-
quence and data sequence was made in the analog domain. This means that
for this system bit synchronous transmission could not be guaranteed. This is
in contrast to the superimposed pilot sequences in [E], where this property is
essential for time synchronization and later for channel estimation in [F].

2.3.2 Channel Estimation using Superimposed Pilot Se-
quences

The superimposed pilot sequences can also be used for channel estimation and
detection. Due to the continuous transmission, the technique is also very useful
in fast fading conditions. Pilot-based systems fail when the sampling theorem is
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not fulfilled, and for conventional systems this becomes an important limitation
at high Doppler frequencies. Different approaches can be used for detection
based on superimposed pilot sequences. The pilot sequence can be seen as a
pilot tone that is spread over the whole transmission bandwidth or as a small
shift of the signal constellation. In [F], a system based on joint maximum
likelihood detection of the data and the channel is described. This means that
the pilot sequence and the data sequence both are used for channel estimation
and detection. Other possible approaches would be to first estimate the channel
by help of the pilot sequence and then detect the data based on this estimate.
In [34] the synchronization signal was extracted and after that the disturbance
of the data sequence was decreased by changing the detection threshold with
regards to the pilot sequence. In [67] the data signal was first detected and its
influence on the synchronization signal was removed before extraction of the
synchronization signal. However, the latter is not possible for data detection
and channel estimation since the influence of the data can not be removed
before extraction of the synchronization parameters and vice versa.

Joint channel estimation and detection is well described in [48]. The aim is
to find the data sequence and channel estimate that maximizes the probability
density function of the received sequence according to (2.1). Assume that the
received signal sample at time k£ can be described by

T = hger + ng, (2.20)

where the noise n; and multiplicative channel ¢, are jointly Gaussian variables
and that the data symbols are independent random variables with equal prob-
abilities. It can be shown that [48] the optimal joint estimation-detection rule
can be formulated as

(€mr; h) = argmax f(r, hjc) = arg max f(hlr, ¢) f(rlc). (2.:21)
A suitable strategy is therefore to maximize f(h|r,c) to find the MAP (maxi-
mum a posteriori) channel estimate for each possible data sequence, ¢, and use
this as a true parameter when selecting the sequence with the largest likelihood.
Since the channel and noise variables are assumed to be Gaussian, the MAP
estimate is equal to the minimum mean square error estimate, which in turn
can be calculated using a Wiener filter [40]. This is the approach in [F]. For
each hypothesis of the data sequence the channel estimate is calculated using a
Wiener filter. This channel estimate is then used to calculate the metric such
that the most probable sequence can be found. In [F] both an optimal and an
approximate metric is derived. The use of the optimal metric requires that all
possible data sequences are taken into account when looking for the sequence
resulting in the lowest metric, whereas the approximate metric is can be used
for a less complex detector by using per-survivor processing [57].
In [G] there is a comparison between channel estimation and detection using
superimposed pilot sequences and other detection and estimation methods. The
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other analyzed methods include PSAM, multiple-symbol differential detection,
a novel hybrid detection method introduced in [G] and differential detection.
The analysis is based on the calculation of the pairwise error probability that
the decision is made in favor of a specific erroneous data sequence instead of
the correct one. The pairwise probability has previously been used to analyze
TCM [16] and multiple-symbol differential detection [29]. The method is very
useful when the decisions are dependent between successive symbols. Such sit-
uations occur, for example, when using TCM or superimposed pilot sequences
for channel estimation as described above. In these situations, it is impossible
or tricky to calculate exact expressions for the BER, but by expressing the de-
cision variable in a quadratic form of Gaussian variables it is possible to derive
expressions for the pairwise error probability and approximate expressions for
the BER.
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Chapter 3

Summary and
Contributions

In this chapter, some general results are presented and the contents and main
results in each paper are described. There is also a presentation of the con-
tributions in each paper to the specific research field. Thereafter, there is a
discussion of possible directions for future wireless communication systems.
Finally, some general conclusions are presented and possible further work in
the research fields is discussed.

3.1 General Results

Future communication systems have to provide high data rates in highly dis-
turbed environments. The demand for the services is expected to be high.
Therefore new frequency bands have to be used and, due to the lack of band-
width, these will be located at higher frequencies. These things lead to in-
creased importance of synchronization and channel estimation issues in the
future. The use of higher frequency bands means that the Doppler frequency is
increased for a certain velocity of the mobile terminal. The many users mean
that the overall interference level will increase. This makes it necessary to be
able to operate in highly disturbed environments. In addition, the require-
ments of spectral efficiency call for the use of higher order modulation schemes,
and these are more sensitive to synchronization and channel estimation errors.
In most textbooks on digital communications, the synchronization issues are,
however, neglected and synchronization parameters are often provided by a
genie. In real systems no genie exists and the synchronizers and channel esti-
mators have a large influence on the performance. The goal of the research has
been to study these key components and suggest improvements such that the
requirements on future systems can be met.

35
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The focus of the thesis is problems related to the wireless mobile channel.
This channel has some important properties that call for special attention; the
channel changes rapidly and it has large amplitude fluctuations. Therefore,
the system has to be optimized according to these specific properties. The
task of the synchronizer and channel estimator is to enable communication
also under severe conditions. In the thesis, we have therefore studied robust
synchronization and channel estimation techniques, suitable also for low SNRs
and fast fading channels. The work has been focused on future systems and
systems under standardization. However, the principles are the same for exist-
ing systems and the analyses can be applied to these as well. In the thesis the
influence of the pilot pattern in OFDM systems is studied and guidelines for
the design are given. Synchronization in OFDM systems based on preambles is
also analyzed and a new synchronizer structure is proposed. Further, the sub-
channel bandwidth in wireless OFDM systems is optimized with regards to the
characteristics of the channel. The use of pre-compensation is also investigated
by deriving expressions for the BER and determining feasible block lengths.
Finally, the use of superimposed pilot sequences is analyzed and proposed for
synchronization and channel estimation issues.

The requirements on the synchronizer and channel estimator are not static
over a longer time. They change when new technologies and techniques are
introduced. Improved semiconductor technology has meant that more complex
algorithms than before can be used. The new algorithms, used as an example
for detection or error correction, are often more accurate than the previously
used ones, but also more sensitive to the accuracy of the synchronization pa-
rameters. Errors that previously were "hidden” due to a limited resolution and
did not affect the result can play an important role in new systems with better
resolution. The goal is that the ”supporting functions” should not be a limita-
tion of the system performance. Complexity is however still an important issue
for the algorithms, since the complexity should be spent on functions providing
the largest gain.

3.2 Paper Contributions

3.2.1 Pilot Assisted Channel Estimation for OFDM in
Mobile Cellular Systems

This paper contains an analysis of the influence of the pilot pattern on the per-
formance of a mobile OFDM system. The bit error performance is calculated
for five different pilot patterns based on the mean square error of the channel
estimate. In the paper an autoregressive process is assumed for the changes of
the Rayleigh fading channel and a Kalman filter is used for channel estimation.
The estimation filter is also used to calculate the optimum pilot pattern in the
sense of minimum uncoded BER for each of the OFDM symbols. The perfor-
mance from this pilot pattern is compared to the performance when using other
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pilot patterns found in the literature. It is shown that the pilot pattern has
a large influence on the resulting bit error rate. A well-designed pilot pattern
means that the channel changes can be tracked better, with a corresponding
performance improvement. In a numerical example it is shown that the BER
can be decreased by a factor of 5 or that the system can cope with 10 times
higher Doppler frequency when using a suitable pilot pattern instead of one
similar to a single-carrier case.

The main contribution of the paper is to show the importance of a well-
designed pilot pattern and the large improvements that can be achieved. The
paper is one of the first papers using an analytical approach to optimize the
pilot pattern. The analysis is general and can be used to derive the amount of
pilot symbols required and to find a suitable pilot pattern for any OFDM-based
system.

3.2.2 Optimization of Sub-Channel Bandwidth for Mo-
bile OFDM Systems

In this paper the bandwidth of the sub-channels is optimized with respect
to interchannel interference (ICI) caused by the time-selective channel and the
energy loss caused by the cyclic prefix. For a given duration of the cyclic prefix,
the energy loss increases as the sub-channel bandwidth increases. On the other
hand, the ICI caused by channel changes during an OFDM symbol increases as
the sub-channel bandwidth decreases. An expression for the resulting uncoded
BER as a function of the sub-channel bandwidth is therefore derived, including
these effects. The influences of the Doppler frequency, SNR, and total data rate
are investigated. In addition, the effects of introducing channel estimation are
analyzed with respect to the choice of sub-channel bandwidth. It is concluded
that the total data rate has virtually no effect on the optimum and that the
optimization can be performed independent of channel estimation. It is shown
that the optimal sub-channel bandwidth depends on the Doppler frequency
and SNR. Higher Doppler, as well as an increased SNR, call for an increased
sub-channel bandwidth to avoid that the ICI becomes the dominant source of
errors. Finally, it is argued that a worst-case design with respect to the Doppler
frequency should be performed.

The main contribution of the paper is the analytical optimization of the
sub-channel bandwidth. There are not many papers addressing the choice of
the number of sub-channels in OFDM systems, and at the time of publication
the choice had previously been based only on simulations. In addition, the
influence of channel estimation is investigated and it is concluded that the
optimization can be performed independent of channel estimation and on a
worst-case assumption of the Doppler frequency.
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3.2.3 Pre-Compensation for Rayleigh Fading Channels in
Time Division Duplex OFDM Systems

This paper investigates the possibility of using pre-compensation for compen-
sating the influence of the Rayleigh fading channel in a wireless OFDM time
division duplex system. Three compensation methods are analyzed:

1. phase-only compensation

2. phase and amplitude compensation up to a certain power level, above
which the amplifier is saturated

3. phase and amplitude compensation up to a certain power level, above
which the amplifier is switched off

The BERs and increase in peak-to-average power ratios are calculated for the
different methods assuming perfect channel knowledge. The maximum block
lengths are calculated for the phase compensated system, since this is assumed
most appropriate for wireless applications. It is concluded that block lengths
much longer than the one in the DECT system can be used before the instan-
taneous performance gets worse than that of a differential system.

The main contributions are the derivation of the resulting uncoded BER
for the phase-only compensation method and the analysis of the influence of
both the uplink block length and the downlink block length, respectively. The
calculations are performed both for perfect knowledge of the channel correlation
functions and under correlation mismatch. The maximum block length is a very
important design parameter in the design of pre-compensated time division
duplex systems and to my knowledge no analytical analysis of its influence on
the performance exists in the literature. In other papers the channel is assumed
to be constant or simulations are used to investigate the influence of block
length and Doppler frequency. Other contributions in this paper include the
derivation of the uncoded BER for the three methods when assuming perfect
channel knowledge and the corresponding increase in peak-to-average power
ratio.

3.2.4 Preamble-Based Time and Frequency Synchroniza-
tion for OFDM Systems

This paper compares the synchronization performances achieved by two dif-
ferent preambles and two different synchronizer structures. The preambles
under investigation are based on a repeated OFDM symbol and a repeated
PN-sequence, respectively. The investigated synchronizers are a conventional
synchronizer, where multiplication is performed on a per sample basis before
summation, and a pre-correlating synchronizer, where correlation is performed
with the known sequence prior to multiplication. In the paper a low-complexity



3.2. PAPER CONTRIBUTIONS 39

version of the pre-correlating synchronizer is also introduced, suitable for low-
power operation during, for example, sleep mode. The performance when using
each of the two preambles together with each of the two synchronizers is ana-
lyzed analytically. The probability density function of the time synchronization
signal is derived for the four different combinations. Then the probability of
false detection and the probability of missing the synchronization preamble are
calculated for AWGN channels. The performance in Rayleigh fading channels
is investigated by simulations. In addition, the variance of the frequency-offset
estimate is given. It is shown that the pre-correlating synchronizer using the
PN-based preamble results in significantly better detection performance com-
pared to the conventional synchronizer using an OFDM-based preamble. The
low-complexity synchronizer is also shown to have an attractive detection per-
formance. The probability of false detection and the probability of missing the
synchronization preamble is even lower than the corresponding probabilities
using the full-resolution conventional synchronizer.

The main contributions are the introduction and analysis of the pre-corre-
lating synchronizer for preamble-based synchronization in OFDM systems. The
analysis is purely analytical and the statistics of the time synchronization sig-
nals are derived for the case of correct and wrong timing in AWGN channels.
An important conclusion of the analysis is that it is possible to enhance the
detection performance by introducing the pre-correlator. Another contribution
is the introduction and analysis of the low-complexity coarse time synchro-
nizer. The performance of this synchronizer is also analyzed analytically by
calculating the probability distribution of the synchronization signal.

3.2.5 OFDM Time and Frequency Synchronization by Sp-
read Spectrum Pilot Technique

In this paper, superimposed pilot sequences are introduced for time and fre-
quency synchronization in OFDM systems. The paper starts with a descrip-
tion of the synchronization system based on superimposed pilot sequences. The
main idea behind superimposed pilot sequences is to linearly add a known pilot
sequence to the unknown data sequence. The two sequences are transmitted
simultaneously and in the same frequency band. In the paper, a suitable syn-
chronizer structure is also presented. The synchronization signal is calculated
in the same way as for the pre-correlating preamble-based synchronizer de-
scribed above. First, the received signal is correlated to the known sequence,
and then the result is multiplied by an earlier correlation value to get a dif-
ferential signal. The delay between the terms determines the frequency-offset
range; decreasing the delay increases the frequency-offset range. The maximum
frequency offset range is half the OFDM bandwidth, which should be compared
to half the sub-channel bandwidth for conventional synchronization based on
the cyclic prefix. The amplitude of the differential signal, or a sum of them,
is the time synchronization signal and, when the correct timing is found, its
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phase is used for the frequency-offset estimate. In the paper, the distribution
of the synchronization signal is derived for AWGN channels, and verified by
simulations. The presented synchronizer structure is of low complexity and it
is shown that the presented method works well also at low SNRs. The power
of the pilot sequence can be adjusted to the specific requirements, but it can
in general be low due to suppression of noise and data when performing the
correlation.

The main contributions include the introduction of superimposed pilot se-
quences for synchronization purposes in OFDM systems. The proposed method
is independent of the cyclic prefix and is very flexible. To my knowledge, the
derivation of the distribution functions of the time synchronization signal is
also new, even though similar synchronization structures can be used in CDMA
systems. Another contribution in the paper is the generalization of other syn-
chronization methods such that the analysis can be applied to these as well.

3.2.6 Channel Estimation using Superimposed Pilot Se-
quences

In this paper, superimposed pilot sequences are introduced for the purpose
of channel estimation. The system and receiver structure are thoroughly de-
scribed. The main idea is to linearly add a known pilot sequence to the trans-
mitted data sequence and perform joint channel estimation and detection in the
receiver. The detection method is based on hypotheses of the transmitted data
sequence and for each hypothesis, a channel estimate is derived by means of
per-survivor processing. The final decision is made in favor of the sequence with
the lowest distance to the received sequence. The proposed system is analyzed
analytically for flat Rayleigh fading channels. The pairwise error probability is
derived as well as approximations of the BER. The performance of the system
is verified by simulations and the influences of different parameters such as pilot
power, filter coefficients and filter lengths are investigated. It is shown that the
technique is robust; it works well for a wide range of SNR, values and also for
high Doppler frequencies. The superimposed pilot sequences are transmitted in
the same band as the data symbols and, as opposed to conventional pilot-based
channel estimation techniques, there is no bandwidth expansion. The power of
the pilot sequence can be quite low. Typically 5% of the total power is enough.
The technique can be used both in existing and new systems and it results
in better power efficiency than conventional pilot symbol assisted modulation,
especially in fast fading environments.

The main contributions are the introduction of channel estimation based on
superimposed pilot sequences and the corresponding derivation of the optimal
receiver. The receiver relies on joint detection and channel estimation and both
an optimal metric and a metric suitable for a recursive receiver structure are
derived. The analysis of the system is also new, even though similar analyses
can be found for trellis-coded modulation. Finally, the system is verified by



3.3. CONCLUSIONS AND DISCUSSION 41

extensive simulations and the influence of filter lengths, non-optimal filters,
pilot-to-data power ratio, and Doppler frequency have been investigated.

3.2.7 A Comparative Analysis between Different Detec-
tion Schemes in Flat Rayleigh-fading Channels

This paper contains a comparison between different coherent and non-coherent
detection methods. The analysis is based on calculation of the pairwise se-
quence error probability and a common framework is used for the analysis of
all the investigated methods. The analyzed methods include: pilot symbol
assisted modulation (PSAM), multiple-symbol differential detection, superim-
posed pilot sequences, differential detection, and a novel hybrid method, similar
to PSAM, which uses both pilot symbols and hypotheses of the data symbols
for channel estimation. In the paper, it is shown that the decision variable for
all methods can be written in a quadratic form of Gaussian variables, for which
the probability density function is derived. The pairwise error probability is
compared for the error sequences dominating the error rate. The performance
is analyzed for different SNR and Doppler values and it is concluded that super-
imposed pilot sequences, multiple-symbol differential detection and the hybrid
method lead to robust detection both for a wide range of SNRs and for high
Doppler frequencies. Conventional differential detection shows a performance
loss due to the lack of noise averaging when using the previously received symbol
as a reference for detection. Together with PSAM this method also suffer from
an error floor for high Doppler values due to inaccurate ”channel estimates”.

The main contribution in the paper is the introduction of the common
framework used for the analysis of the different coherent and non-coherent
detection methods. This common framework is used to find the sequences
dominating the error rate and also to investigate the influence of different noise
levels and different Doppler frequencies. The presented analysis is general and
can be applied to other detection methods as well.

3.3 Conclusions and Discussion

While being at the department, I have had the opportunity to follow the de-
velopment of wireless techniques and standards for some years. In the thesis
I have presented research results that I have produced during the last four
years. The question is now what will happen next? Here I will give some short
personal views, but as always when regarding the future, they are only guesses.

If we start at a high level, there are some certain events that will change
the availability of access to fast wireless or mobile communication. During
2001, the first third-generation systems based on wideband-CDMA will be on
the market. At the same time there will be large investments to upgrade the
existing second-generation systems so that these also can offer higher data
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rates and packet based communication. This means that data rates of up to
384 kbit/s can be offered over wide areas. In a few years the new W-LAN
systems will also be on the market. These systems will work in unlicensed
frequency bands and offer data rates of around 20 Mbit/s, but with a limited
coverage. Finally, the first commercial Bluetooth devices will be launched soon.
This means that short distance wireless communication with data rates of up
to around 700 kbit/s is soon available for a wide range of electronic devices.

I think that the importance of the latter two systems can not be overes-
timated. These systems will offer fast wireless communication ”for free” and
can be used as cheap links between any electronic device and the access point.
This means that it is possible for low-cost devices to have access to fast and
advanced communication links where the mobile terminal acts more like a relay
station. Probably there will be a wide range of low-cost third party products
offering new services using indirect access to the existing network.

I also think that the W-LAN systems will have a very important role in
the near future. Except for coverage and maybe mobility, these systems are
actually fulfilling all the requirements stated by some of the leading actors in
the area for a fourth generation system. This means that you can achieve
data rates high enough both for video and high-quality audio applications. It
is also possible to be your own operator and offer broadband services in an
office or a residential area ”free of charge”. Further, you can set up your own
personal area network where electronic devices in your home can communicate
with each other. Hopefully these systems will be user-friendly enough not to
prevent their usage. The use of the unlicensed bands is very important since
this means that in your ”own” system there will be no reluctance using it due
to high transmission fees.

In this scenario there is no cell planning and the interference level will some-
times be high. The high transmission rates means that, in order to limit the
transmitted power to appropriate levels, the energy per bit will be decreased
compared to today’s systems. Therefore, the systems need to be able to adapt
the transmission to the present situation and operate in highly disturbed en-
vironments. Fast and reliable synchronization and channel estimation are im-
portant in order to prevent the systems from being limited by these functions,
rather than by noise or interference.

Maybe the most important thing that I have learned during these years is
that wireless communication systems are complex systems and the true chal-
lenge is to optimize the system and get everything to work together. It is no
use to only improve certain parts as long as the rest of the system can not
make use of these improvements. To me it seems that in the highly optimized
systems the different functional blocks become more dependent on each other,
the information exchange between the blocks has become more important. The
channel estimator, for example, has not only to deliver channel estimates to
the equalizer, but also to the decoder such that the decoding can be optimized;
and maybe to the transmitter such that the transmitted signal can be adjusted
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to the specific channel. In order to challenge today’s limits the receiver has to
incorporate more and more of the available information, often to the price of
increased complexity. There is also a question whether this increase in com-
plexity can be afforded and how large the resulting gain is. As always, it is a
question of cost vs. performance.

In order to fulfill the requirements on synchronization and channel estima-
tion I think that it is well worth spending a few percent of the transmitted
power and bandwidth on known pilot symbols. The pilot symbols mean that
faster and less complex algorithms can be used, often resulting in more robust
detection and better performance. The loss caused by the pilot symbols is often
small compared to the gain that can be achieved, so pilot symbols are generally
a good ”investment”

In OFDM systems it is really important to limit the influence of the fre-
quency offset. This effect often results in undesirable constraints in the system
design, especially when using low cost terminals where, in general, the accuracy
of the oscillators is low. Therefore, I think that it is important to look for fast
and robust estimation techniques as well as cheap and accurate oscillators. In
order to get efficient systems it is important that the performance is not lim-
ited by hardware impairments, but rather by the characteristics of the physical
channel or by interference from other users.

Regarding future work on the material presented in this thesis, I think that
the paper on pre-compensation rather easily can be extended to account for an-
tenna diversity as well. This makes the paper more complete by also covering
systems similar to the antenna pre-compensation system in the UMTS/W-
CDMA system. The preamble-synchronization paper can be extended to in-
clude preamble-based channel estimation. In its present form, the focus is on
acquisition of time and frequency synchronization parameters only. In packet
based systems there are, however, some initial transients when a packet arrives
and it is not meaningful to make a final channel estimate before reaching some
kind of steady state. Anyway, the required information is there, after corre-
lation the channel impulse response is available as a coarse channel estimate.
The use of superimposed pilot sequences is also worth further investigations.
First of all, it would be interesting to look at less complex receiver structures.
The technique seems promising, especially for fast fading channels, but the
complexity is still too high. It would be very interesting to combine synchro-
nization and channel estimation to actually get a working system suitable for
implementation.
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Abstract

The use of pilot symbolsfor channel estimation introduces overhead and it is
thus desirable to keep the number of pilot symbols to a minimum. The number
of needed pilot symbols for a desired bit error rate and Doppler frequency is
highly dependent on the pilot pattern used in orthogonal frequency division mul-
tiplexed, OFDM, systems. Five different pilot patterns are analysed by means of
resulting bit error rate, which is derived from channel statistics. Rearrangement
of the pilot pattern enables areduction in the number of heeded pilot symbols up
to afactor 10, still retaining the same performance. The analysis is general and
can be used for performance analysis and design of pilot patterns for any OFDM
system.

1 Introduction

The mobile channel introduces multipath distortion of the signalling waveforms.
Both the amplitude and phase are corrupted and the channel characteristics changes
because of movements of the mobile. In order to perform coherent detection, reliable
channel estimates are required. These can be obtained by occasionally transmitting
known data or so called “pilot symbols’. The receiver interpolates the channel infor-
mation derived from the pilots to obtain the channel estimate for the data signal, see
figure 1.

OFDM, orthogonal frequency division multiplexing, is used and proposed for
several broadcast systems and there is a growing interest in using the technique for
the next generation land mobile communication system. In OFDM systems the infor-
mation signal can be seen as divided and transmitted by several narrowband sub-car-
riers. Typically, for practical OFDM systems, the frequency spacing is less than the
coherence bandwidth and the symbol time is less than the coherence time. This
means that areceiver and pilot estimation pattern that take advantage of the relatively
large coherence bandwidth and coherence time can manage with less pilot symbols,
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transmitter ) /

pilot

|
L
pattern \

Figure 1: The pilot pattern is known both by the receiver and the transmitter. The pur-
pose is to minimize the number of transmitted pilot symbols without increasing the
bit error rate.

thereby minimizing the overhead introduced by the pilot symbols. The problemisto
decide where and how often to insert pilot symbols. The spacing between the pilot
symbols shall be chosen small enough to enable reliable channel estimates but large
enough not to increase the overhead too much. This paper includes among all an
algorithm of how to design a suitable pilot estimation pattern.

In a multicarrier system there exist a unique opportunity to determine various
parts of the channel impulse response, as opposed to a single-carrier system. It is no
use to make efforts to determine already known parts. Until now it seemslike no one
has looked into the impact of the placement of the pilot symbols for multicarrier sys-
tems. Cavers [5] made an exhaustive theoretical analysis for single-carrier systems.
He pointed out that it was appropriate that 14% of the sent symbols were pilot sym-
bols to be able to handle large Doppler values (f4Ts=0.05). Some pilot estimation pat-
terns for OFDM has been presented in the literature, see e.g. [6], [7]. Comparisons
between these and the one proposed here are shown later.

2 Estimation Strategies

Five different pilot patterns are analyzed, see figure 2.

1. Measureall channels at the same time, compare to a broadband single-carrier sys-
tem.

2. Measure the channels in increasing order, one at atime.

3. Measure the channels one at atime in a smart, but predetermined, way. The mea-
surement order is derived upon channel statistics and is optimal in the sense that
the total bit error rate is kept at a minimum each symbol time.

4. A pilot pattern presented by T. Mueller et al. [6], where the pilots are located with
equidistant spacings in time and freguency.
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Channel 2@
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Figure 2: Examples of pilot patterns analyzed.

5. A pilot pattern by P. Hoeher [7], used in [4]. The pilot symbol locations are
shifted one step in frequency each pilot interval.

For comparison the same amount of pilots is used, one of 64 sent symbols. This
means that only 1.6% extra overhead is introduced by the pilots, but thisis not suffi-
cient for large Doppler frequenciesin some of the cases.

3 System

At different signal to noise ratios the resulting bit error rate from each pilot pattern is
evaluated using the algorithms given in Section 8. A matched filter receiver and
coherent BPSK or QPSK are used. Additive white Gaussian noise is assumed for
every sub-channel. The channel has delays and Rayleigh distributed amplitudes
according to the COST 207: “Typical Urban profile’. The complex parts of the trans-
fer function are assumed to change according to afirst order auto-regressive process
as described in Section 6. The reason for using this model is to get a linear system
which rather easy can be hand-led algebraically. A Kalman filter is used to estimate
the frequency response of the channel. From the filter, a time dependent covariance
matrix is given as described in Section 7. This is used to calculate the expected bit
error rate for each channel. See figure 3 for a description of the system.

4 Results

The resulting bit error rate curves of the pilot patterns are presented for different
Doppler frequenciesin figure 4.
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Figure 3: Overview of the system used to analyze the estimation patterns.

BER for QPSK when different pilot patterns are used, Eb/No=10
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— - Pattern 2 =
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*  Coherent - 7

fd*Ts

Figure 4: Resulting hit error rate as a function of Doppler value when the different
pilot patterns are used. The same number of pilot symbols are used for all curves.

For agiven Doppler frequency the pilot pattern used sets the limit for the lowest pilot
density to be used, aternatively for agiven pilot density it limits the maximum Dop-
pler frequency alowed. The calculations are made at 1800 MHz using 10 kHz chan-
nel separation between 64 OFDM channels carrying in total 640 ksymbols/s. No
intersymbol interference, perfect synchronization and known Doppler frequency, fg,
isassumed. 1.6% of the sent symbols are pilot symbols and the average bit error rate
of the 64 channelsis presented.

The hit error rate is degraded both by imperfect channel estimates and noise dis-
turbances. The pilot pattern used determines the conversion between noise limited
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and estimate limited region, see figure 5.

BER for QPSK when different pilot patterns are used, fdTs=0.001
T T T T T

-~ Pattern 1
— — Pattern 2
O  Pattern 3

Pattern 4

+
E: X Pattern 5
*  Coherent

10 I I I I I
o] 5 10 15 20 25 30

Figure 5: Bit error rate at different signal to noise ratios. Note the difference between
the error floors.

It is interesting to study the resulting pattern when estimating the channel that
gives the lowest bit error rate (strategy 3). A steady state pilot pattern is often
achieved where only few of the sub-channels are measured, see figure 6. Channel
estimates of the other sub-channels are achieved by filtering.

To see the effect of mismatch between the pilot pattern design parameters and the
actual parameters, the optimal pilot patterns (pattern 3) for three Doppler values were

Pilot pattern, fdTs=0.002 Pilot pattern, fdTs=0.02

e et e T

+
T S R S h ch e

A

20f+ T+t 20|

o+t

20 40 60 80 100 20 40 60 80 100
Time Time

Figure 6: Resulting pilot pattern when sending a pilot at the channel which gives the
lowest total bit error rate. Note that only few channels will be used for pilot symbols.
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used when moving at another speed. The actual Doppler frequency was as before
assumed to be known by the estimator, just to see the effect of the pilot pattern with-
out influences of the estimation algorithm. The designed pilot patterns for the "typi-
cal urban” environment were also used in "hilly terrain” and "rural area’ specified in
[2] to see the influence of the propagation environment on the bit error rate, see
figure 7. As seen in the figure, the pilot patterns are robust to mismatches in the
design parameters.

5 Discussion

To minimize the bit error rate it is desirable to spread the pilot symbols both in time
and in frequency, as seen in figure 4 and figure 5. Normally a worst case design is
made for the channel estimation system and then we suggest to tailor the pilot pattern
to each base station site. A suitable pilot pattern can be calculated once the propaga-
tion environment and maximum expected speed in the particular cell is known. In
such a system, the pilot pattern used in the cell is among the information transferred
to the mobile when it logs into a new cell. When designing the pilot pattern one also
has to take the estimation algorithm into account. Here the estimation algorithm is
used only for evaluation and the complexity of the used algorithm is not a problem.
In some cases the pilot pattern has to aid the estimation algorithm to enable a less
complex one. The estimation algorithm used here, the Kalman filter based on an AR-
process, has no delay and the received signal can be detected immediately, i.e. no
future pilot symbols is taken into account when making the channel estimate. If the

BER when using pattern designed for another Doppler freq. or channel, Eb/No=10
T T

— — — Rural

- —- Hilly
Urban

o fd*Ts=0.02

+  fd*Ts=0.002
X fd*Ts=0.0002

Figure 7: Changesin the bit error rate due to Doppler mismatch and power delay pro-
file mismatch. The pilot patterns designed for f3T;=0.02, 0.002 and 0.0002 were used
at different Doppler values and the designed patterns for typical urban environment
were used in hilly terrain and rural area.
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received signal is stored in a memory, the pilot symbols can be used in both "time
directions’ and the time spacings between pilot symbols can be increased, retaining
the same performance.

The degradation due to mismatch in design parameters is mainly caused by the
estimation algorithm and therefore the curves for different Doppler values do not dif-
fer much. When the pilot pattern is designed for higher Doppler values than the
actual one, an increased error rate is achieved since the pilot symbols are not located
as close to each other in frequency as desired. In rural areathe bit error rate becomes
lower due to the increased frequency correlation while the opposite happens in hilly
terrain. In the first case, an even better result is achieved with less pilots along the
frequency axes and more aong the time axes.

The bit error rates within the sub-channels differ depending on where the pilots

are located. When minimizing the total bit error rate (pattern 3) the channels of the
sides get higher error rate, see example in figure 8.

6 Channel Modé€

The time dependent impulse response, h(z, 1), is assumed to be a sum of reflections,
see (1) where §(t) denotesthe dirac-function.

0.12

0.11
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ox WA i
ki G
oos .m "'i i.&\\\,,, S
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"**!hiﬁ.:!!ﬁil\ i

oL

Time 0 o

Channel

Figure 8: The hit error rate becomes higher for the side channels when the total bit
error rate is kept at aminimum
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N
h(t,t) = ¥ a,(t)-8(t-1,) (1)

n=1

The tap coefficients, a,(t), and the tap delays, 1, , are chosen according to the COST
207 "Typical Urban” modd in the GSM specification [2]. The transfer functions,
H(f,t), are obtained by the Fourier transform and these are the functions we want to
estimate for the different carriers. These channel transfer functions are regarded as
flat fading and constant during a symbol time.

A first order AR-process is used to model how the different taps may change from
onetime instant to another. If we look at al the transfer functions at the same time, it
is possible to set up a state-space model of the form:

H(k+1) = ¢H(Kk) + v(k)

- )
y(k) = C(K)H(k) +e(k)

Thematrix ¢ isadiagonal N*N-matrix (here treated as a scalar) with elements

e—kARzndeS 3
that define the AR-process. T is the symbol time including any cyclic prefix or guard
space. The white noise v(k) has covariance matrix R, = F - Rggy - F* , Where Rggy cor-
responds to the multipath intensity profile described in [2]. The vector y(K) is the
measured transfer functions. C(k) is an observation vector with ones only at the posi-
tions (channels) measured at time KTg and e(k) is measurement noise with a diagonal
covariance matrix R,.

The parameter kg in the auto-regressive process for the channel changesis cho-
sen to adjust the "memory” so that it corresponds to the "memory” of Jakes' model.
Channels corresponding to the U-shaped spectrum given in [8] were simulated and
then estimators based on an AR-model with different kag were used, see Figure 9:
Simulations were performed with one sub-channel (E,/N,= 10, f4Ts~0.002) with
every tenth symbol as a pilot symbol. In the figure the bit error rates of the nine data
symbols are shown. figure9 shows that the best fit, in this case, is reached for
kARzO.].S.

The adjustment of the AR-process can also be seen as an adjustment of the band-
width. If we set the 90% power bandwidth of the AR process equal to the bandwidth
of the Doppler spread, see figure 10, a value of kag=0.158 can be calculated. Thisis
the value used for all bit error rate cal culations throughout the paper.
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Simulated BER for QPSK, estimates based on AR-models with different fdTs
T T T

E data symbols 1-9
mean

E o
10 10 1
fdTs used in estimator (fdTs of estimator)/(fdTs of simulated channel)

Figure 9: Bit error rate for a simulated channel by Jakes when estimates are based on
an AR-process. The minimum value is reached for kyg=0.15.

Doppler power spectrum of AR-process and channel by Jakes
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Figure 10: Power density spectrum of the channel by Jakes and afirst order AR-pro-
cess. The latter is adjusted to have the 90% power bandwidth equal to the Doppler
spread.

7 Channel Estimator

For the analysis and pilot pattern design a Kalman filter is used to estimate the trans-
fer functions. The Kalman filter is causal and uses measurements up to timek to esti-
mate the transfer functions, H(k). The Kalman filter is given [3] by (4)-(8), where x*
denotes conjugate transpose of X:

|:|(k|k) = |:|(k|k—1)+I:’(k|k—1)C(k)”< A 4
- {C(P(Kk=1)C(K)* + Ry} (y(k) ~ C(OH(K|k— 1)
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I:|(k+1|k) = ¢I:|§k|k—1)+ A (5)
K(0Ly(K) = CUOH (K k=1)] = oH(KK)

K(k) = ¢P(klk—1)C(k)* (6)
[C(kP(K[k—1)C(k)* + Ry]

P(k+1]k) = 0P(k[k—1)¢* + R, ©)
—K(K)[C(k)P(k|k=1)C(k)* + R,]K(k)*

P(k|k) = P(k|k—1) — P(k|k—1)C(k)* 6)
[C(K)P(k[k—1)C(K)* + Ryl " C(k)P(K|k—1)

The reconstruction error I:|(k\k) = H(k)—H(k|k) isgiven by:

H(KIK) = [6—K(KC(K) IH(K—1]k—1) + v(k—1) - ©)
P(k|k—1)C(K*[C(k)P(K|k—1)C(k)* + Ry]
~{e(k) + C(kv(k—-1)}

The Kalman filter is optimal in the sense that the variance of the reconstruction error
is minimized. The matrix P(k|K) is the variance matrix and this is used together with
K to make an estimate of the bit error rate, which in turn is used to decide the order in
which the channels are going to be measured. For pattern 3, the channel is chosen
that minimizes the total bit error rate of the channels after the measurement. The
matrices P(k|k) and K are independent of the measured values and therefore it is pos-
sible to precompute the order in which the channels are going to be measured.

8 Bit Error Rate Calculations

The bit error rate is calculated for BPSK and QPSK. A matched filter receiver is
assumed. The sampled output of thisfilter is given by

i (n-1)

Xy = 2eH e +€, (20
where ¢ isthe signal energy, H,,, is the current transfer function at channel m, nis the
signal aternative among M sent and e, is white gaussian noise. The bit error rate at
channel miscalculated as[1]
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1
Pomepsk = 5(1—Hm)
_1 Um (11)
Pomapsk = 2 1——2

where

E[XHp ]

u (12)

RENCTARETNE

l—fm are the outputs of the Kalman filter. These are not known in advance and there-
fore (13) -(15) are used. If matrix notation is used and signal alternative 1 is used for
the pilot symbol (does affect the analysis here, but in practise different pilot symbol
aternatives should be used), the expectations for all the channels can be calculated
as.

EIX(OH(K) T = E[{2eH(K) + N HH(K) —H(K)} '] (13)
= 2eE[H(KH(K)*] - 26E[H(H(K) "]

E[|X(k)|2] = E[{2eH(k) + N(k) }{2eH(K) + N(k) }*] (14
= 4e2E[H(K)H(K)*] + E[N(K)N(K)*]

~ o - ~
El H(k)‘ 1= E[{H(k)—H(k)}{H(k)—Hsk)}%:] (15)
= E[H(H(K)*] - 2E[H(KH(K) 1+ E[H(OH(KIK) ]

The expected values E[X(k)H(k) 1, E[X(k|?] and E[||:|(k)\2] are independent of the

measured values but dependent upon which channels that are measured. Therefore
they are time dependent. The expectations can be calculated as:

E[H(K)H(k)*] (16)
E[{oH(k—1) +v(k—1)}{oH(k—1) + v(k—1)}¥]
02E[H(k=1)H(k=1)*] + E[v(k = 1)v(k—1)*]

R,/(1-0%)

EIN(KN()*] = R, (17)
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ETH(KHKIK 1 = ETHOHK)= —HOH(KIK) T = (18)
E[¢H(k—1)l:|(k—1)*¢*+R1—Rlc(k)*a*

—oH(K—DH(k—1)" o*Clky*a¥ ]

= (QE[H(k=DH(k—1)"1o* + Ry)(I - C(k)*a*)

where
ETH(KH(KIK'T = PK|K) (19)

a = P(klk—1)C(k)*{ C()P(k|k—1)C(k)* + R,} " (20)

The bit error rate calculation is compared and verified by simulations. Proakis [1]
gives expressions for the bit error rate when estimating a constant Rayleigh channel
using different numbers of pilot symbols, see figure 11.

The bit error rate when using only one pilot symbol corresponds to estimating a
rapidly changing channel or the first estimate of an unknown channel. Then, only the
latest measurement is useful. In a similar way, the bit error rate when estimating a
constant channel with use of (infinitely) many pilot symbols corresponds to that of
coherent detection. Normally in a practical system the effect of the estimation is
somewhere between these two cases.

BER for BPSK, constant Rayleigh channel, Eb/No=0, 10, 20 and 30

10 T
: Proakis
P — — -coherent ¢
< own calculations
M\S—%H_H ©  fown simulations

10" E

10 I I I I I I
(o] 2 4 6 8 10 12 14 16 18 20

Number of pilot symbols used for the estimate

Figure 11: Bit error rate for 2PSK when estimating a constant Rayleigh channel with
severa pilot symbols at different signal to noise ratios.
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9 Conclusions

The bit error rate for pilot assisted QPSK modulation is calculated when using differ-
ent pilot patterns. The ability to estimate the channel reliably when it changes due to
e.g. vehicle movementsis highly dependent on the pilot pattern used. By rearranging
the pilot pattern it is, in some cases, possible to handle 10 times higher Doppler fre-
quency alternatively possible to reduce the number of needed pilot symbols the same
amount, still retaining the same bit error rate. Alternatively the new pilot pattern
could be used to reduce the bit error rate up to afactor 5, even more in alow noise
environment. The pilot symbols in the proposed pilot pattern are spread out both in
time and frequency. For a given propagation environment, e.g. a base station site, it is
possible to pre-calculate a suitable pilot pattern.
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Abstract

The bit error rate in orthogonal frequency division multiplex (OFDM) sys-
tems is affected by the number of sub-channels used, changes in the channel
characteristics and, to some extent, the excess delay of the channel. This paper
presents an analytical expression for the bit error rate on Rayleigh fading chan-
nels when interchannel interference (ICl) caused by channel changes during a
symbol and energy loss due to the cyclic prefix are regarded. This expression is
used to optimize the number of sub-channels, and thereby the sub-channel band-
width in the system. It is argued that the system can be optimized neglecting the
effect of imperfect channel estimation and on a worst case assumption for the
Doppler frequency and signal to noise ratio. The analysis is general and can be
used for performance analysis and optimization of any mobile OFDM system.

1 Introduction

OFDM, orthogonal frequency division multiplexing, is used and proposed for several
broadcast systems[1] [2] and thereisagrowing interest in using the technique for the
next generation land mobile communication system. In OFDM systems the informa-
tion signal can be seen as divided among and transmitted by several narrowband sub-
carriers. The bandwidths of the sub-carriers depend on the hit rate sent on each of
them and consequently, for a given total bitrate the sub-carrier bandwidth is depen-
dent on the number of sub-channels used. The number of sub-channels used isset in
the system design and the problem is to find a good trade off between bandwidth,
limitations by the hardware and the physical channel. Asthe sub-carrier bandwidth is
reduced, the symbol time on each carrier gets longer, the channel changes during a
symbol gets larger and channel compensation gets more difficult. When the changes
in the channel characteristics during a symbol time become evident, the orthogonality
between the subchannels is lost and interchannel interference (ICI) arises. On the
other hand as the carrier bandwidth and the sub-channel symbol rate increases,
intersymbol interference (1SI) becomes a problem. This problem can be avoided by
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introducing a cyclic prefix [3], but thisresultsin an energy loss. In between these two
extremes there exists an optimal bandwidth where the bit error rate is minimized, this
bandwidth is found in this paper.

There is some previous work regarding the choice of humber of sub-channelsin
OFDM systems, see e.g. [4] [5], but often the optimization is performed empirically
or by simulation. In [4] a noncoherent OFDM DPSK system is analysed with respect
to random FM noise and a frequency selective channel. It is concluded that a sub-
channel bandwidth of 1.5 kHz is suitable for a bitrate of 200 kbit/s and 100 Hz Dop-
pler frequency, but without consideration to the interchannel interference caused by
channel changes during a symbol. The latter can cause severe degradation of the bit
error rate if the sub-channel bandwidth is chosen too small.

2 System description

When designing an OFDM system one often start with a requirement on the total bit
rate. Assumethat atotal bitrate of Ry bits per second isrequired. If these are equally
divided between the channels then the bitrate

R, = R‘W"‘ L)

is transferred on each of the N sub-channels. The symbol time for M-ary modulation
on each sub-channel becomes

T - log,M _ Nlog,M .
sub Rl - Rtot. ()

In the following the influence of some of the most important design parameters are
discussed.

2.1 Cyclic prefix

To avoid intersymbol interference and to maintain orthogonality between the sub-
channelsin atime dispersive channel, acyclic prefix can be used [3]. ISl isavoided if
the length of the cyclic prefix, Tg, is chosen large enough to exceed the maximum
excess delay of the channel. The total symbol time, Tg,, is extended when a cyclic
prefix is used but the sub-channel bandwidth, Af, is equal to the inverse of the sym-
bol time excluding the cyclic prefix [4], Tg, seefigure 1.
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Insertion of acyclic prefix means that the sub-channel bandwidth has to be increased
in order to keep the bit rate Ry constant. The bit rate determines the symbol time Tg
and if apart of thisis used for the cyclic prefix, then the time Tg has to be shortened
which in turn leads to increased sub-channel bandwidth.

The cyclic prefix also leads to a power loss, o, . The receiver uses the energy
received during the time Tg and discards the energy corresponding to the duration of
the cyclic prefix. The remaining signal energy can be calculated as o,,E, Where

o = 5 = 1o oot 4)
 Tab Nlog,M

2.2 Interchannd interference

Even though the channel is perfectly estimated there are some variationsin the trans-
fer function during each symbol interval. These variations becomes evident when
many sub-channels are used due to the long symbol time, they are hard to track and
result in interchannel interference, 1Cl. When the number of sub-channels is suffi-
ciently large the resulting ICl can be modeled as additive white Gaussian noise,
which is added to the channel noise [6] with spectral density Ng. The variance of the
ICI-n0ise, o7, = Eln,gnq 1, iScaculated as6]:
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N-1

5 1 2 log,M T
o1 = 1R 5 Y (N—n)JO{anDn( e —Tflf-’ﬂ 5)

n=1

2.3 Bit error ratefor coherent detection

If we neglect the effect of channel estimation errors, the equivalent signal to noise
ratio after the cyclic prefix is removed and the | Cl-noise is added becomes

5. -
No/eq No + ‘5|20|

The BER for QPSK/4QAM in aRayleigh fading channel with coherent detection can
then be calculated as

o= ] wonof ) Jor - ¢

y=0

I NE,(2N—T_R)

N-1
log,M T
JN2(4NO+ 1OES)—NES(8+TCpRlol)—16ESz(N—n)JO[anDn( %2 -—CP)}

Rt N

n=1
where y is the power attenuation of the channel with an exponentia distribution of
mean 1, i.e. p(y)=¢€”. In figure 2 the bit error rate for coherent detection is presented
for four different EJ/Ng at 50 Hz Doppler frequency and a total bit rate of 320, 640
respectively 1280 kb/s. The reference curve represents coherent detection in a Ray-
leigh channel without losses due to cyclic prefix or ICI.

A cyclic prefix of duration 10 ps is chosen to combat time dispersion, a duration
long enough to exceed the expected maximum excess delay of the channel. In this
paper a COST 207 "Typical Urban” channel [8] is considered with an maximum
excess delay of 5 ps. In figure 2 the bit error rate is shown insensitive to bitrate
changes but the effect of the ICl-noise and the energy loss due to the cyclic prefix is
apparent. On the right hand side few sub-channels are used, the symbol time is short
and the length of the cyclic prefix needed to suppress S| causes a big loss of symbol
energy. On the left hand side the symbol time is long, the changes in the channel
characteristics during a symbol becomes significant and ICl arises. The optimal sub-
channel bandwidth is sensitive to the Doppler frequency since a large Doppler fre-
quency results in large I1Cl-noise and the optimum is pushed toward broader chan-
nels, see figure 3.
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Figure 2: The BER curves for R;=320, 640 and 1280 kbit/s overlap each other
totally in this case. Coherent QPSK is used in a Rayleigh fading channel with T,;=10
ps and fp=50 Hz when the number of sub-channels and signal to noise ratio are var-

ied. The dotted lines represent coherent detection without losses.

BER

Sub-channel bandwidth/Hz

Figure 3: Bit error rate for coherent detection when the Doppler frequency is varied,
fp={10, 50, 200} Hz, R;,=320 kbit/s and E/Ny= {3, 13, 23, 33} dB. The dotted lines

represent coherent detection without losses.
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2.4 Channed estimation

The radio channel corrupts the transmitted signal and in order to make coherent
detection possible we have to know the impact of the channel. Both the amplitude
and phase are corrupted by the fading channel, whose characteristics vary because of
movements of the mobile terminal. In order to keep track of the channel characteris-
tics pilot symbol assisted modulation, PSAM, can be used. This means that known
training symbols are multiplexed into the data stream at certain sub-channels and cer-
tain times. The receiver interpolates the channel information derived from the pilot
symbols and makes channel estimates for the data symbols. Since the pilot symbols
carry no datathe pilot density isto be kept at a minimum not to increase the overhead
too much. In order to make it possible for the receiver to achieve nearly maximal
channel information from each of the pilots the pilot pattern can be made " balanced”
[7]. This means that the spacings between the pilots are approximately the same in
both frequency and time when normalized by the minimum expected coherence
bandwidth and the minimum expected coherence time respectively. Few sub-chan-
nels means that we have to insert several data symbols between the pilot symbolsin
the time domain. Many sub-channels gives us the opportunity to use severa of the
channels for pilots simultaneously without increasing the pilot density, see figure 4.

Let Nt and N denote the pilot time distance respectively pilot frequency distance
in number of symbols, fpax denote the maximum expected Doppler frequency (Hz)
and r,,,,, denote the maximum expected excess delay (s) of the channel, then the con-
dition for "balanced design” becomes[7]

fomax Tsub " N7~ Tmax - Af- N 8
The overall pilot density is g = ﬁ , and as arule of thumb the pilot spacings can be
chosen as[7] TF
f f Af f f
¢ R ¢ — J
N=1 N=2 N=4 N=8
[ PFilot symbols [ Data Symbols

Figure 4: Time - frequency distribution of a pilot symbol differs depending on the
number of sub-channels, N, used. Note that the same pilot density, 1/4, is used for the
three alternatives.
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Figure 5: An example of a”balanced” pilot pattern with pilot time distance Nt=5 and
pilot frequency distance Nz=4.
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f Toub N7 = Trax AF-Ng = 2 9)

Dmax
An example of apilot pattern with N==4 and Nt=5 is given in figure 5.

With a fixed time-frequency block, edge problems can arise when designing the
pilot pattern. In order to get rid of this problem in the following and in order to sup-
press the bit error rate at the edges, pilots are put on the outer sub-channels respec-
tively time instants and then sufficiently many pilot symbols are evenly distributed
between these edge pilots in frequency respectively time in order not to exceed the
pilot distances given by (9).

To see the effect of the channel estimation only, the bit error rate was calculated
without ICl-noise and energy losses due to the cyclic prefix. For the estimation a
two-dimensional Wiener filter [7] was used, which is optimal in the sense that the
variance of the estimation error is minimized. Furthermore, known Doppler fre-
quency, perfect synchronization, a COST 207 "Typical Urban” channel [8] and a
matched filter receiver was assumed, see Appendix A for more details. The resulting
bit error rate under these assumptions with a bit rate of 320 kbit/s, 200 Hz Doppler
frequency is presented infigure 6.

The reason why the different pilot patterns virtually do not affect the bit error rate
is explained by the fact that the pilot symbols are placed at approximately the same
frequencies and time instances independent of the sub-channel bandwidth and sym-
bol time used. There are some changes in the bit error rates due to the fact that the
pilot distances can not be below one, due to numerical reasons in the pilot pattern
design and due to the dight increase in the total bandwidth to estimate when few
channels are used, but these changes are rather small.
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Figure 6: Changes in the bit error rate caused by the pilot pattern, E{/Ng={ 3, 13, 23,
33} dB. As seen, the pilot pattern has virtually no effect on the bit error rate when
"balanced design” is used.

3 Complete System

In area system the channel estimation is of course not perfect. The bit error rate
when both channel estimation and the losses due to the cyclic prefix and ICl-noise
are included is lower bounded by the bit error rate for coherent detection in (7) and
the deviation gets smaller as the pilot density increases. The bit error rate for the
same parameters asin last section (R;:=320 kbit/s fp=200 Hz, " Typical Urban” chan-
nel, Te,=10 ps) but with the losses included is presented in figure 7.

4 Discussion

As indicated in figure 7 it is possible to optimize the number of sub-channels and
thereby the sub-channel bandwidth by assuming perfect channel estimates. The
resulting optimum when channel estimation effects are included is principally unaf-
fected by the number of sub-channels used. The reason for thisisthat the variance of
the estimation error, see Appendix A, is approximately the same, independent of the
sub-channel values chosen. This, in turn, means that it is possible to optimize the
number of channels neglecting the effect of channel estimation.

More narrowband sub-channels can be used when terminal movements are slow
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Figure 7: Bit error rate for coherent detection and for the total system when channel
estimation errors are included, E/Ny={3, 13, 23, 33} dB.

since the channdl is not expected to change during the longer symbol time. This
means that the relative duration of the cyclic prefix becomes shorter and that the
bandwidth expansion is kept small. However, the sub-channel bandwidth has to be
optimized on a worst case assumption for the Doppler frequency, otherwise the
increase in bit error rate can become severe for high Doppler values.

The optimal sub-channel bandwidth is unfortunately dependent on the signal to
noise ratio. Higher noise levels call for more narrowband sub-channel since the noise
makes the energy loss due to the cyclic prefix more evident. In the same way as for
the Doppler frequency a worst case design has to be made with respect to the noise
level. It is important to keep the maximal bit error rate as low as possible, even
though thisresultsin alarger BER increase for lower noise levels. Actually, oftenitis
the performance of a coded system that is interesting and since the coding gives more
distinct optimait isimportant not to increase the worst case BER.

The effect of frequency offsets is not included in the analysis and this effect
becomes more significant when many narrowband sub-channels are used. The carrier
to interference ratio due to frequency offsets is proportional to Af 2 [9], thus moving
the optimal sub-channel bandwidth towards broader channels when frequency offsets
are present. Finally, the calculations are based on the assumption that the sub-chan-
nels are flat fading, which may not be the case when broadband sub-channels are
used in some channels, e.g. hilly terrain.
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5 Conclusions

The impact of the number of sub-channels, and thereby the sub-channel bandwidth,
used in a mobile OFDM-system was analysed. An analytical expression for the bit
error rate in Rayleigh fading channels was presented where the impact of the cyclic
prefix and the channel changes during a symbol time are encountered. This BER
showed an optimum for the sub-channel bandwidth to be used depending on Doppler
freguency, length of cyclic prefix and signal to noise ratio. The effect of channel esti-
mation on the optimum was also examined and this showed that the optimization can
be performed on the coherent system, without taking the channel estimation into
account. The excess delay of the channel, high noise levels and efficient usage of the
spectrum call for many narrowband sub-channels while a rapidly moving terminal
call for the use of fewer more broadband sub-channels. Finally it was argued that the
sub-channel bandwidth has to be designed on a worst case assumption for the Dop-
pler frequency and the signal to noise ratio.

Appendix A. System Models

In the following section the channel model, estimation algorithm and bit error rate
calculations are presented in detail.

The time dependent channel impulse response, h(r, 1), is assumed to be a sum of
reflections, see (A.1) where §(t) denotes the dirac-function.

N
h(t,t) = 3 a,t)-d(t-1,) (A.1)

n=1

The tap coefficients, a,(t), and the tap delays, 1, , are chosen according to the COST
207 "Typical Urban” model in the GSM specification [8]. The transfer functions,
H(f,t), are obtained by the Fourier transform of (A.1) and these are the functions we
want to estimate for the different carriers. These channel transfer functions are
regarded as flat fading.

For the estimation and analysis a two-dimensional Wiener filter [7] is used, which
isoptimal in the sense that the variance of the reconstruction error is minimized. The
sampled signal from the matched filter receiver of apilot symbol a channel mintime
kisgiven by
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.2

K Ime-b
X, = EsHe +n, (A.2)
where Eg is the signal energy, p is the signal aternative sent among the M possible
ones and n iswhite Gaussian noise. The noise terms have a variance given by (7), but
the covariance matrix RS = E[n*(n)"] is not diagonal due to the correlation between

the channels introduced by the ICI. Thefilter coefficients are given by

T 1T
Oy = (85 07 (A3)

where ¢ = E[xX*] is the covariance matrix for the received pilot symbols and
ok = E[HI(XS)"] isacross-covariance vector between the transfer function to be esti-
mated and the received pilot symbols. The estimates of the channel transfer functions
can then be calculated as

k k. T
Hm = (o) X (A9
where X is avector of the sampled values from all of the pilot symbols.

Finally, the mean square error of the estimates is calculated as

T _ *
Tm = Ot=(B) 0 (B (A5)

and this matrix is in turn used to calculate the QPSK hit error rate for each of the
symbols. The BER is given by [10] [11]

S (A.6)

P, =~
b
242 -2

NI

where

2
Oy

n= (A7)

E .
iR+ oD+
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Pre-Compensation for Rayleigh Fading
Channelsin Time Division Duplex OFDM
systems

Fredrik Tufvesson®, Mike Faulkner? and Torleiv Maseng!

Abstract

Coherent demodulation results in good detection performance but requires
channel estimation. Fading pre-compensation (precoding) at the transmitter can
lead to low-complex receiver structures with good performance capabilities,
without the need for channel estimation. Time division duplex systems based on
orthogonal frequency division multiplex (OFDM) are particularly suited to this
because intersymbal interference effects can be neglected, simplifying transmit-
ter adjustments. Methods that involve amplitude and/or phase pre-compensation
are compared in terms of resulting bit error rate and increase in peak-to-average
power ratio. Dynamic channels degrade the performance as the block lengths get
longer. For a certain block length the performance degrades below that of tradi-
tional differential decoding. A block length of up to 40 times that used in the
Digital European Cordless Telephone system, DECT, is possible using channel
estimation and ideal Wiener prediction.

1 Introduction

In time division duplex (TDD) systems the same frequency is used both by the base
station and the mobile terminal, but at different time instants. In these systems the
possibility of making predictions of the channel impact is rather straightforward. The
used radio channel is often assumed to be reciprocal, see e.g. [1] [2], since we are
interested in compensating the multipath channel and not the interference. If the
block length is short compared to the speed of change of the channel, then predictions
of the channel influence are likely to be accurate for adjacent blocks and we can
adjust the signal to be transmitted to achieve better performance.

Pre-compensation can be used for different purposes, for example to control the

1 Department of Applied Electronics, Lund University, Box 118,
SE - 221 00 Lund, Sweden, E-mail: Fredrik. Tufvesson@tde.lth.se

2 School of Communications and Informatics, Victoria University of Technology,
PO Box 14428, MCMC, Melbourne, Vic. 8001, Australia



2 PRE-COMPENSATION

output power [3], to reduce interference from other users[4], or to modify the trans-
mitted signal in order to reduce intersymbol interference (1Sl) [1]. In this paper we
examine the possibilities and limits when using pre-compensation of the channel
impact on the downlink symbolsin orthogonal frequency division multiplex (OFDM)
systems. Figure 1 shows the principle of the technique. In OFDM systems it is

information

to be sent mobile

terminal

, ilot
pilot symbols Enulti plexer

received <+
information  oaver |
P receiver |g
data received
; receiver ualizer
v Symbols channel estimate
| channel estimator |
channel . .
e orton
transmitter pre-compen-
sation

Figure 1: Pre-compensation where the channel influence is compensated in advance
on the downlink.

straightforward to compensate for atime dispersive channel since itsimpact after the
FFT only is an amplitude attenuation and a phase shift of the data symbols. Channel
estimation is normally acomplex operation to perform and every mobile terminal has
to make channel estimates in order to use coherent detection. By pre-compensation it
is possible to move the task of channel estimation to the base station, but still achieve
the performance benefits of coherent detection at the mobile terminal [5]. This means
that cheap, less complex, mobile receivers can be used. We address here the problem
of channel pre-compensation in a simple uncoded OFDM system, but the results can
be applied for other systems where the channel can be modeled as a single complex
tap or together with coding and diversity arrangements.

Compensating channel attenuation means that we transmit more power where the
channel attenuation is high and less power where the channel attenuation islow. This
contradicts the water pouring theorem, which states that more power and higher order
modulation should be used where the channel attenuation islow in order to maximize
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the transmission capacity. However, here the aim is to use fixed modulation and
enable alow-complex receiver.

A drawback when compensating channel attenuation is aso that the amplitude
variations of the transmitted signal become larger. The resulting peak-to-average
power ratio has to be limited. For PSK systems it is not necessary to compensate
amplitude variations and in this paper we show that phase compensation only may be
adequate in these cases. In the paper we are interested in eval uating the performance
limits for the system. We therefore assume perfect time synchronization and ideal
oscillators without phase or frequency jitter. In areal system such impairments natu-
rally degrade the performance and their influence needs to be taken into account.

The paper is organized as follows: In section 2, the system and the model for the
OFDM system are described. In section 3 we then present the three analyzed com-
pensation methods, and in section 4 we derive their performance in case where the
channel is known by the base station. In section 5 the resulting increase in peak-to-
average power ratio is derived for the three methods, respectively. We then proceed
in section 6 with the method where only the phase shift of the channel is compen-
sated and we derive the maximum block length before the performance gets worse
than that of differential detection. Finally, the conclusions are presented in section 7.

2 System

In the paper we use an OFDM TDD-FDMA system with M sub-channels, see Figure
2 for a description of the transmitter and receiver. The OFDM signal is transmitted
through a time dispersive Rayleigh fading channel. It is assumed that the fading is
flat for each of the sub-channels and constant during a symbol interval. We assume
further a cyclic prefix exceeding the maximum excess delay, and that the demodu-
lated signals do not suffer from interchannel interference nor 1SI.

Under these assumptions we can use a model for the OFDM system where the data

31[ Kl -”1[ Kl

/74
y//A

sp[ : |IFFTY/ : [Pispy| DA nt oD AP SiP| - [FFT| @ |PrS)
sulKl rv[Kl

dat

n(t)

Figure 2: Block description of the transmitter-receiver chain.



4 PRE-COMPENSATION

signal is transmitted on separate, but correlated, Rayleigh fading channels with addi-
tive Gaussian noise. The transmitted OFDM signal is convolved with the channel
impulse response, h(t, t), but after demodulation the convolution only results in a
phase shift, 6 ,[K], and a power gain, y,[K], of the data symbols. The sampled com-
plex representation of the received signal on channel m at time k can therefore be
written as[6]

j0.[K
fIK] = Jyo[kie ™ s (K] +n K], (1)

where s, [K] is the complex representation of the transmitted data signal and n,,[K] is
independent samples of white Gaussian noise.

3 Compensation Methods

We evaluate three compensation methods:

1. Phase compensation only, the transmitted phase is altered by 6,,[K] radians.
This method gives no increase in the transmitted signal dynamics.

2. Phase and amplitude compensation when y>a,, otherwise no transmission. The
transmitter output is inhibited when the channel gain does not exceed the thresh-
old a,. This saves power when the channel is poor.

3. Phase and amplitude compensation when y>as, otherwise power limiting. The
transmitter output saturates when the channel gain does not exceed the threshold
as. This method limits the output peak power to areasonable level.

In the following the sub-script mis omitted to simplify notation, but every sub-chan-
nel is compensated individually by its own amplitude and/or phase.

The base station makes estimates of the channel amplitude and channel phase e.g.
by using known pilot symbols from the uplink. Then the signal to be transmitted is
compensated. If we let uq’[k] denote the complex representation of the uncompen-
sated signal alternative g, the complex representation of the compensated signals,
uq[k] , becomes

(uglkD), = e °u Tkl @)

0 y<a,
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ns _Je ’
,,ase Uq [k] y<a3
(4)

(UglkD4 = y>a,

n—Se_jeuq’[k]
y

for the three methods respectively. Here , and 15 are power normalization coeffi-
cients. The probability density function of the power gain, y, in a Rayleigh channel
with unity mean is py(y) = e’ Hence, if the channel is perfectly estimated and
Eq’ denotes the symbol energy before compensation, then the respective mean trans-
mitted symbol energies are

(Eps = Eq (5)
_ e
a
a, oo
— N3 _ N3 _
(Es = | a—z’e Egay + | 73e YEdy (7)
0 a,

I T
= g (1me D+ [Ty
a3

In order to maintain the same transmitted mean energy for the three methods, the
power normalization coefficients are consequently chosen as

=
N = 1| [dy 8
a,
N, = 1/ l(l—e_a3)+ofe—_ydy ©)
3 a3 y :

as
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4 Performance when the Channel is Known by the
Base Station

The performance limit for each of the given methods is achieved when all downlink
transfer functions are known by the base station and the channel is compensated per-
fectly. Thisis of course not the situation in a practical case, but it is anyhow interest-
ing to get alower limit for the resulting bit error rate (BER).

The BER, Py, when the Rayleigh fading channel is perfectly known isfor the first
method the same as for ordinary coherent detection of QPSK signals, i.e. [6]

- 2E.") _
(Pp), = IQ( /yN—b}e Ydy (10)
0 0
1[ E,/Ng ]
=21 e |
2 1+E/ /N,

Here Ny denotes the density of the noise and E,’ denotes the bit energy before com-
pensation, E,’ = E;'/2 for QPSK. The BER, when the base station knows the chan-
nel impact, can for the two other methods be calculated as

a

2 ° y
ol 2E, —y
(P,), = | ze’dy+ Q/ —le°d 11
b’2 {2 y E_‘" [nZNO] y ()

2

ag oo
_ ng2E.)) _y 2B _y
(Pp)g = jQ[ ya_3N_0 e’dy+ [Q s e dy (12
0 3
E,/N 2E,
:1‘+ MQ 2a3+n3_b _1"
2 pag+mg(E, /Ny Ny ) 2
The resulting BER is shown in Figure 3 together with the curves for differential
QPSK [6].

At low signal to noise ratios phase-only compensation appears to be best for the
majority of power compensating limits. At medium and high signal to noise ratios
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Figure 3: BER for the compensation methods when the channel is known by the base
station, Ey,'/Ng= 20 dB (left) and 10 dB (right). The compensation limit (i.e. a;, a, or
ag) is the maximum power amplification (attenuation) of the channel to be entirely
compensated.

there is some value in adding amplitude compensation with peak power saturation,
but the question is whether one can afford the increased peak-to-average power ratio.
For the amplitude compensation methods a low compensation limit means that too
much energy is spent on compensating very bad channels, while a high limit means
that the transmitter is saturated or off even when communication normally is advis-
able.

5 Peak-to-Average Power Ratio

The compensation limits, a, and ag, can be seen as measures of the dynamic range
for the power compensation. In practical measurements the peak-to-average ratio of
the transmitted power is often used, which for the pre-compensation methods is the
product of the peak-to-average ratio of the modulation method, e.g. OFDM, and the
increase due to the compensation. For a single sub-channel the increase in peak-to-
average power ratio can be calculated as 1, n,/a, and n,/a; for the three methods
respectively, but for an OFDM signa the increase is dependent on the correlation
between the sub-channels and which particular channels that are compensated. If we
compensate the phase only, then the transmitted signal is a sum of sinusoids with dif-
ferent phases and there is no increase in the peak-to-average power ratio. If we com-
pensate the amplitude as well, then the transmitted signal is a sum of weighted
sinusoids and we get a larger peak-to-average power ratio. In Figure 4 we present
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Figure 4: Simulated values of the increase in peak-to-average power ratio when
applying the three methods for an OFDM-based wireless-LAN. The dashed linesrep-
resent a channel with no delay spread and fully correlated sub-channels. The dash-
dotted lines represent an indoor channel with short delay spread and high correlation
(T, ms =50ns), and the solid lines represent an indoor channel with long delay spread

and low correlation (7, . =250ns).

simulated values of the increase in peak-to-average power ratio when applying the
different methods in channels with various delay spreads. We use here the OFDM
based wireless local area network (LAN) specified in ETSI BRAN [7]* as an exam-
ple. The system uses 52 sub-channels and has a sub-channel bandwidth of 312.5 kHz.
For the simulations we use three different channel models:

* A onetap channel, giving full correlation between the sub-channels.

* Anindoor channel with short delay spread (“channel A”, 1, ,.=50ns), resulting
in large sub-channel correlation.

« A channel with long delay spread modeling large open buildings (“channel E”,
Ty ms =290ns). This gives low correlation between the sub-channels.

The simulated values of the increase in peak-to-average power ratio are achieved as
the difference between the 99.5% peak-to-average power ratio levels for the uncom-
pensated and pre-compensated OFDM signal.

1 Thissystemissimilar to |EEE 802.11a standardized in the U.S.
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In Figure 4 we see that we get a larger increase in peak-to-average power ratio if the
sub-channels are correlated, i.e. the delay spread is short. A large peak in the trans-
mitted signal is achieved when the sub-channels contributing to the peak are ampli-
fied due to the amplitude compensation. When the correlation is small, the increase
becomes smaller. Thisis because the probability that all sub-channels contributing to
the peak are amplified becomes lower. The simulations are performed for a specific
system, but similar results can be expected for other OFDM systems if we take into
account the relation between the coherence bandwidth of the channel and the OFDM
bandwidth.

Phase-only compensation produces no increase in peak-to-average power ratio
and for known channels we get the same performance as for coherent detection. If it
is possible to increase the peak-to-average power ratio by 2 dB, we see in Figure 4
that we can use a;=0.15 for the method where the transmitter is saturated. As seen
from Figure 3, it is then possible to decrease the BER 2-3 times compared to phase-
only compensation. However, it is doubtful whether one can afford to increase the
peak-to-average power ratio for wireless OFDM applications, since power variations
already are a problem in these systems.

6 Maximum Block Length

In practice the transfer functions are not known, but they have to be estimated e.g. by
transmitting known so-called pilot symbols. The impact of the channel on the pilot
symbols is observed, and the channel coefficients for the data symbols are achieved
by filtering and prediction. Different alternatives can be used to form these channel
estimates. Here we use atwo-dimensional Wiener filter, which uses both the correla-
tion in time and in frequency to derive the channel estimates. The Wiener filter is
optimal in the sense that the mean squared error is minimized. For further details
about channel estimation in OFDM systems see e.g. [8].

The channel predictions for the downlink block become obsolete after a certain
time. This means that the length of the downlink block is limited before the BER
reaches an unacceptable level. This particular level is dependent on the application.
Here we compare the BER to that of differential detection and use the latter as a
benchmark since the complexity of the mobile terminals is almost the same. The
maximum block length is afunction of the Doppler frequency, fp, in the system since
it determines the speed of changein the channel. In the following we assume a classi-
cal U-shaped Doppler spectra such that the time correlation can be described by a
zeroth-order Bessel function. We also concentrate on the performance of the phase-
only compensated system, since there is no increase in peak-to-average power ratio.
In order to investigate the influence of the observation time we study the performance
of asingle sub-channel in the OFDM system. We use almost noise free pilot symbols



10 PRE-COMPENSATION

uplink downlink

observation time, t; prediction time, t,
N

'

[ pilot symbol O datasymbol
Figure 5: Block structure to investigate the influence of the observation time.

for channel estimation where the observation time t;, the time between the first and
last pilot symbol, is varied, see Figure 5. The low-noise pilot symbols are used in the
analysis since we want to separate the impact of the time varying channel. In the
analysis we have not compensated the symbol energy of the data symbols due to the
boosted pilots. For long and medium block lengths the performance is limited by the
time varying channel and not by the noise. Besides, in awell designed OFDM system
the noise affecting the pilot symbols are averaged over several symbols when calcu-
lating the channel estimates. Therefore, the variance of the channel estimation error is
much lower than the variance of the noise affecting data symbols.

In Figure 6 the BER as a function of prediction time t,, the time since the last
pilot symbol, is presented for different observation times. All the pilot symbals, are

10" -
A thl—0.0l
O

Figure 6: BER as a function of prediction time, fpt,, for different observation times,
fotq. ER/Ng=20 dB for the dashed lines and E/N,=10 dB for the solid ones. The dash-
dotted lines represent differentia detection.
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equally distributed within the observation time t;. In this example pilot symbols at
P=4 different time instants are used for prediction. The signal to noise ratio, E,/N, is
set to 20 dB and 10 dB respectively, except for the pilot symbols where we use a 30
dB higher signal to noise ratio. We assume that the Doppler frequency is known and
use a Wiener filter for estimation and prediction of the channel. The BER is derived
from the mean squared error, cg , of the estimate. For QPSK it is given by the corre-
lation coefficient, |1, between the backrotated received samples and the channel esti-
mate as [6, appendix C]

P, = s-—H— (13)
22— “2
The correlation coefficient when using pilot symbols can be calculated as
Eyy
uest = n 2 ~ 2 ’ (14)
JEF+N)(EY +02)

where y = E[y] is the mean power of the channel. The BER for DQPSK is also
given by (13), but with

= (15)
Haiff E,+ N,

The BER of the downlink block is determined by the ability of making correct
channel predictions. This ability is dependent on the location of the pilot symbolsin
the uplink block, especially their spreading in time, the observation time. Longer
observation time means in genera better predictions. An observation time of zero
corresponds to keeping the last channel estimate in the uplink block as a channel pre-
diction for the whole downlink block. By just adding some information about the
trend of the channel values, a considerable decrease in the BER could be achieved.
But the enhanced predictions are naturally dependent on the validity of the channel
model and the ability to suppress the noise affecting the pilot symbols.

At a certain prediction time, the differential system and the pre-compensated sys-
tem have the same bit error performance, see Figure 6. This point, the break even
point, is evaluated in Figure 7 as afunction of the observation time and the number of
used pilot symbols using the same assumptions as before. For block Iengths smaller
than the ones in Figure 7 the (instantaneous) BER is lower for a pre-compensated
system than for adifferential system. Beyond the break even point, differential detec-
tion without pre-compensation gives better results for similar receiver complexity. As
an example, look at Figure 6, E/Ny=10 dB and the curve for observation time
fpt;=0.05. After acertain time fpt,=0.17 the BER is the same asfor adifferential sys-
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Figure 7: Break even time where the BER for a pre-compensated system starts to
exceed the one for a differential system, E/Ny= 10 dB. P is the number of time
instants in the uplink block used for pilot symbols.

tem. Thispoint can be found in Figure 7. For P=4 and an observation time of 0.05 the
break even point is fpt,=0.17. In Figure 7 we clearly see the effect of the observation
time. By using all the pilot symbols for prediction and not only the last estimate there
isan increasein the break even time of at least a factor 3. We also see the importance
of using sufficiently many pilot symbolsto ensure that there always are pilot symbols
with high correlation to the point to be predicted. Pilot symbols at 3 or 4 time instants
in the uplink block seems enough for this.

To compare the above block lengths to an existing TDD system we can use the
Digital European Cordless Telephone (DECT) system, which has a block length of
368 us[9]. For aterminal at pedestrian speed (10 km/h, 1900 MHz carrier frequency)
this results in a normalized block length of fnt=0.0065. With pre-compensation,
E/No=10 dB, P=4 and a known Doppler frequency the bresk even time becomes
fpto=0.26 (when the observation time is equal to the break even time). This means
that it is possible to use approximately 40 times longer block lengths than the one in
the DECT system before the BER becomes worse than that of differential detection.

In area system the statistics of the time variations may not be known and one
often avoids the requirement of measuring Doppler frequency. The estimation and
prediction filters are therefore often adjusted to the worst case scenario for the chan-
nel changes. This of course decreases the feasible block lengthsin the system. In Fig-
ure 8 the break even points are given when the Wiener filter is designed for k times
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Figure 8: Break even time when the Wiener filter is adjusted to k times the actua
Doppler frequency and pilot symbols at P=4 time instants are used for prediction,
E/Ng= 10.

higher Doppler frequency than the actual one. If a pedestrian for example reduces the
speed to 2.5 km/h when the Wiener filter is designed for 10 km/h, the mismatch fac-
tor k is 4 and the break even time is reduced from fpt,=0.18 to 0.07. But this means
on the other hand that absolute block length measured in number of symbols or the
time t, is longer in the slow but mismatched case since the Doppler frequency is
smaller there, (t2) ~0.016 s instead of (t2) =~ 0.010 s. The feasible
block length in number OP symbolsisin the general case stln determined by the worst
case Doppler frequency and therefore mismatch is not regarded as a problem.

7 Conclusions

The BER when applying different methods of pre-compensating QPSK signalsin a
Rayleigh fading channel is presented. Pre-compensation can be used to achieve a per-
formance better than that of traditional differential detection without using channel
estimation and equalization in the mobile receivers. Phase-only compensation is pro-
posed since there is no increase in the peak-to-average power ratio. It is shown that
block lengths 40 times longer than the one in the DECT system could be used, and
anyhow get a performance better than in differential systems. The block length analy-
sis was made for a single sub-channel assuming low-noise pilot symbols. This
assumption is not as restrictive as one may think, since many pilot symbols normally
areused in OFDM systemsto form the channel estimates. The correlation intime and
in frequency results in noise averaging and therefore the channel estimates become
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accurate. For unknown Doppler frequencies where the filters are adjusted to the
worst case scenario, the feasible block lengths are determined by the maximum Dop-
pler frequency, though the filters are mismatched for lower Doppler frequencies.
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1

Thereis great interest in using orthogonal frequency division multiplex (OFDM) for
high-speed wireless local area network applications. Standardization of systems
where OFDM is used is occurring both in the United States[1], Japan [2] and Europe
[3]. The systems are based on packet data transmission and therefore fast and reliable

Preamble-based Time and Frequency
Synchronization for OFDM Systems?

Fredrik Tufvesson, student member, |EEE, and
Ove Edfors, member, IEEE
Department of Applied Electronics, Lund University, Sweden

Abstract

Fast and reliable time and frequency synchronization is crucial for packet-
based orthogonal frequency division multiplex (OFDM) systems. Various syn-
chronization methods are analyzed to determine their performance when using
preambles based on repeated short pseudo noise (PN) sequences or conventional
preambles based on repeated OFDM data symbols. We make analytical evalua
tions for AWGN channels and simulate the performance for one- and two-tap
Rayleigh fading channels. Conventionally, the synchronization signal is calcu-
lated as a sum of products between received samples. However, it is shown that
switching the order of summation and multiplication improves the detection per-
formance in terms of lower probability of false detection and of missing the syn-
chronization signal. The false detection probability is decreased by severa
orders of magnitude for reasonable parameter settings. The performancein terms
of frequency-offset estimation is similar for both preambles. The PN-based pre-
ambles have low peak-to-average power ratio and they make it possible to use
analog-to-digital converters with only one-bit quantization in stand-by mode.
Therefore, the PN-based preambles allow for a great reduction in stand-by mode
power consumption.

I ntroduction

time and frequency synchronization with low overhead is crucial to the systems.

Often, a repeated OFDM data symbol is proposed for synchronization issues in
OFDM systems, see e.g. [4] [5]. The synchronization signal is achieved by correlat-

1 Partsof thiswork have been presented at the IEEE Vehicular Technology Confer-

ence, Amsterdam, The Netherlands, September 1999.
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ing samples one symbol or half a symbol apart. The timing signal is then the ampli-
tude of the correlator output. Time synchronization is achieved when the amplitude
exceeds a certain threshold. The frequency-offset estimate is then obtained from the
phase of the same signal. When using a cyclic prefix the timing signal has a flat
region, which causes an uncertainty about where the actual start of the packet is [6].
On the other hand, if no cyclic prefix is used, the frequency-offset estimate is cor-
rupted by intersymbol interference. This has to be suppressed by weighting the
received samples[7].

Synchronization techniques like this, where the synchronization signal is calcu-
lated by correlation, require heavy computations while less complex solutions are
favorable. Alternative methods resulting in lower complexity include e.g. the use of a
preamble, which uses only half of the OFDM spectrum for transmission [8]. The syn-
chronization signal is then achieved as the ratio between the powers in each half of
the frequency band. This method works well for frame synchronization at medium
and high signal-to-noise (SNR) ratios, but gives only a coarse time synchronization
signal and no frequency-offset estimate. There is still a timing uncertainty and, for
low SNR values, the probability of missing the synchronization signal islarge.

In CDMA systems synchronization is generally achieved by correlation to a
known code sequence. The correlation means that the influence of noise and interfer-
ence isreduced so that synchronization can be achieved at very low SNR values. Fur-
ther, since the transmitted signal isasingle carrier signal, the power variations can be
made low. However, the calculation of the frequency-offset estimate is not as
straightforward asin OFDM systems|[9].

In this paper we propose a synchronization technique for OFDM systems that
combines the advantages of time synchronization in CDMA systems with those of
the simple frequency estimation scheme in OFDM systems. We propose a preamble
that consists of a known short repeated pseudo noise sequence (PN-sequence) to be
used together with a synchronizer that correlates received samples before processing
them further. The advantages of this technique compared to conventional OFDM
synchronization are:

* The synchronization signal has a sharp synchronization peak and no ambiguity
due to the cyclic prefix.

e There are low power variations within the preamble, which means relaxed
reguirements on the automatic gain control (AGC).

* Itispossibleto use analog-to-digital converters with only one-bit quantization for
coarse time synchronization. This means low power consumption in stand-by
mode.
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¢ The amplitude of the synchronization signal is small when the timing is wrong
compared to the amplitude when the timing is correct. This means |ow probability
of false detection and of missing the correct synchronization signal.

To our knowledge, this is a novel approach for OFDM system synchronization and
no analysis of the statistics of the synchronization signal has been made before. The
idea of using one-bit quantization has been presented before for conventional OFDM
synchronization [10] but there the quantization loss was large. By using the technique
presented here this loss becomes low enough to make a one-bit solution attractive.

The paper is organized as follows: In section 2 the synchronization system is
described. In section 3 we analytically analyze the performance in AWGN channels.
In section 4 the performance for two-tap Rayleigh fading channels is investigated by
means of simulations and, finally, in section 5 we present the conclusions.

2 System Description

The preambles are designed for an OFDM system with M sub-channels. Theaimisto
estimate the start of the packet and achieve areliable frequency-offset estimate using
asingle-symbol preamble, but other preamble lengths are of course also possible. We
compare two preambles, a PN-based and a conventional one. The comparison is per-
formed using two alternative synchronizer structures, the conventional OFDM syn-
chronizer and a pre-correlating synchronizer.

2.1 Preamble Sructures

The PN-based preamble was derived from a R/2 chip long m-sequence, where R
denotes the repetition length of the preamble. The sequence was oversampled twice
and repeated until the total length became 2R+G samples, as shown in Figure 1,
where G denotes the length of the guard interval. In order to decrease the power vari-

R R G
AGC m-seq | m-seq [guard

G R R
AGC guard| OFDM | OFDM

Figure 1: Evaluated preambles and their length in samples.
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ations within the preamble we used an offset QAM constellation for transmission
where the quadrature sequence was delayed one sample compared to the inphase
sequence. The preamble can be generated using the FFT of the PN-sequence as input
to the OFDM modulator so no extradeviceis required for preamble generation.

The conventional preamble consists of a repeated OFDM data symbol as shown
in Figure 1. The total preamble length was 2R+G samples, where R normally is half
the OFDM symbol length, i.e. R=M/2. The data symbols were chosen to give good
autocorrelation properties and the repetition of the R samples was achieved by using
only the even sub-channels for transmission.

2.2 Synchronizer Structures

The main parts of the pre-correlating synchronizer are presented in Figure 2. First,
pre-correlation of length K with the known sequence is performed. When the
received sequence coincides with the known sequence, a large peak occurs with a
phase angle determined by the channel. When there is no synchronization signal, the
output is noise only. The correlator output is multiplied by the conjugate of the output
delayed PR times. The positiveinteger P denotes an extra delay, which can be used to
decrease the variance of the frequency-offset estimate. Most often no extra delay is
used and P=1. Correlation peaks spaced PR samples apart produce a large synchroni-
zation signal with a (small) phase shift proportional to the frequency-offset. The
maximum frequency offset is inversely proportional to the pre-correlator length. If
the pre-correlator length is limited, e.g. due to alarge frequency offset, and the varia-
tions of the synchronization signal istoo largeit is possible to sum consecutive peaks
to decrease the variance. However, normally a long correlator is preferred and no
summation is necessary.

I -
= [ [ TTTT]
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Figure 2: Structure of the pre-correlating synchronizer when using only one pre-corr-
elator product for synchronization (L=1).



PREAMBLE-BASED SYNCHRONIZATION 5

The conventional synchronizer multiplies samples spaced R samples apart and
uses a sliding window to sum R consecutive products. This synchronizer structure is
presented in Figure 3. When the repeated signal is present, the phases of the products
within the window are nearly the same and they essentially add in phase. Signals that
are not repeated generally result in small products with random phases. Then the
products do not add in phase and the synchronization signal becomes small.

For both methods the absolute value of the synchronization signal is compared to
the short time mean of the received power. If athreshold is exceeded, time synchroni-
zation is achieved and the frequency estimate is available from the phase of the syn-
chronization signal.

2.3 Synchronization Signal

For the analytical performance evaluation we consider an AWGN channel. The base
band representation of the received signal is

o0 = sot0ep(i( 2= + )+ et ®

S

where ng(t) is white Gaussian noise with one-sided spectral density Ng, and sy(t) is
the transmitted preamble. Further, 6 isthe carrier phaseand €, = Af- T isthefre-
quency-offset to be estimated when normalized by the sub-channel spacing 1/T,

The synchronization signals from the two synchronizer structures are represented
in a common framework. Let r[k] denote the sampled received signal and c[K] the
sequence used for pre-correlation. If the pre-correlating synchronizer is used then the
pre-correlator length is equal to the repetition length, i.e. K=R. If no pre-correlator is

I —
e RN

| P O*
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timing —|_ A
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freq. est. arg:—‘ vlk, al ZX

A

Figure 3: Structure of the conventional OFDM synchronizer.
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used, as for conventional OFDM synchronization, then K=1 and all c[k]=1. Further,
let a denote the dlip between the received sequence and the locally generated pre-cor-
relation sequence. In the following analysis this slip is assumed to be an integer. The
received sampled signal is multiplied by the conjugate of the known pre-correlation
sequence to get a “remodulated” signal, which is summed over length K to get the
pre-correlator output. The remodulated signal can be calculated as

c*[k—a]r[k] (2

Sck+ ec)) A

where* denotes complex conjugation, cg isthe power of the transmitted signal, M is
the numberzof sub-channels in the OFDM system, n[k] is white Gaussian noise with
variance ¢,, and g[K] is the transmitted preamble.

2n
= o C*[k—a]s[k] exp(j(

The synchronization signal for both the conventional and the pre-correlating syn-
chronizer is given by

L-1](K-1
vk al = Y || Y c*[k-n-IR-a]r[k-n-IR] (3)
I=o[\n=0
K-1 *
z c*[k—n—(I+P)R-alr[k—n—-(I +P)R]| |,
n=0

where, again, L isthe number of products used for the synchronization signal, P isthe
extra delay when calculating the products and K is the pre-correlator length. When
using the pre-correlator we often have only one product for synchronization and no
extra delay so L=1 and P=1, without the pre-correlator these parameters are set to
L=Rand P=R.

A PN-based preamble permits avery low arithmetic resolution in the synchroniz-
ers due to its low peak-to-average power ratio and good autocorrelation properties.
Thereis of course alossin performance but, if for example the length of the pream-
bleis extended, it is possible to have a deep mode operation where the synchronizer
uses only one-bit resolution for time synchronization. The synchronization unit then
only consists of athreshold detector, a K-input adder, a multiplier and a comparator.
The synchronization signal is still given by (3), but the received signal now only take
thevalues r[k] = +14j. Inthisway only the sign of the received signal is used, thus
the receiver does not have to compare the timing signal to the received power and can
instead use a fixed threshold. This decrease in complexity renders the low-resolution



PREAMBLE-BASED SYNCHRONIZATION 7

operation especially suitable in acquisition/sleep mode, where low power consump-
tion isimportant.

3 Performance Evaluation

In this section we analytically analyze the performance of time and frequency syn-
chronization for the two preambles and the two synchronizer structures in AWGN
channels. To compare different parameter choices, we normalize the synchronization
signal as |A[k, al| = |y[k, a]|/(LK20§) . As we will see below, when the timing is
correct the mean of the synchronization signal is amost unity, and when thetiming is
wrong the mean is close to zero.

In subsection 3.1, we analyze the distribution of the timing signal when the timing
is correct, i.e. when a=0 and there is no dip between the received and known
sequence. In subsection 3.2 we derive the distribution of the timing signal when the
timing is wrong. By wrong timing we mean that there is no synchronization signal
present and the synchronizer is fed by white Gaussian noise only. We concentrate on
the cases where the synchronization signal consists of one, two or alarge number of
products. Normally, only one product is used together with the pre-correlating syn-
chronizer since this results in the best performance. Further, in subsection 3.3, we
analyze the performance of time synchronization when using the low-resolution
mode. In subsection 3.4 we summarize our results on time synchronization and
finaly, in subsection 3.5, we analyze the performance of the frequency-offset esti-
mate. For the figures and numerical examplesin this section we use an AWGN chan-
nel with 0 dB SNR and a preamble length of 60 samples (R=30), except for the
evaluation of the frequency-offset estimate where we have other SNR values and the
preamble length is 64 for the OFDM-based preamble. The extension is used in that
case in order to get afull OFDM symbol as a preamble.

3.1 Time Synchronization, Correct Timing

When the pre-correlator is used, the synchronization signal is calculated as a sum of
L products between delayed pre-correlator outputs. Let n[k, a] denote the pre-corre-
lator output. If the frequency offset is within the permitted range, [e | <M/ (2PR),
then n [k, 0] can be calculated for both the conventional and the PN-based preamble
as[12]

nik, 0] = isinc((%jexp(j ZIAeC(k + %)) +n, [k 0], (4)

JL

where nn[k, 0] is white Gaussian noise with variance 02

2 2
n = 6,/ (KLoy) and the
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output has been normalized by LK2(5§. Define, in the same way asin [5], inphase
as the phase of the sum,

2ne PR

erg( Y ik OIn*[k-PR 0] = o —. ©
L

For reasonable SNR values the noise-times-noise products are negligible and the
inphase part of the synchronization signal A[k, 0] is much larger than its quadrature
part. The amplitude, i.e. the timing signal, can therefore be approximated by the
inphase components as

ALk, O]l = A[K, 0] = z{%sincz(e"VK) + (6)
L
InPhase{nn[k, O](%_si ”C(SCVK)eXp(_j 2n£C(k—|\|;R + 1/2)))

. (%Lgnc(‘%()exp(j W))nn* [k—PR, 0] H

The approximation, A[k, 0], is Gaussian with mean

e K
EIATK 0] = sinc’( 7). (7
and variance
2. 2eK 2
var(A[k, 0]) = o,sinc (V)/(LKGS). (8)

Thetiming signal is always positive and, since the expected value is large compared
to the variance, the approximation as a Gaussian gives a negligible probability of
negative values. When there is a frequency offset, the mean decreases dightly since
the samples do not add totally in phase. However, thislossis small in the interesting
frequency-offset range. The cumulative density function (CDF) at the correct timing
point can be expressed as

X—E[A[K, O]]), @

~var(A[k, 0])

where Q isthetail probability of a normalized Gaussian variable.

Pk 01109 = Fapk 00 = 1‘Q(

When the timing is correct, the distribution of the timing signal with the conven-
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tional synchronizer is similar to that of the pre-correlating synchronizer. However,
since thereis no loss due to the phase rotation, the normalized synchronization signal
can in this case be regarded as Gaussian with unity mean,

E[Agonylk 011 = 1, (10)
and variance
2
Gn
var(Agonylk 01) = > - (12)
LKo

S

Monte Carlo ssimulations, not presented here, show a good agreement between the
true values and the approximations.

3.2 Time Synchronization, Wrong Timing

When using the pre-correl ating synchronizer, the normalized complex outputs of the
sub-correlators have zero mean and variance o, = 6,/ (KLoy) . If the synchroniza-
tion signal consists of one product only, i.e. L=1, we can rewrite the timing signal as

L[k all = m[k-IR alln[k—(I +P)R a]l. (12

Since the terms are the amplitude of complex Gaussians, they are Rayleigh distrib-
uted with probability density function (PDF)

2

2X X

fink ag ) = _26Xp[__2]' (13)
On Oy

The two termsin (12) are independent. By using the transformation theorem on their
joint distribution, the PDF of the timing signal can be calculated as

2~ 2
fiagie a0 = (QJ | )—t:exp(—%(b2+x—2]]db (14)
() 0 ()

G-

where ko(X) denotes the zeroth order modified Bessel function. The CDF of the tim-
ing signal is, consequently, given by
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o
_ _ o o
Fiak a(®) = jfm,(’ 2 (00X = 1—2—2k1(2—2J (15)
0 On n
ocKcz occh
= 1-2—k,| 2—= |
Gn Gn

For L=2 we are not able to derive exact expressions for the distributions of the
timing metric, but we determine bounds for the CDFs instead. By an upper bound we
mean that if the CDF of A is upper bounded by the CDF of B then F,(x) < Fg(X).
The opposite is true for a lower bound. In appendix A we show that the CDF of
|A[k, a]| islower bounded by the CDF of an Erlang-2 variable X, ,

Fxx(x) = 1—[1+£22x]exp[—£§x] . (16)
On On

We also show that the CDF of the timing signal |A[k, a]] when L=2 is upper
bounded by the CDF of the maximum, Y, , of two independent exponential variables,

2
Fy,(y) = (1—exp(—6£22yD : (17)
n

When the number of terms, L, in the sum is large, the distribution of the timing
signal can be calculated in the same way for the pre-correlating synchronizer and the
conventional synchronizer. In such cases, the distribution of the real and the imagi-
nary part of the timing signal can be approximated as Gaussian due to the central
limit theorem. The real and imaginary part of the normalized timing signal,
Re{Agonyt @d Im{A,, ..}, both have zero mean and a variance

2

2.2
ORe() = L(Gn) /2. (18)

conv}

The normalized conventional timing signal can therefore be regarded as Rayleigh
distributed with CDF

2 2\2
X 2 2|0
Flreomtie a9 = 1_exp[_ 2 ] ) 1_exp[_x ‘ L(_z) ] (19
2GRe{7“(:t)nv} Gn

Thetiming signal from the pre-correlating synchronizer is generally smaller com-
pared to the same signal from the conventional synchronizer when the timing is
wrong. This in turn means that the false detection probability of the pre-correlating
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synchronizer is much lower than that of the conventional synchronizer. In Figure 4
the CDFs of the timing signals from the pre-correlating synchronizer and the and
conventional synchronizer are presented for the cases of correct and wrong timing
and no frequency-offset. By correlating samples before multiplication the mean and
variance of the timing signal are decreased when the timing is wrong. This makes it
possible to use a low detection threshold without a resulting large false detection
probability. Although in the figure there is no difference between the detection per-
formance of the PN-based preamble and the conventional preamble, there is an
advantage for the PN-based preamble when analyzing the case when the timing is
amost, but not entirely, correct. The correlation properties are better for the PN-
based preamble and it results a sharp synchronization peak. This results in more
accurate time synchronization and this property is especially important in multipath
channels.

3.3 Low-Resolution Operation

Thereisahigh correlation between the sign of the received signal and the sign of the
pre-correlating sequence when the timing is correct. The correlation is zero when the
timing is wrong and therefore it is possible to have a low-resolution operation mode
where only the sign of the received signal is used to find a coarse timing signal. The
probability that the sign of the received sampleisequal to the sign of the pre-correl at-
ing sequence can, for the I-channel and the Q-channel respectively, be calculated as

Py equalKl = 1—Q( /Z(Gg/cﬁ)cos(znl\jck+ec))
P, equallKl = 1—Q( /2(c§/cﬁ)sin(2nl\j°k+ec)),

when the timing is correct. Note that if the phase of the received signal is between =
and 2r then the probability of equal signsin e.g. the quadrature channel islower than
0.5. However, the sameis true for the second part of the preamble so that the product
will in general be positive anyway. The correlator adds all the equal and unequal
samples and therefore the two complex parts of the correlator output, Mo _res:
have abinomial distribution. The probability that the real part of pre-correlator has n
samples of equal signsis given by

(20)

_ K n K-n,
PRe(mow_res), equal(nl) - (nl)(pl, equal) (1- P, equal) (21)
with a corresponding expression for the imaginary part. For small frequency offsets

and correct timing the real part of the synchronization signal is much larger than the
imaginary part, so the absolute value can be approximated by the real part only. The
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Figure 4: CDFs of thetiming signals when using the conventional synchronizer or the
pre-correlating synchronizer (p.c.) with L=1 or L=2. In case of L=2 and wrong tim-
ing we show an upper (u.b.) and lower bound (I.b.) for the distribution.

real part of the synchronization signal is the sum of the products between the two real
parts of the correlator outputs and the two imaginary parts of the correlator outputs.
The correlator output is given by M, _res = 2N, —K +i(2ng5 —K) . The probabil-
ity function of the products is calculated by adding all the probabilities for values
resulting in a certain product and the probability function, PRe(me_res (n), of the
sum is then achieved by convolution. For larger frequency offsets we have a similar
distribution, but the signal is not dominated by the real part.

When the timing is wrong, the input can be seen as random and the probability
that the sign of the received sequence is equal to the sign of the pre-correlating
sequence is P gqual=Po,equal=50% for the I and Q-channel, respectively. In this case
none of the parts dominate and we derive bounds for the distribution. The absolute
value of the synchronization signal is larger than the maximum absolute value of the
real and imaginary part of the synchronization signal and smaller than the sum of the
amplitudes of the real and imaginary part respectively. The CDF of the synchroniza-
tion signal is therefore upper bounded by the CDF of the maximum absol ute value of
thereal and imaginary part and lower bounded by the CDF of the sum of the absolute
values of the real and imaginary parts, i.e.

F|Re(Ylow—res)‘ + |Im(YIow—res)‘(n) < F‘Y|ow_res|(n) (22)
<
- Fmax(|Re(Ylow—res)" “m(ylow—res)p(n).

Due to the favorable correlation properties, the low-resolution timing signa
works well also for low SNRs in AWGN channels. In Figure 5 we plot the CDF of
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Figure 5: CDFs of the low-resolution timing signal. For wrong timing we have a
lower and an upper bound for the distribution.

the low-resolution timing signal using the PN-based preamble and the same parame-
ters asin Figure 4. For wrong timing we show an upper and a lower bound for the
distribution. In the figure it can be seen that the probability is very small that the tim-
ing signal islarger when the timing is wrong than when it is correct.

3.4 Receiver Operation Characteristics

For the timing signals there is a relationship between the probability of missing the
synchronization signal and the probability of false detection, which is dependent on
the chosen detection threshold. We plot this relationship, the so-called receiver oper-
ation characteristics, in Figure 6 for the conventional and pre-correlated timing signal
together with an upper and lower bound for the low-resolution timing signal. Note
that we plot the probability of missed synchronization signal and not, as most often,
the probability of detection vs. the probability of false detection. We see in the figure
that the timing signal from the pre-correlating synchronizer results in much better
performance, compared to the conventional synchronizer. For a probability of missed
synchronization signal of 10% we get a false detection probability of 3* 1072 for the
conventional synchronizer while we get 2* 10°8 for the pre-correlating synchronizer.
Thelower variance for the pre-correlated timing signal when the timing iswrong also
means that it is possible to decrease the threshold for detection without having too
many false alarms. The low-resolution synchronization signal also results in good
detection performance, in AWGN channels it competes well with the conventional
full-resolution synchronizer. When the probability of missed synchronization signal
is 10 the false detection probability from the low-resolution synchronization signal
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Figure 6: Receiver operation characteristic for the conventional synchronizer, the
pre-correlating synchronizer and the low-resolution synchronizer. For the latter one
we show an upper and lower bound.

isin the order of 10°S. Compare this to the false detection probability of the conven-
tional, but full resolution, synchronization signal that for these parametersis 3* 102,
In [10] a synchronizer based on the cyclic prefix using an A/D-converter with one-bit
quantization is analyzed. This system is similar to conventional preamble synchroni-
zation but the repetition due to the cyclic prefix is used instead of the repetition in the
preamble. There the low-resolution synchronizer gave a significant loss compared to
conventional full-resolution synchronization. Here the performance of the low-reso-
lution synchronizer is actually better than that of the conventional full resolution syn-
chronizer.

3.5 Frequency-Offset Estimation

The frequency-offset estimate is given by the phase of the synchronization signal
when the correct timing is found. The estimate is cal culated as

Ec = M
¢ (2rnPR)

arg(Alk, 0]). (23)
This phase increment method gives a (nearly) unbiased frequency estimate of a com-
plex exponential in white noise [11] and can cope with frequency-offsets which are
smaller than |8C| <M/(2PR).

The variance of the normalized frequency estimate can be approximated as [11]



PREAMBLE-BASED SYNCHRONIZATION 15

var(ec) (24

) 52 52 2
) M .(1-. : ' 1 [ n ))
(an’KLPR®) (L oZsinc®(e k/M)  2KP {G2sinc®(e K/M)

The performance of the frequency-offset estimate is similar for the conventional and
the pre-correlating synchronizer. For low SNRs the variance from the pre-correlating
synchronizer is dightly lower. In this case the effective SNR after the pre-correlator
is often high enough that the second term in (24) can be neglected. In Figure 7 we
plot the theoretical standard deviation of the frequency-offset estimation error
together with simulated results for the conventional synchronizer using the OFDM-
based preamble and the pre-correlating synchronizer using the PN-based preamble.
The preamble length was 60 (K=30, L=1) for the PN-based preamble and 64 (K=1,
L=32) for the OFDM-based one in an AWGN channel with SNR 0 10 and 20 dB,
respectively. The simulated values agree well with the theoretical values. For the pre-
correlating synchronizer at large frequency offsets it is possible to observe the loss
due to the sinc-term in (24). However, as seen in the figure this increase in the stan-
dard deviationis small.

It is possible to use the low-resolution synchronization signal to derive an initia
frequency-offset estimate. Simulations show, however, that the loss compared to full-
resolution estimation islarge, especially for high SNRs. For low SNRstheincreasein
standard deviation is smaller due to the averaging effect from the noise.

0.4 ‘ u
— pre—corr K=30
02l --- conv L=32
o sim conv
s o1 0dB o sim pre-corr
=1 m__ 0 0. . g_._no__0 - _d-o__d__ _
; 0.04t
3 10dB
% 0.0 4,,&,,g,,,g,,ﬂ,,g,,g,,,gi@fg
001F o9 4B
g—g—e—e—-—8—8-—6-8-H o
0.004 ‘ :
10° 107 107 10°

frequency offset, €

Figure 7: Theoretical and simulated values of the standard deviation of the fre-
guency-offset estimation error. AWGN channel with SNR 0, 10 and 20 dB. Note that
the OFDM-based preambleis slightly longer than the PN-based one.
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4 Performancein Fading Channels

In multipath channels the timing signal from the pre-correlating synchronizer has a
peak for each of the resolvable channel taps. The correlation peaks have the same
phase, except for a small distortion due to the noise, and their amplitudes correspond
to the tap-power for each delay. For time synchronization the synchronizer can either
use the largest peak, a sum of the largest peaks or a sum of all peaks within atime
window corresponding to the excess delay of the channel to find the correct timing.

In OFDM systems we want a timing signal that has a peak when the largest part
of the channel impulse response is within the window set by the guard interval. This
is straightforward to achieve with a rectangular window with length as the guard
interval. To get sharp synchronization peaks and to minimize the influence between
peaks it is important to use a sequence with good autocorrelation properties. Mini-
mizing the influence is especially important for the frequency-offset estimate, other-
wise there will be a small increase in the standard deviation of the estimation error.
The PN-based preamble used together with the pre-correlating synchronizer makes it
possible to resolve taps spaced one chip (i.e. two samples) apart.

In order to investigate the performance in multipath and fading channels we sim-
ulated a one-tap and a two-tap Rayleigh fading channel. In case of the two-tap chan-
nel the taps had equal mean power and the delay between them was varied. In Figure
8 we present simulated receiver operation characteristic in a one-tap rayleigh fading
channel for the low-resolution synchronizer, the conventional synchronizer using the
OFDM-based preamble and the pre-correlating synchronizer using the PN-based and
OFDM-based preamble. The preamble length was 60 for the PN-based preamble
(K=30, L=1) and 64 for the OFDM-based preamble (K=1, L=32). The OFDM-based
preamble was a so designed to give good correlation properties by choosing the data
symbols properly, the mean SNR was 10 dB and a constant channel during the whole
preamble was assumed.

As before, we compare the timing signalswhen the timing is correct and when the
timing is wrong so that the input to the synchronizer in the latter case is noise only.
The pre-correlating synchronizer in this and the next figure used the largest peak and
not a sum to find the timing. In Figure 9 we present simulated receiver operation
characteristic for the two-tap Rayleigh fading channel. The delay between the taps
was 4 samples such that we got two fully resolvable Rayleigh fading taps when using
the PN-based preamble with the pre-correlating synchronizer. Due to the delay the
preambles were extended by 4 samples. For a probability of missed synchronization
signal of 10°2 the probability of false detection is here 2*10° for the conventional
synchronizer, 1072 for the low-resolution synchronizer and 7*10 for the pre-corre-
lating synchronizer, respectively.
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Figure 8: Simulated receiver operation characteristics for the different synchronizers
and preambles. One-tap Rayleigh fading channel, mean SNR 10 dB, preamble length
60 (PN-based preamble) or 64 (OFDM-based preamble).
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Figure 9: Simulated receiver operation characteristics for the different synchronizers
and preambles. Two-tap Rayleigh fading channel with equal power and 4 samples
delay, mean SNR 10 dB, preamble length 64 (PN-based preamble) or 68 (OFDM-
based preamble) including 4 samples of cyclic extension.
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The pre-correlating synchronizer gives better detection performance both for the
one-tap and the tow-tap channel. The reason is again that the mean amplitude is
lower for that timing signal when the timing is wrong. The low-resolution synchro-
nizer also performswell compared to the conventional one. It also gives lower proba-
bility of false detection and lower probability of missing the synchronization signal.
When using the pre-correlating synchronizer the difference between the OFDM-
based and the PN-based preambles is small. Both preambles have good autocorrela-
tion properties and therefore their performance is similar. The PN-based preamble
has a dlightly better performance when the threshold is low and the false detection
probability thereby is high. This is because the received samples are weighted
equally for the PN-based preamble while some samples have higher weight for the
OFDM-based preamble. For short preambles thisimpliesthat the variance of the tim-
ing signal is slightly smaller when the timing is wrong.

In areal application atwo-step procedure for synchronization in Rayleigh fading
channels can be used. The PN-sequence is repeated four times such that the preamble
length becomes 4R+ G samples. During the first 2R samples the low-resolution mode
is used to find a coarse timing signal where the received power is unknown. In low-
resolution mode the synchronizer has low complexity and therefore the stand by
mode power consumption becomes low. At the same time as the coarse synchroniza-
tion signal is calculated the AGC is set. In the second step, during the following sam-
ples, fine time synchronization is performed and a frequency-offset estimate is
derived. In this part the synchronization signal is normalized by the received power.

We evaluate the performance of the frequency-offset estimate by comparing the
standard deviation of the estimation error. In Figure 10 the standard deviation is pre-
sented for different frequency offsets using the conventional synchronizer with the
OFDM-based preamble or the pre-correlating synchronizer with the PN-based pre-
amble. It should be noted that also in this example only the maximum peak is used
for estimation. A dightly lower standard deviation for the pre-correlating synchro-
nizer is achieved by using more peaks. The simulations showed that the performance
issimilar for both preambles and that the standard deviation is in principle indepen-
dent of the actual frequency offset as long as it is within the permitted range. The
simulations also showed that outliers caused by fading dips dominate the standard
deviation of the frequency-offset estimate.

5 Conclusions

We have analyzed the performance of different preamble-based synchronization
schemes in OFDM systems. We analyzed two synchronizer structures, the conven-
tional OFDM synchronizer and the pre-correlating synchronizer, used together with a
conventional preamble or a PN-based preamble. It was shown that the pre-correlating
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Figure 10: Simulated standard deviation of the frequency-offset estimation error.
Rayleigh fading channel with two Rayleigh fading taps. Mean SNR 10 (solid) and 20
dB (dashed), preamble length 64 (PN-based preamble) or 68 (OFDM-based pream-
ble) including 4 samples of cyclic extension.

synchronizer results in better detection performance than the conventional synchro-
nizer. By summing received samples coherently before multiplication, as in the pre-
correlating synchronizer, it is possible to decrease the influence from noise or inter-
ference when the timing iswrong. Therefore alower detection threshold can be used,
which resultsin better detection performance in terms of lower false detection proba-
bility and lower probability of missing the synchronization signal. By using the PN-
based preamble the peak-to-average power ratio of the transmitted signal becomes
low and the timing signal from the pre-correlating synchronizer shows a sharp syn-
chronization peak. Thisisin contrast to conventional synchronization, which is based
on repeated OFDM symbols. For frequency-offset estimation the different methods
result in similar performance. Synchronization based on PN-segquence preambles and
the pre-correlating synchronizer offers great power reductions in stand-by mode.
Using this method it is possible to use A/D-converters with only one-bit resolution in
stand-by mode. The low-resolution synchronization signal is independent of the
received power and therefore a coarse time synchronization signal can be calculated
at the sametime asthe AGC level is set.
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Appendix A. Distribution of the Timing Signal, Wrong
Timing, L=2

If L is even, the synchronization signal can be rewritten as

L-1

Ak al = ¥ nik-IR aln*[k—(I +P)R a] (25)

L/2-1

= Y Aoy 1Coke1t Do 1€k41-
k=0
All theterms (b, ¢, d and €) in (25) are independent zero mean Gaussian variables; d
and b are real valued and have variance oy, = 64 = E[bb] = cn/z,whereascand
e ae complex vaued with variance of the both complex parts
2 _ 2 _ 2 L ) _
ORefc} = Oim{c} = Or- Defining new variables as g, = dy, , 1Re{cy .} and
k= Oopiqs tﬁejoint probability function for g and h becomes

1 1 2 1,21
fou@h = g———ep| -5 (I -Sn° L. @9
Re{c}®d ORerc) oy

Integrating [13] (3.478.4) over h gives the PDF for the products, i.e.

oo

_ _ 1 [e]
t5(@) = [ fg (g hdh = k ( ) 27)
© _{o &H MORe(c}%g \ORe(c}Oq
20 2 I
TEGT] GT]

Naturally this PDF also applies for b,, , ;&5 , ;1 and for the corresponding imagi-
nary parts. The characteristic function of the product, g, can be calculated as [13]
(6.671.14)

0y = | fa@e®g = <2 | ko[@z“q[]eiwgdg (28)
e TEGT]a_OO GT]
_ 2 1

2 2 '
Gm/(ﬁ/cﬁ) + 02
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The PDF of the sum of products, i.e. thereal part of A, isgiven by the inverse trans-
form of the product between the L characteristic functions,

L™ 2 -L/2 .
142 2 2 —
fren () = 5(%) j((iz} + o } e “do. (29)
On/ —\\On
For L=2, we get a Laplacian random variable with PDF [13] (3.389.5)
1 2
fre(a; (¥ = _ZEXD[—I—E(']- (30)
ﬁcn o,

IRe{A[k, a]} and [Im{A[k, a]}| are therefore independent exponential variables
and their sum is an Erlang-2 distributed variable. This means that the CDF of
IA[k, a]| when L=2islower bounded by the CDF of an Erlang-2 variable X, ,

Fxx(x) = 1—(1+6£22x)exp(—6£§x] . (3D
n n

The CDF of |A[k, a]| when L=2isupper bounded by the CDF of the maximum, Y; ,
of two independent exponential variables,

2
FYx(y) = [1—exp(—£22y]] . (32

On
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Abstract

Correct time and frequency synchronization is important for the perfor-
mance of orthogona frequency division multiplex (OFDM) systems. We evalu-
ate a system where a pseudo noise sequence (PN-sequence) is used for
estimation of these synchronization parameters. The PN-sequence is superim-
posed on the OFDM signal. The system is evaluated by means of the variance of
the frequency estimation error and the probability for correct timing synchroni-
zation. Both theoretical and simulated results are presented. The proposed tech-
niqueis very flexible and works also at low signal to noise ratios. The frequency
offset range has been significantly increased compared to conventional OFDM
synchronizer schemes.

1 Introduction

Time and frequency synchronization are two important issues for the performance of
orthogonal frequency division multiplex (OFDM) systems. Correct frequency syn-
chronization is crucial in order to preserve orthogonality of the sub-channels. Timing
synchronization is necessary in order to locate the cyclic prefix and identify the start
of new packets or frames. Often the synchronization processis divided into two parts,
acquisition and tracking. Burst transmission acquisition includes a continuous search
for new packets, finding the beginning of the symbols as well as the packets and
making a coarse frequency estimate so that demodul ation can be performed. For con-
tinuous transmission, acquisition means finding the start of symbols and frames and
making a coarse frequency estimate. In tracking mode the synchronization parame-
ters are continuously updated to keep the performance of the demodulator as good as
possible under changing conditions.
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Existing algorithms are often based on correlation of either arepeated [1][2][3] or
aknown [4][5] symbol. A correlation peak is achieved when thetiming is correct and
then the frequency offset estimate is achieved by the phase shift between certain sam-
ples. The distance between these samples determines the frequency offset range.
When, e.g., the cyclic prefix is used as a repeated symbol the frequency offset range
islimited to half the sub-channel spacing.

This paper presents a new method for acquisition and tracking of OFDM synchro-
nization parameters, which is based on a continuous transmission of a pseudo noise
(PN) sequence. Similar techniques has previoudly been proposed for synchronization
of single carrier systems [6] and for frame synchronization in OFDM systems[7]. In
this paper we propose and investigate a system for frequency and timing synchroni-
zation, including both symbol and frame synchronization. The system can cope with
very large offsets, up to half the OFDM bandwidth, and gives the frequency estimate
in one step. The synchronization signal has a sharp peak and is independent of the
OFDM parameters used. It can be used for any length of the cyclic prefix and does
not increase the transmitted bandwidth.

2 Spread Spectrum Pilot Technique

The estimation of synchronization parameters is based on transmission of a PN-
sequence which is superimposed on the OFDM information signal. The chip time of
the PN-sequenceis equal to or double the sample timein the OFDM system, depend-
ing on spectrum and sampling requirements. The sequences are synchronous and
transmitted in the same band. Figure 1 shows ablock description of how the transmit-
ted signal is generated. During acquisition the PN-sequence is sent without transmis-
sion of the information signal. After one or more PN-symbols, when the correct
timing and carrier frequency have been found, the transmission of the information
signal starts and the receiver enters the tracking mode, see Figure 2. In tracking mode
the amplitude of the PN-sequence can be chosen so that the distortion of the informa-
tion symbol is small. The amplitude of the PN-sequence can be adjusted to a specific
application and the synchronization scheme works for low signal to noiseratios. Itis
desirable to use a code length equal to or a multiple of the OFDM symbal length
(including the cyclic prefix) so that correlation peaks occur at the symbol boundaries.

data | data |

—»| OFDM
scaling PN-sequence

J1-p Jpclkl

Figure 1: Generation of the transmitted signal
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Figure 2: Structure of the transmitted signal.

For frame synchronization it is sometimes advantageous to use along code.

3 System Description

In the analysis we assume an OFDM system with M sub-channels, having a sym-
bol time Tg in an AWGN channel. The discrete time representation of the received
base band signal is

r{k] = s[k]+ n'[k] D

(Zns k+6)
= (Jpoclkl + J/1-podikl)e +n'[K].

where c[K] isthe transmitted PN-sequence, d[K] isthe OFDM data sequence and n'[K]
is white Gaussian noise with spectral density No. Further, 6 is the carrier phase and
g, = Af- T, denotes the frequency offset to be estimated when normalized by the
sub-channel spacing. Both the PN-sequence and the data sequence has unity power
and the amount of power used for the PN- squence is controlled by the code power
ratio p. The received powerzgs given by o =E/T, = E[|s[k]| 1, whereas the
noise power is given by o,=(N,/Ty) = E[In[k]l ]. The received signa is
despread by thelocal PN—sequence to get

ct[k—alr[k] = Jpoc[k—alclkle J(2meck/M+ 6 )

+ T-podikicik—ale M%) L npg.

For time synchronization we want to find the integer dlip, a, between the two codes.
For the purpose of time and frequency estimation, the two latter termsin (2) are act-
ing as disturbances. For data demodulation, no code multiplication is performed in
the receiver and the first and the last terms cause disturbances. The resulting SNR
becomes po’/((1-p)o>+c2) for the code sequence and (1-p)o’/(po>+o2) for the
data sequence. In acquisition mode, only the code sequence is sent and the code
power ratio p equals one. In tracking mode a low code power ratio is then used in
order to minimize the impact on data transmission.
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The despread signals are summed in groups of K samples to get a so called sub-
correlation. The synchronization signal, Y[k, a], for agiven slip, a, is then achieved
as the sum of L products between sub-correl ations spaced KP samples apart (P is the
delay in number of correlator lengths),

L-1](K-1
vikal = Y || Y cflk—n-IK-aJr[k-n-IK] (3)
I=0o[\n=0
K-1 *
z c*[k—n—(I+P)K—-alr[k—n—(l + P)K]

n=0

Time synchronization is given by the absolute value of this signal whereas the fre-
guency offset estimate is given by the phase. The synchronizer structure is given in
Figure 3. This scheme can be seen as a modification of the schemes in [4] and [5].
Here, the length of the sub-correlatorsis K instead of 1 asin [5], and the differentia
detectors work on the sub-correlator outputs instead of the correlator outputs as in

[4].

4 Timing Estimator Performance

In this section we analyze the distribution of the timing metric in an AWGN chan-
nel. Firstly we analyze the case when the timing is correct and later when it is wrong.
The calculations are quite tedious and therefore we just summarize the results and
verify them by means of simulations. Often it is desirable to have a signal which is
independent of received power. By normalizing y as A[k, a] = y[k, a]/(Lszcg)
we get a timing metric with a mean close to one when the timing is correct and just
above zero when it iswrong.

K-1

"“.‘l» 3 c¥[k—n-a]r[k—n]

n=0

freq. est.

arg

timing
> wsl—>

Figure 3: Block diagram of the estimator.




SYNCHRONIZATION USING SUPERIMPOSED PILOTS 5

4.1 Correct Timing

When the timing is correct, a=0, the distribution of the timing metric can be ana-
lyzed in a similar way as in [3]. The frequency offset entails that the chips are not
added totally in phase in the sub-correlator, which leads to an energy reduction. We
assume that no 1Sl is present and |8c’ « M . Normalizing the sub-correlator signal by

JLk?pa? gives the normalized output, n[k, 0] , where [4]*

2

1 . .
N[k, 0] = =—=sinc(e K/M)exp(J
J[ c
All differential products then add coherently since they have nearly the same phase.
For medium and high SNR:s, the contribution from the noise vector perpendicular to
the signal vector can be neglected. If we consider the data signal as Gaussian, or if K
islarge, |A[k, O] can be approximated as a Gaussian variable with mean

::C(k ¥ %D +n, [k 0]. @)

EIALk. 0]l] = sinc’(eK/M) (5)

and variance

(1=p)o’ +c2)sinc’(e K/ M)

var[A[k, 0]] = (6)

LKpcg

As seen in (6) the variance is inversely proportional to LK. The particular choice of
correlator length has small impact on this product if the observation interval is kept
constant. The probability of missing the sync signa is therefore mainly determined
by the observation interval and the equivalent SNR for the PN-sequence.

4.2 Incorrect Timing

When the timing iswrong, a = 0, the sub-correlators do not peak. The sub-corre-
lator outputs, n[k, a], can be regarded as Gaussian variables with zero mean. The
timing metric is therefore the absolute value of a sum of products between zero mean
Gaussian variables,

L-1
kalll,,, = | T nalk-IK. alng k- (1 +P)K,al . W
=0

1 Atypointheorigina publication has been corrected, the square root was missing.
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Figure 4: CDF for the normalized timing metric when the timing is wrong (solid) and
correct (dashed), SNR=10 dB, p=0.1, observation interval 512 samples and
(K, L) = {(1, 256), (16, 16), (128, 2), (256, 1)} . Marker values are obtained by
simulations, whereas the lines represent theoretical values.

In appendix A the distribution of the timing metric is analyzed for different choices
of the number of differential signals. In Figure 4 the cumulative distribution function
(CDF) of thetiming metric is presented for various correlator lengths, K, and number
of differential signals, L, when the observation interval is 512 samples, SNR=10dB
and p =0.1.

4.3 Receiver Operation Characteristics

Depending on how the detection threshold is set we will get a specific probability
of missing the sync signal and a probability of false aarm. In Figure 5 we plot the
receiver operation characteristics (ROC) for different parameter choices. It is of
course desirable to be in the lower left corner where both probabilities are low. Here,
again, we see the importance of using long sub-correlator lengths. By correlating
samples before differential detection we are not so sensitive to single noise samples.
In conventional OFDM synchronization no correlation is performed before differen-
tial detection The proposed technique will therefore give better performance, also
when only used as a preamble in acquisition mode.

5 Freguency Estimator Performance

The frequency estimator structure is the same both in tracking and acquisition
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Figure 5: Receiver operation characteristics, probability of missing the synch signal
vs. false detection probability. SNR=10 dB, p =0.1, (K, L) = {(1, 256), (16, 16),
(128, 2), (256, 1) } and observation interval 512 samples.

mode, but a two step procedure can be used in order to enhance the performance. In
acquisition mode the sub-correlator length, K, and the number of delay elements, P,
are chosen according to the maximum expected frequency offset. In tracking mode,
initial compensation has already been made and therefore larger K and P can be used
to decrease the variance of the frequency estimation error.

The phase increment method used gives a (nearly) unbiased frequency estimate of a
complex exponentia in white noise [8] and can cope with frequency offsets which
are upper bounded by?! |£c’ <M/(2PK) . The normalized frequency estimate when
the timing is known is given by

;; _ M a (A[k, O]) 6)
¢ KP 2n '

The frequency offset estimatorsin [1], [2], [4] and [5] can, from a performance point
of view, be seen as a specia case of the proposed estimator in acquisition mode. See
Table 1 for a comparison of parameters, where G denotes the length of the cyclic pre-
fix.

1 Atypointheorigina paper has been corrected, the factor 2 was missing.
2 Atypointhe original paper has been corrected, 2 was missing.
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Table 1: Comparison of parameters for some frequency
offset estimators based on one symbol measurements.

reference K P L
vandeBeek [1] | 1 M G
Moose[2] 1 M/2 M/2
Nishinaga [5] 1 1 M -1
Fawer [4] M/2 1 1
PN-based K<2P’T8c\ P<%|€Cl %—P

The variance of the normalized frequency estimates can be calculated as[8]

M2

2 3
4n°K LP
2. 2 2. 2 \2
(l (1-p)og +o;, L1 [ (1-p)og + o, J]
L pcgsincz(ecK/M) 2KP pcgsincz(ecK/M)

var(g,) =

(9)

Strictly speaking thisisonly valid for zero frequency offset, but simulations indicate
[8] that it is a good approximation for other frequency offsets as well. An interesting
property to note is that the same minimum variance can be achieved for different sub-
correlator lengths as long as the number of delay elements are chosen properly.

Figure 6 shows theoretical and simulated values of the variance as a function of
the frequency offset when the estimator is designed for a worst case normalized off-
set of 1, 4 and 10 respectively. Due to the flat region we can conclude that the perfor-
mance is determined by the frequency offset for which the estimator is designed and
that a worst case design has to be made. For large frequency offsets a two mode
approach can be used to decrease the variance. First the parameters are adjusted for
the worst case scenario and after afirst coarse estimate has been made and corrected
longer sub-correlators and larger delay can be used. As arule of thumb the normal-
ized frequency error must not exceed a few percent, see e.g. [2][9]. In order to fulfil
thisin tracking mode we need to extend the observation interval or increase the code
power ratio compared to the parameters used in the figure. A possible solution could
be to have correlation length 1 and an ob:sgrvati on interval of 3 symbols. Then the
frequency error variance becomes 1.3- 10  for small offsetsin tracking mode.
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Figure 6: Variance of the normalized frequency estimation error as a function of the
offset for SNR=10 dB and code power ratio p =0.1 (dashed) and p =1 (solid). The
sub-correlators are designed for frequency offsets 1, 4 and 10. Marker values are
obtained by simulations.

6 Conclusions

We have presented and analyzed a new approach for synchronization in OFDM
systems. The technique is very flexible and has a large frequency offset range. Off-
sets up to half the OFDM bandwidth can be detected in one step, instead of the com-
mon offset range equal to one or half the sub-channel spacing. The synchronization
signal is achieved by correlating received samples before they are differentially
detected. This makes the synchronizer less sensitive to single noise values and results
in better detection properties compared to conventional synchronizers. The amount
of synchronization signal is controlled by a single parameter and can be tailored to a
specific application. Therefore the presented synchronizer scheme is robust and
works for low signal to noise ratios. The complexity of the synchronizer islow and it
istherefore suitable for implementation.

Appendix A. Distribution of the Timing Metric

In this section we analyze the distribution of the timing metric when thetiming is
not correct. We analyze the case with one or two differential signals, L, or when the
number of differential signalsis large. The normalized comflex gutputs of the sub-

: 2 2. .
correlators have zero mean and variance Oy, = ((1-p)og+0,)/(KLpoy) if an
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ideal code with perfect autocorrelation properties is used, and variance

Gﬁa = (05 +0,)/(KLpoy) for arandom code.

For L=1 we can rewrite the timing metric as

Mk, all = nylk—IK, a]|jn,[k—(I+P)K, a]|, (10)

where the two terms are Rayleigh distributed. By the transformation theorem we can
derive the joint PDF for |A[k, a]] and ]na[k—IK, a]| and then integrate over
]na[k— IK, a]| to get the probability density function (PDF) for the timing metric.
The PDF for incorrect timing becomes

2
fi i a () = [iz] dko(z%), (11)

Gna Gna

where ky(x) denotes the zeroth-order modified Bessel function. The CDF of the tim-
ing metric is consequently given by

P{IA[k all <a} = Fg(a) = 1—2%k1(2%], (12)
Gna Gna

where k; isthefirst order modified Bessel function.

For L=2 we derive bounds for the timing metric. If L is even the metric can be
rewritten as

L-1
Mkal = 3 mglk—IK, aln*[k— (1 +P)K, a] (13)

L/2-1

= Y oy 1Coke 1t Boks 18K+ 1
k=0
All theterms (b, ¢, d and €) in (13) are indegendenzt zero mean Gaussian variables, d
and b are real valued and have variance ¢, = 64 = E[bb] = &, /2, whereas c
and e are_complex_valued with variance of the both complex parts
2 2 o X
ORefct = clmﬁc} = o, . Defining new variables as g, = d,, , 1Re{c, , 1} and
ejoin

k= Oopyqnt t probability function for g and h becomes
_ 1 (gY? 1.2]1
fe. (@ h) = oG e h ——2h e (14
Re{c}™d ORe{c} o
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Integrating [10, integral 3.478.4] over h gives the PDF for the products, i.e.

oo

_ _ 1 [e]
f5(0) = [ fg (o hych = of ) (15)
© _{o or TORe(c}Oq  \ORe(e} g
2 2 '
TEGna Gna

Naturally this PDF also applies for b,, , ;&5 , 1 and for the corresponding imagi-
nary parts. The characteristic function of the product, g, can be calculated as [10,
integral 6.671.14]

og() = [ fo(@e g = <2 | ko(%‘*q{]e“”gdg (16)
o O
—oo0 Na—o Na
- A2 L

2 2 '
Ona (2705 )" + 07

The PDF of the sum of products, i.e. the real part of A, is given by the inverse trans-
form of the product between the L characteristic functions,

L 2 —L/2 .
TRe(} () = %L%J / ((@] HDZJ ¢ o

na Gna

For L=2, we get [10, integral 3.389.5] a Laplacian random variable with PDF

1 2/X
frepa1 (¥) = > exp(—f; |J : (18)
V20, oy,
IRe{A[k a]} and |Re{A[k, a]}| are therefore independent exponentia variables
and the sum of them istherefore an Erlang-2 distributed variable. This meansthat the
CDF of L[k, a]| isupper bounded by the CDF of an Erlang-2 variable X, ,

ka(x) =1 —(1 + %x]exp[—@x] . (29
O, O,

The CDF of |A[k, a]| islower bounded by the CDF of the maximum, Y; , of two
independent exponential variables,
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2
Fy,(¥) = (1—exp(—@yD : (20)

Gna

Finally, if L islarge Re{A} and Im{A} can be approximated as independent
Gaussian variables due to the central limit theorem. In this case Re{A} and Im{\}
have zero mean and variance

2
OReir) = (L(cﬁa) )/2. (21)

The normalized conventional timing metric is therefore Rayleigh distributed with
CDF

2
P{|Ak all <a} = Fm(oc)zl—exp(— > ] (22)
20Re(1}
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Abstract

For the purpose of various synchronization tasks (including carrier
phase, time, frequency, and frame synchronization), one may add a known
pilot sequence, typically a pseudo-noise sequence, to the unknown data
sequence. This approach is known as a spread-spectrum pilot technique
or as a superimposed pilot sequence technique. In this paper, we apply
the superimposed pilot sequence technique for the purpose of channel es-
timation (CE). We propose a truly coherent receiver based on the Viterbi
algorithm, and derive its pairwise error probability. This analytical re-
sult gives further insight and leads to an approximation of the bit error
rate, which is confirmed by Monte Carlo simulations. Furthermore, we
present a generic low-cost receiver structure based on reduced-state se-
quence estimation. Among the distinct advantages compared to conven-
tional pilot-symbol-assisted CE are (i) no bandwidth expansion and (ii)
a significantly improved performance in fast fading environments. The
proposed Viterbi receiver may also be used as an alternative receiver for
pilot-symbol-assisted CE, making this scheme more robust in fast-fading
channels.

*Parts of this work were presented at the Int. Workshop on Multi-Carrier Spread-
Spectrum, Oberpfaffenhofen, Germany, Sept. 1999 and IEEE GLOBECOM ’99, Rio de
Janeiro, Brazil, Dec. 1999.
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1 Introduction

Consider digital data transmission over time-selective flat-fading channels. As-
suming coherent demodulation, one of the main problems is carrier phase syn-
chronization, both in terms of acquisition and tracking, particularly when the
channel is fast and when a line-of-sight component is absent [1][2].

A popular technique to maintain coherent demodulation for a wide class
of digital modulation schemes has been proposed by Moher and Lodge [3] [4],
and is known as pilot-symbol-assisted CE'. The main idea of pilot-symbol-
assisted CE is to multiplex known pilot symbols (also called training symbols)
into an unknown data stream. Conventionally, the receiver firstly obtains ten-
tative channel estimates at the positions of the pilot symbols by means of
re-modulation, and then computes final estimates by means of interpolation.
Aghamohammadi et al. and Cavers were among the first analyzing and opti-
mizing pilot-symbol-assisted CE given different interpolation filters [5] [6]. Due
to the pilot symbols the bandwidth slightly increases.

In this paper, we explore a related technique proposed a dozen years ago by
Makrakis, Feher and Holden [7][8]. The technique was originally called spread-
spectrum pilot technique and the idea is to linearly add a known pilot sequence
to the unknown data sequence, see Section 2. Similar methods are applied in
the field of automatic control, where intentional pertubation signals are used,
e.g., for dual control, closed loop identification and extremum control of dy-
namical systems [9]. For communication systems Makrakis, Feher and Holden
applied the technique to phase synchronization [7][8]. Later, the technique has
been applied for the purposes of frame synchronization [10] and joint time and
frequency synchronization of OFDM signals [11], respectively. A key feature of
the scheme is that the pilot information and the data are transmitted in the
same dimension on the same channel. Alternative techniques may be based on
transmitting both sequences on separate channels. One can, e.g., use two or-
thogonal filters as suggested by Bejjani and Belfiore [12], or use an orthogonal
signal dimension (e.g. the quadrature component), as done in the UMTS/W-
CDMA uplink [13]. In both cases, however, the bandwidth efficiency would be
reduced.

Within this paper, we assume synchronous symbol-by-symbol superposition
of the pilot symbols, where the power of the pilot symbols is typically much
less than the power of the data symbols. By construction, there is no increase
in bandwidth when using a pseudo-noise pilot sequence. Therefore, we use
the notion of a superimposed pilot sequence technique as suggested in [10],
because “spread-spectrum” techniques may suggest a widening of the spectrum.
As opposed to pilot-symbol-assisted CE, no interpolation is necessary. The
superimposed pilot sequence technique is therefore more bandwidth and power

I Channel estimation may be seen as a generalization of carrier phase synchronization,
since estimates of the quadrature components cover the carrier phase as well as reliability
information, often called channel state information.
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Figure 1: Block diagram of the transmission scheme.

efficient than pilot-symbol-assisted CE, particularly in fast fading conditions,
as shown in this paper.

In this paper we focus on single-carrier systems and frequency-flat fading
channels. Aspects of multi-carrier systems were presented in [14]. Our main
contribution is the derivation and analysis of a receiver structure for the purpose
of CE (phase synchronization). We derive the optimal metric and an additive
metric which is suitable for recursive algorithms. We then analyze the perfor-
mance both analytically and in terms of simulations. In Section 3 the receiver,
and structured simplifications thereof, is presented. The proposed transmission
scheme is then evaluated analytically in Section 4 and by simulations in Section
5. Finally, the conclusions are drawn in Section 6.

2 Transmission Scheme with Superimposed Pi-
lot Sequence

A block diagram of the transmission scheme featuring the transmitter, the
channel and the receiver is shown in Fig. 1. In the following, we use complex
baseband notation and assume perfect time, frequency and frame synchroniza-
tion. In the transmitter a known pilot sequence, typically a pseudo-noise (PN)
sequence, is synchronously added to the unknown data sequence. Alternatively,
a pilot sequence may be added to the phase of the data sequence, which may
be the better choice for CPM. The chips of the known pilot sequence and the
i.i.d. data symbols are denoted as pp € C and u, € C, respectively, where
k is the time index. We also assume that the chip duration is equal to the
symbol duration. The receiver relies on a low correlation between the pilot
sequence and the data sequence in order to resolve phase ambiguities. The
data sequence is assumed to be M-ary and both sequences have zero mean:
Efu] = E[pr] = 0. Let the energy of the pilot symbols be E[|px|?] = p - Es
and the energy of the data symbols be E[|ui|?] = (1 — p) - E,, respectively.
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Hence, the average energy of the composite symbols is Fs, if the sequences are
mutually independent: E[uy - px] = 0. The average energy per information bit
is By = Eg/logy M.

The normalized power of the pilot symbols, p, corresponds to the amount
of known information transmitted, and should be optimized. In pilot-symbol-
assisted CE systems the related parameter is the spacing of the pilot symbols.
In the remaining, p is assumed to be constant for all k, since our focus is on
tracking. In order to improve the acquisition behavior, p may be larger for the
first symbols within a data frame [11].

Note that in pilot-symbol-assisted CE systems the data and pilot symbols
are orthogonal by means of time-division multiplexing, whereas for superim-
posed pilot sequences the cross-correlation between the data and pilot symbols
typically is non-zero. However, the superimposed pilot sequence is known and
therefore the disturbance can be made small. The loss due to the pilot se-
quence is over-compensated by the lack of interpolation, as we will show in
Section 5. The transmission system may be interpreted as a two-user sys-
tem, where one user transmits information unknown to the receiver, and the
other user transmits known information. Correspondingly, the transmission
technique is related to multi-user systems, and the synchronization/detection
problem is related to multi-user detection.

Given our assumptions, the matched filter output samples, y, € C, can be
written as

yr = (ur +pr) - fr + 1, (1)

where fi, € C is a multiplicative (time-selective) fading process with E[|fx|?] =
1, and n, € C are zero-mean white Gaussian noise samples with one-sided
power spectral density Ny. The channel under consideration has a Rayleigh
fading amplitude and a “classical” Doppler spectrum with autocorrelation co-
efficients = Jo(27fp,,,.Tsl), where fp, .. denotes the maximum Doppler
frequency, and T the symbol duration. Oversampling is not treated within
this paper, but could be used to further improve the performance in fast fad-
ing.

In the transmitter, the major difference between the spread-spectrum pi-
lot technique proposed by Feher et al. and the scheme described above is
that in the original proposal the linear addition was done after D/A conver-
sion, whereas we do digital baseband processing. Therefore, we can assure
symbol-synchronous transmission, which is an important property for our novel
receiver. As a side effect, the power density spectrum is unaffected by the su-
perimposed pilot sequence when using a PN pilot sequence.

An important aspect is the design of the pilot sequence. If pj is chosen to
be constant for all k£, the pilot sequence becomes a pilot tone. Given a PN data
sequence, the performance would on the average be the same compared to a
PN pilot sequence. However, simultaneous time and frequency synchronization
would no longer be possible with a constant pilot sequence. Furthermore,

max
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given a PN pilot sequence, we may extend our receiver to cope with frequency-
selective fading as well. Finally, it is interesting to note that the concept of
superimposed pilot sequences is applicable to most existing analog and digital
transmission schemes as an "add-on” feature

3 Receiver Structure

The conventional receiver for the superimposed pilot sequence technique splits
the received signal, and feeds it into a carrier recovery unit and a detection
unit [7][8], respectively. The output signal of the carrier recovery unit is fed
into the detection unit. In order to partly compensate the interference due to
the pilot sequence, a simple cancellation scheme has been proposed.

The conventional receiver for the pilot-symbol-assisted CE technique op-
erates similarly: the received signal is demultiplexed, and fed into a channel
estimation unit (i.e., an interpolator) and a detection unit [3][4][5][6], respec-
tively. Interference cancellation is not necessary by design.

As opposed to these receivers, we will now introduce a recursive receiver
based on the Viterbi algorithm, which directly outputs estimates of the data
symbols. This receiver is primarily designed for the superimposed pilot se-
quence technique, but is also applicable for the conventional pilot-symbol-
assisted CE technique. Different channel estimates are computed for differ-
ent hypothesis by means of the principles of per-survivor processing [15][16].
Interference cancellation is done inherently. The principle of the receiver is
the following: The receiver starts with a hypothesis of the transmitted data
sequence. Assuming the hypothesis is correct, the received symbols are then
used together with the hypothesis to calculate channel estimates for each of
the symbols in the block. Then the distance (metric) between the received
sequence and the hypothesis affected by the corresponding channel estimates is
calculated. The same procedure is then used for the next hypothesis. Finally,
the receiver makes a decision in favor of the sequence with the lowest distance.

For the calculations it is convenient to use matrix notation. We denote the
received sample vector by y = (y1,%2,...,yn)? = Cf + n, where f and n are
vectors of the fading process and the noise, respectively, and C is a diagonal
matrix with the transmitted symbols on its diagonal: ¢ = (ur + pr)-

The channel estimates are calculated using the L latest received symbols.
According to (1), a tentative channel estimate, fi_;, can be obtained by re-
modulation:

7 Yk
= —= s 2
Ji U + Pk @

where [ is an arbitrary integer number. Note that the first part of the denomina-
tor is based on the hypothesis, whereas the second part is known: the pilot sym-
bols helps to resolve the phase ambiguity. Given hypotheses @y, ..., U _r+1,
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the channel estimate fi can be computed by linear filtering [15]:

L1
fe=" ar- fro=arCly, (3)
1=0

where L is the filter order and ay is a vector of the channel estimation coeffi-
cients for symbol number k.

If the channel is wide-sense stationary, the optimal filter coefficients, a;,
0 <1< L —1, are the solutions of the Wiener-Hopf equations:

((Lo, c ,(IL_l)T = afpt = @719, (4)

where 6, = E[fj- f,jfl] = r; are the elements of the cross-correlation vector 8 as-
suming a correct hypothesis. Further, ®; ; = E[fk_l-fgfj] =02/ |tg_y +pk_l|2-
01 + rj— are the elements of the autocorrelation matrix ®, where [,j =
1,...,L, r; = r_; is the lth autocorrelation coefficient of the channel, and
02 = Ny/E; is the variance of the noise. The corresponding vector of channel
estimates for a certain hypothesis can consequently be written as

f = Aéfly. (5)

For example, for a block length of 5 received symbols and L = 3, the channel
estimation matrix has the form

ai,o 0 0 0 0
a1 a0 0 0 0
A= a32 a3z1 azp O 0 ; (6)
0 as2 as1 asp O
0 0 as2 as;1 asp

where a; ; are the filter coefficients. Note that the optimal filter coefficients are
dependent on the hypothesis. For low p values the difference becomes small,
however, and a static filter gives a good approximation.

The goal is to recursively compute the maximum-likelihood estimate of the
transmitted sequence. The receiver then tests all possible hypotheses and de-
cides for the sequence resulting in the lowest metric, i.e. the highest probability.
It is, however, hard to compute the true maximum-likelihood estimate recur-
sively, and therefore we have to make approximations to achieve an additive
metric suitable for recursive receivers. We derive the metric in Appendix A.
The optimal metric is given by

Agpr = In(det()) + y (CR} CF + 02 . 1)y, (7)

where ¢ denotes the covariance matrix of the received samples, (} =E[y -¥%)
(y — y)H] Assuming the hypothesis is correct this covariance matrix can be
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Figure 2: The channel estimates for the different hypotheses of the two first
symbols.

calculated as
¢ =E[I- CAC yy"(I-CAC )]
— (1-CAC ")(CR;CH 402 -1)(I- CAC (8)

where Ry is the covariance matrix of the channel containing the autocorrelation
coefficients.

With the additive metric increments it is possible to use the Viterbi algo-
rithm for detection. In Appendix A it is shown that a suitable approximation
that yields additive metric is given by

R=(y - CAC 'y)f(y - CAC y). (9)

The corresponding additive metric increment used in the Viterbi receiver is
then given by

M@y Gty s ) = |y — G - fil?, (10)

where fj, is the channel estimate based on the current hypothesis. In Fig. 2 the
channel estimates for the first two symbols in a four-state trellis is presented.

The channel estimates are based on the hypotheses and on the correlation
between a specific channel estimate and the actual channel value is high only
when the hypothesis is correct. The correlation can be calculated as

Zaz Frt) Z Ut Pkt 'E Elfuifr] (11)
—0

Uk 1+ DPr—1
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The fraction on the right hand side equals one only for the correct hypothesis
thereby producing a correct channel estimate. The receiver can be interpreted
as an estimator-correlating detector, where parts of the received signal are
known and parts of the signal are unknown. In a first step, the unknown
channel response (and thereby the received signal) is estimated by the received
symbols and the hypothesis. In the next step this estimate is correlated with
the received symbols. If the correlation between the channel estimate and the
actual channel value is high, then the metric will be low and the hypothesis
that corresponds to the transmitted data will be chosen.

The hypotheses tig_1,...,a,_r+1 constitute the M*~! states of a trellis,
and @y, belongs to the actual branch. The trellis has M branches/state. For the
additive metric the familiar add-compare-select operation can be applied and
the most probable sequence can be found by back-tracing or related operations.
A rule of thumb for the decision delay is D ~ L...4L. Due to the sequence
estimation, the receiver can cope with a low-power pilot sequence.

For large M and L, the complexity can be significantly reduced by applying
the principles of reduced-state sequence estimation [17] [18]:

K—1 -1
fr= Z a - Yp—1/(Up—1 + pr—1) + Z ap - Yp—1/(Up—i + Pr—1), (12)
=0 =K

where the trade-off between complexity and performance can be adjusted by
the parameter K, 0 < K < L. Ug_1,...,Ur—k+1 belong to a trellis with
M%E~1 states and M branches/state, whereas iy _f, ..., 4x_r+1 belong to the
path history (survivor sequence) of the corresponding state. Therefore, K = L
corresponds to maximum-likelihood sequence estimation and K = 0 is related
to “parallel decision feedback estimation”. For M > 2. further simplifications
can be achieved by the principles of set-partitioning [17].

The novel receiver is suitable to process pilot-symbol-assisted CE too. In
contrast to the conventional pilot-symbol-assisted channel estimator, all matched
filter output samples, i.e. also the data symbols, are used for CE. Although not
treated further, the proposed receiver may also be extended to accept a priori
information and to deliver soft-outputs (which is necessary for iterative pro-
cessing). Furthermore, the receiver may be generalized for frequency-selective
channels.

4 Analytical Performance Evaluation

In this section we make an analytical analysis of the BER using superimposed
pilots. First we derive the pairwise error probability that an erroneous hypoth-
esis is chosen instead of the correct one. We then use this error probability to
find the most probable error events. Using these we finally get an approxima-
tion of the overall BER by a Markov chain approach.
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To make a decision the receiver calculates the cumulative metrics (9) for
each of the hypotheses. The receiver makes a correct decision if the metric
for the correct path is smaller than all of the other path metrics. Define the
additive decision variable as A = A — A. If A > 0 for all hypotheses then the
correct path will be chosen. The decision variable can be expressed as

A=yA[(I-CACHHIT-CAC™!) — (1I-CACHH (I - CAC Y)y.

(13)
Rewrite the received samples as y = Dg with
Uy + p1 0 e 0 10 0
0 U + p2 0 0 1 0
D= . . . . (14)
0 0 uv+pny 0 O 1
and
f
1) -

The decision variable can then be rewritten as
A=gfDH[(1-CACHH(I-CAC™) - (I-CAC HH(1-CAC ) Dg
=g"Kg. (16)

Note that the matrix K is symmetric and that g is a vector of correlated
Gaussian samples. The covariance matrix, Ry, of the zero-mean Gaussian
variables g can be calculated as

R 0

where Ry is the covariance matrix of the fading process.
The expressions for the optimal decision variable are similar to the additive
ones and the same calculations apply. The optimal decision variable is

b = HIDCRICY 1, 1R+ 17D
- gHKOPtg7 (18)

but to make correct decisions this has to exceed In(det(¢)) —In(det(¢p)) instead
of zero.

4.1 Pairwise Error Probability

Many authors have studied the pairwise error probability resulting from quad-
ratic forms like (16), e.g. in [19][20][21]. In the sequel we follow [21] to derive the
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distribution of the decision variable and calculate the pairwise error probability.
Define new Gaussian variables as g’ = Bg, where B is a rank r matrix of size
2N x r fulfilling R, = BB*. In [21] it is shown that the decision variable
can be regarded as a sum of 7 independent weighted x2-variables, where the
weights are the eigenvalues of B KB,

N
A=g"Kg=> s, (19)

n=1

The vector of Gaussian samples, g, is complex and the y2-variables thereby
have two degrees of freedom. The mean of the decision variable gives a good
indication of the error probability. It can be calculated as the trace [21]

E[A] = tr(KR,). (20)

To calculate the probability density function of A we sort the weights so
that the first m eigenvalues are positive and the last Ny — m eigenvalues are
negative. The decision variable can then be expressed as

m N
n=1 n=m-+1

Assuming that all the eigenvalues are distinct, which they for all practical cases
are, the probability density function of A can be calculated as [21]

m (Ap)Ne=2e= v/ (22n)
> TR
n=l2\ [  (An—Xx)

. k=1,k#n
faly) = Ny (—Ap) N2/ (2An) (22)
n y S 0'

y>0

Ng
n=m+1 2 I e—2An)
k=1, ke#n

The pairwise error probability for the additive decision variable, i.e. the prob-
ability that the decision variable (16) becomes negative so that we will make a
decision in favor of the erroneous hypothesis instead of the correct one, is then

0 N (_)\n)Ns—l
Paga = / faly)dy = Z N : (23)
- n=m-+1 ()\k _ )\n)
k=1,k#n

The corresponding error probability for the optimal decision variable depends
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on the sign of the detection limit x = In(det(¢)) — In(det(¢)),

Ny m
s — Ng—1 An Ns—1 -,
o + Y ) 1—e2) >0
n=m-+1 H ()\,\,.7)\”) n=1 H (Aan,\,.)
_ k=1,k#n k=1,k#n
Popt(l') - Ny N yNs—1 .
W ) <0
n=m-+1 H ()\k._)\,L)
k=1,k#n

(24)

Note that the eigenvalues )\, are dependent on the transmitted data which
means that the error probability varies depending on the transmitted data
sequence.

4.2 Most Probable Errors

The pairwise error probabilities are, of course, dependent on the specific pa-
rameters used, e.g. the power of the pilot sequence, the signal to noise ratio
(SNR) and the block length. As an example we will now study the theoreti-
cal pairwise error probabilities for a small block. The block is too small for a
practical application, but it is instructive to analyze the performance when the
total number of hypotheses, i.e. the number of different paths in the trellis, is
small enough to make the example manageable. Assume that 8 BPSK sym-
bols are sent (M = 2). The data and the pilot sequences are randomly chosen
asu=+1-p(-1,-1,-1,-1,1,1,1)T and p = VA(=1,-1,1,1,1,-1,1, nT,
respectively. For the example we have 5% pilot power, filter length 3 and a
Doppler rate of 1% (p = 0.05, L = 3, fp,,..Ts = 0.01). In Fig. 3 we plot the
pairwise error probabilities for all the 255 erroneous hypotheses when using the
optimal decision variable and the optimal filter coefficients. The hypotheses are
ordered by their theoretical path probability at E,/No = 15 dB. In Fig. 4 we
plot the same probabilities for the additive metric when using the fixed filter
coeflicients, i.e. filter coefficients where the varying noise variance due to the
different hypotheses is not taken into account. Although not shown here, the
presented theoretical values are verified by simulations. As seen in the figures
the difference in error probability is small between the optimal metric using
the optimal filter coefficients and the additive metric using the fixed filter co-
efficients. The slope of the curves is somewhat lower for the additive metric,
but for low and medium values of the SNR the penalty is small. At high SNR
values however, the penalty for the additive metric becomes more evident for
some specific hypotheses.

There are in principle three kinds of common errors for small blocks: Errors
where the channel estimator makes a constant phase error of 180 degrees, errors
where there is a 180 degree phase shift in the demodulated data sequence,
and errors with a single phase shifted symbol somewhere in the middle of the
sequence. The first group is avoided by increasing the block length or the pilot
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Figure 3: Pairwise error probabilities (PEP) for all 255 erroneous hypotheses in
an 8-symbol block using the optimal metric and the optimal filter coefficients.

power. The errors with a 180 degree phase shift in the middle of the sequence
are also avoided by increasing the block length. The metric for the erroneous
paths in the trellis becomes high after a few symbols so for long blocks these
hypotheses will not be chosen. However, also for longer blocks there are still
common errors with a 180 degree phase shift in the beginning or near the end
of the block. This is because there is no initial channel estimate for the first
symbols and no known end-state for the last ones. If the first or last symbols
are heavily disturbed by noise the channel estimates can be adjusted to these
erroneous symbols and it takes some time before the channel estimate becomes
correct again. Finally, the most common group of errors is where we have a
single phase shifted symbol in the middle of the sequence. These errors can of
course be corrected by using any kind of channel coding after the detector or
by using joint detection and decoding. The errors with a single phase shifted
symbol means that the channel estimate in the neighborhood of the error will
be based on an incorrect hypothesis. But since only one of the L symbols used
for the estimate is wrong, the channel estimation error anyhow becomes quite
small.

For large or infinite block lengths the errors appear as single symbol errors or
as a group of erroneous symbols. The latter is especially true for low Doppler
frequencies where the fading dips in Rayleigh fading channels have duration
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Figure 4: Pairwise error probabilities (PEP) for all 255 erroneous hypotheses
in an 8-symbol block using the additive metric and fixed filter coefficients.

over several symbols. In a fading dip the probability is high that the wrong
paths in the trellis will be chosen, which means that the channel estimates are
less reliable there. However, if an erroneous path is chosen the metric becomes
high after a few symbols and therefore the correct path will be reached again
after a certain number of symbols. The receiver can be seen as a Markov
chain where the transition probability and the probability of making a correct
decision are dependent on the state, i.e. the particular symbols (that might be
erroneous) used to form the channel estimate.

There is a high correlation between the mean of the decision variable and the
corresponding pairwise error probability, and therefore studying the mean is an
easy way to find the most probable error paths. The most probable erroneous
hypotheses also have the lowest mean of the decision variable. There is also
a strong dependence between the rank of the matrix Rf K and the pairwise
error probability. If the rank is low, the mean of the decision variable is low as
well and there is a high probability for that specific error event.

4.3 Approximative BER Calculation

To calculate an approximative BER we use a Markov chain approach. For other
detection schemes it is often possible to achieve a tight union bound using only
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Figure 5: Transition probabilities in the trellis and the corresponding state
probabilities.

the single error events, see [22] for BER calculations of trellis coded modulation.
For the superimposed pilot technique, however, there is a dependence between
the errors and a union bound does not converge. Instead we use the pairwise
error probabilities to calculate the transition probabilities in the trellis, i.e. in
the Markov chain. Assume that the error event has a limited duration. For a
given transmitted sequence and a certain state in the trellis we first identify the
two most probable hypotheses with and without an error at position k. We then
use only these two sequences to calculate the probability that the decision is
made in favor of the correct symbol and thereby the transition probabilities to
the next states in the trellis. Assuming that the data sequence is —1,...,—1,
we can use these transition probabilities to calculate the probability of being in
a certain state in steady state, i.e. in the middle of a long block. These state
probabilities are then multiplied by the probability of making an erroneous
decision for each of the states to get the approximative BER. For example,
assume that L = 3, p = 0.05, fp_. Ts = 0..01 and E,/Ny = 15 dB. Further,
assume that the transmitted pilot sequence is a sequence of ones mapped to
p=+p(1,1,1,1,1,1, 1)T and the data sequence is the zero sequence mapped
tou=+T—p(-1,-1,—-1,-1,-1,—1,—1)T. For state 00 the most probable
hypotheses with and without an error at position k£ = 5 is 0000100 and 0000000,
respectively. Here we have two symbols to get into steady state, two symbols to
reach the actual state, the erroneous or correct symbol and then two symbols
to reach the correct state again. For state 01 the corresponding hypotheses are
0010100 and 0010000, respectively. The pairwise error probability between the
sequences 0010100 and 0010000 when the data sequence is 0000000 is 0.027 for
state 01 and therefore the probability of making an erroneous decision is 0.027
in this state, the transition probability to state 10 is 0.027 and the transition
probability to state 00 is 0.973. In Fig. 5 the paths of the steady state trellis
is presented with its corresponding transition and state probabilities. The
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Figure 6: BER for different signal to noise ratios. The dotted lines are calcu-
lations assuming the zero data sequence and an m-sequence as pilot sequence.

state probabilities are achieved by the eigenvector of the transition matrix
corresponding to the eigenvalue one [23]. An approximation of the overall
BER is then the sum of the products between the state probabilities and the
transition probabilities corresponding to a symbol error, in this case P, =~ 0.012.

The method described above works well for high and medium SNR values.
In Fig. 6 we plot the approximative BER using the method above together
with simulated values of the BER for different SNR values. For the calcula-
tions and simulations we used p = 0.05 and L = 6. In Section 5 we motivate
this specific choice further. The calculations were based on the assumption
that the transmitted data was the zero sequence and the pilot sequence was
an m-sequence. For low SNR the calculated values are somewhat lower than
the simulated ones. Since we assumed that the length of the error event was
limited, the two most probable hypotheses are the hypotheses returning back
to the correct hypothesis directly after symbol k, the symbol of interest. This
is true also for low SNR, but then the probability of other hypotheses, which
we do not take into account, are high as well. Also, the BER is dependent on
the relation between the data sequence and the pilot sequence. We assumed
an m-sequence for the pilot sequence and the zero sequence for the data se-
quence. This assumption results in a low correlation between the pilot and
data sequences and therefore the calculated values are somewhat lower than
the simulated values. This dependence is especially large for large Doppler
frequencies.
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Figure 7: Possible state transitions in the uncoded (dashed line) and coded
(solid line) case.

4.4 Influence of Channel Coding

If channel coding is used the number of possible paths in the trellis is reduced.
This means a larger probability of choosing the correct path and thereby a
larger possibility of using the correct hypotheses when calculating the channels
estimates. Hence, besides the error correction capability, the code also implies
that detection is improved. In Fig. 7 we show the possible paths in an eight-
state trellis used without or with a convolutional code of rate R = 1/2, memory
2, and generator polynomial (5,7).

In the coded case all output combinations are not allowed and therefore
there is, e.g., no feasible path between state 000 and state 100 in the second
step. It is possible to use the same trellis for detection and for decoding. Instead
of the conventional hard or soft decoding metric we use now the metric given
by (9). Note the possible paths are the ones in the conventional four-state
trellis for the (5,7)-code. For the four-state trellis we just use the code outputs
as hypotheses and not the states directly.

5 Performance Evaluation by Simulations

We have verified our receiver given the following set-up: We used BPSK modu-
lation for the data and pilot symbols (no staggering, no phase offset), i.e. real-
valued symbols. For this particular modulation scheme, the performance could
be improved by transmitting the pilot sequence as the quadrature component.
However, here we want to demonstrate the feasibility of using a common chan-
nel instead of two independent channels. The pilot sequence was a long PN
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Figure 8: Resulting BER when using the optimal and fixed filter coefficients.

sequence known to the receiver, as opposed to a short sequence applied in
[8]. Data and pilot symbols were generated by independent pseudo-random
generators. We averaged our results over several thousands of possible pilot se-
quences. The block length was chosen to be 2000 symbols and the performance
was studied for a wide range of different fading rates fp = Ts.

In the receiver, the proposed Viterbi based detector with a sufficiently long
decision delay was applied. The Doppler spectrum and the SNR were assumed
to be known in the channel estimation filter design. This assumption does not
appear to be critical as indicated in related work. The BER was chosen as
performance criteria. Focus was on the tracking phase, i.e. we did not take the
first part of the block into account.

mawx

In a first set of Monte Carlo simulations we optimized the normalized power,
p, of the superimposed pilot symbols. In Fig. 8 the resulting BER is plotted
for different pilot power values when the optimal filter coefficients (where the
channel estimation filter coefficients are adjusted to the power of the specific
symbols) or the fixed filter coefficients are used. The signal to noise ratio per
information bit was Ej, /Ny = 15 dB and the filter order was chosen to be L = 6,
which corresponds to 26! = 32 states. For the interesting power range, i.e.
where the BER and the pilot power is low, the performance is similar for both
filters. The fixed filter coefficients can therefore be used, resulting only in a
small performance degradation compared to the optimal filter coefficients. In
Fig. 9 a detailed plot of the low pilot powers is shown. It appears that the BER
is not sensitive with respect to p over a wide range. The optimum normalized
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Figure 9: Optimization of the power, p, of the superimposed pilot sequence.

power is about p = 0.02...0.05 for all Doppler frequencies of interest: The
power of pilot symbols should only be about 2 % to 5 % of the power of the
data symbols. In the following, p = 0.05 is applied.

In a second set of simulations we investigated the influence of the filter
length L, and the results are presented in Fig. 10. Again, Ey/Np = 15 dB. Tt
appears from the curves that a filter length of about L = 6 is sufficient for all
Doppler frequencies of interest. Although not shown here, the mean squared
error of the filter, which can be calculated analytically, shows the same principle
behavior as the BER curve in the figure.

Given these optimizations, we simulated the BER versus E,/Ny for the
scheme under investigation. The result is shown in Fig. 6. As a benchmark,
the BER performance of 2-PSK on a flat Rayleigh fading channel given perfect
channel estimation is plotted as well. For fading rates up to 10~2 the loss is less
than 2 dB, and even for fast fading (fp,,,.Ts = 0.1) no error floor is visible in
the interesting range. This is in contrast to conventional pilot-symbol-assisted
CE. For high Doppler frequencies pilot-symbol-assisted CE shows an error floor
and the superimposed pilot sequence technique significantly outperforms this
method.

In Fig. 11 we compare the BER for different Doppler values when using
conventional pilot-symbol-assisted CE and superimposed pilot sequences. As
a reference we also give the BER for perfect channel estimation. In both cases
the pilot power is 5%. This means for the pilot-symbol-assisted scheme that
every 20th symbol is a pilot symbol and that the energy per information bit is
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Figure 10: Influence of the channel estimation filter length.

decreased by 5%. As expected, this method shows large performance degrada-
tion at Doppler values above 0.025 due to the violation of the Nyquist sampling
theorem. There the receiver is not able to track all channel changes and the
BER performance is degraded. The superimposed pilot scheme, however, uses
the L latest received symbols for channel estimation and therefore do not suffer
from a too large distance between the pilot symbols.

6 Conclusions

In this paper, we explored the superimposed pilot sequence technique for the
purpose of channel estimation. Due to the redundancy, truly coherent demod-
ulation is achieved. The main contribution was the derivation and analysis of a
receiver based on the Viterbi algorithm. We derived both the optimal metric,
and a sub-optimal metric suitable for recursive detectors. The performance of
the proposed receiver was then analyzed both analytically and by simulations.
For the analytical analysis we derived the pairwise error probabilities and based
on these we made approximations of the overall BER.

Compared to pilot-symbol-assisted CE, which is currently state-of-the-art,
distinct advantages are as follows:

e No bandwidth expansion

e Better power efficiency in fast fading environments
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Figure 11: BER for perfect channel estimation, superimposed pilot sequences
(SPP) or pilot-symbol-assisted CE (PSA CE). In the two latter cases 5% of the
power are spent on pilots.

e The technique is more universally applicable: The same sequence may
be used for time, phase, frequency, and frame synchronization and as a
unique word without additional overhead. The concept of superimposed
pilot sequences may be used as an "add-on” in existing systems.

e Pilot-symbol-assisted CE, with isolated pilot symbols, fails when the pilot
symbols are affected by frequency-selective fading

e Data symbols are equally sensitive against transmission errors when ac-
quisition is not considered.

The proposed Viterbi receiver is, however, more complex than a single inter-
polation filter due to the per-survivor processing. Therefore, simplified struc-
tures based on reduced-state sequence estimation were proposed as well. As
outlined in the analysis, the performance depends on the block length and on
the choice of the PN sequence.

Future work may be devoted to optimizations of the pilot sequence, an
evaluation of M-ary modulation schemes, multi-carrier modulation schemes
(e.g., OFDM with 2-D pilot array), and receiver structures with oversampling.
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A Derivation of the metric

The probability density function of the received symbol vector is given by

1

fly|C)= (271')N/2 det1/2(¢)

exp(—5(y ~9)79 vy -5),  (29)

where ¥ denotes the mean of the vector y and ¢ denotes the covariance matrix
of the received samples, ¢ =E[(y — ¥)(y — ¥)]. The mean y is not known a
priori, but given the hypothesis C the mean is given by the channel estimates
as

~ 1

y=Ely|C]=Cf =CAC y. (26)
The covariance matrix can now be calculated as
¢ = E[(I-CAC "yy"(1- CAC | (27)
— (1—-CAC )(CR[CH +42-1)(1- CAC

where Ry is the covariance matrix of the channel. Substituting (26) and (27)
into (25) and taking the natural logarithm yields the log-likelihood function

'Y)He (y— CACy)

R;C+o2-1)ly (28)

In f(y | €) = 3 In((2m)" det(¢)) — 3 (y - CAC™

~—~ DO | =

1 1
= 3 In((2m) det(@)) — v
Maximizing this is equivalent to minimizing

Rope = In(det(¢)) + (y — CAC 'y)Hd ' (y —CAC'y)  (29)
— In(det(@)) + y#(CR; CH + 02 .1) 1y

which is the optimal metric.

The goal is now to derive suitable metric increments such that the Viterbi
algorithm can be used. If the power of the pilot sequence is small, then the
difference between the determinants for the different hypotheses is small and
therefore this term is neglected. Further, assuming that the inverse of the
covariance matrix is diagonally dominant, then it can be approximated as an
identity matrix and we get the desired additive metric as

R=(y - CAC 'y)f(y - CAC y). (30)
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Abstract

We compare the performance of different detection schemes in terms
of resulting pairwise error probability in Rayleigh-fading channels. We
introduce a unified analysis framework used to compare sensitivity to
Doppler and noise. The analyzed methods include: pilot symbol assisted
modulation, differential detection, multiple-symbol differential detection
and detection using superposed pilot symbols. We also introduce an im-
proved hybrid detection scheme, combining the strengths of pilot symbol
assisted modulation and superposed pilot symbols.

1 Introduction

It is well known that coherent detection results in good performance. It also
enables the use of multilevel signalling but requires reliable phase and/or chan-
nel estimation. Differential detection, on the other hand, is robust and requires
no channel estimation, but there is a performance loss compared to coherent
detection and it is mostly used for phase shift keying (PSK). Many new schemes
have been presented to enhance the performance of both coherent and differen-
tial methods. In this paper we make an analytical comparison between some of
these detection schemes. The analysis is based on a unified framework where
we calculate the pairwise probability that an erroneous sequence is detected
in favor of the correct one. The analyzed methods include: conventional dif-
ferential detection (Diff), multiple-symbol differential detection (MSDD), pilot
symbol assisted modulation (PSAM), detection using superposed pilot symbols
(SPP), and a novel coherent hybrid detection scheme (Hybr).

The MSDD was introduced for AWGN channels in [1] and extended to fad-
ing channels in [2] and [3]. The idea behind this technique is to simultaneously
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detect a group of phase shifts in order to have more than one symbol as a ref-
erence. In this way the reference is less affected by noise and the performance
is thereby enhanced. The analysis in [3] uses expressions for the pairwise er-
ror probabilities and a union bound to calculate an approximative bit-error
rate. In [4] a detector based on the Viterbi algorithm was presented, which we
use in our analysis. This Viterbi-based detector is essentially the same as the
decision-directed coherent detector introduced in [5], except that in the latter
one symbol-by-symbol decisions are made instead of sequence decisions.

PSAM was originally proposed in [6] and later analyzed in [7]. In this
scheme known pilot symbols are multiplexed into the data sequence. The re-
ceived pilot symbols makes it possible to observe the influence of the channel
at the pilot positions. The channel estimates for the data symbols are then
achieved by interpolation. Since the pilot symbols contain no data there is a
small overhead causing a bandwidth expansion and an energy loss. However,
the method has shown to be robust in fading environments with only a small
loss compared to ideal coherent detection. In addition, it also allows multilevel
signalling.

The use of superposed pilot sequences was introduced in [8] for carrier
phase tracking. As opposed to PSAM, the pilot sequence is added to the
data sequence (superposed) and thereby transmitted in the same frequency
band and at the same time. Since the pilot sequence and the data sequence
are superposed there is no increase in bandwidth. In [9] this technique was
proposed for coherent detection of data symbols. The SPP scheme is robust
against high Doppler frequencies and it enables multilevel signalling. However,
the complexity grows with the number of signalling alternatives.

The strengths of PSAM and superposed pilot symbols can be combined
into a new hybrid detection scheme where not only known pilot symbols, but
also hypotheses of the unknown data symbols, are used for channel estimation.
In [10] a similar scheme was presented using decisions of the unknown data
symbols for consecutive phase corrections of the channel estimate. Our new
scheme uses hypotheses of the data symbols as virtual pilot symbols and it is
therefore less sensitive to decision errors.

The contributions of this paper include both the new hybrid detection
scheme and a unified analysis framework for pairwise error events, that can
be applied to all of the above detection schemes. Though beyond the scope of
this paper, the pairwise error probabilities presented can be used to calculate
bounds for the resulting bit error rate (BER) using the most probable error
sequences in the same way as in [3].

2 Detection Schemes

The analyzed detection methods, including the differential ones, require some
kind of "channel estimate” for detection. Conventional differential detection
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Figure 1: Block scheme of the detector used for the analysis.

uses e.g. the last received symbol as a channel estimate. In PSAM the re-
ceived pilot symbols are used to calculate channel estimates. When using SPP
the channel estimates are based on the known pilot sequence together with
hypotheses of the unknown data sequence. The general receiver used for the
analysis of all detection methods is presented in Fig.1.

In the following, we use complex baseband notation and assume perfect
time, frequency and frame synchronization. The transmitted data symbols
are denoted as ¢ € C. The symbol ¢ is either a data symbol, uy, a pilot
symbol, py, or a combination of both, ¢, = /T — py - uk + /py - P, where p; is
the amount of energy spent on pilot information at time k. Let y; denote the
received symbol samples,

Ye = Ck - fr + N, (1)

where f;, € C is a multiplicative (time-selective) fading process with E[|fx|?] =
1, and n, € C are zero-mean white Gaussian noise samples with one-sided
power spectral density Ng. Without loss of generality, the average energy of the
received symbols is E; = El|c fi|?] = 1. It is convenient to use matrix notation
and we denote the received sample vector by y = (y1,v2,...,yn)? = Cf +n,
where f and n are vectors of the fading process and the noise, respectively, and
C is a diagonal matrix with the transmitted symbols on its diagonal.

The goal is to compute the maximum-likelihood estimate of the transmit-
ted sequence. The receiver tests all possible hypotheses and decides for the
sequence resulting in the lowest metric. For Constant-envelope modulation,
the optimal metric is given [3] as

A=yHC@®+1)'CHy, (2)

where C is a diagonal matrix of the hypothesis to be tested (defined later on)
and ® is the covariance matrix of the channel. Since it is advantageous to have
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an additive metric increment for each new symbol one often use approximations
instead. The noise is assumed to be Gaussian, and therefore a suitable metric
increment is

Ae(Crs ehpos - ehmpy) = lye — & fiol?, (3)

where ¢ is a hypothesis for the k-th data symbol and fk is a channel estimate.
The latter is derived from the data hypothesis [4;_p,, ..., U,_p, | and/or pilot
symbols [pk—p,, ..., Pe—p,].- The parameter L is the number of symbols used
for the channel estimate and P, denotes the time indices of the received symbols
used for the estimate.

In order to make decisions, the receiver derives channel estimates and using
these it tests all possible hypotheses against the received symbols. The channel
estimates are calculated as follows: A tentative channel estimate is obtained
by re-modulation, fk_ P, = Yk—p,/Ck—p,- Given the hypothesis and the pilot
symbols, the channel estimate fi can be computed by linear filtering [11]:

L1 L

5 : k—P,

fe = E ag,p, - fr—p, = E a - =— . (4)
=0 1=0 k=P

The filter coefficients ay,,, are dependent on the detection method used. For
conventional differential detection only the last symbol is used for the channel
estimate so L = 1, Py = 1, a; = 1, and all other filter coefficients are zero. If
a Wiener estimator is used, as in e.g. PSAM or SPP, the filter coefficients are
obtained as the solution of the Wiener-Hopf equations.

The channel estimate at time k, based on a certain hypothesis, is given by
the previous received symbols as

7 ~—1
fk = akC Yy, (5)
where ay, is a vector of the channel estimation coefficients ay, ,, €.g. the Wiener

filter coefficients, and C is a diagonal matrix containing the hypothesis of the

transmitted symbols on its diagonal, i.e. Crir = /1 — p - ur + /P - PrUrk-
The corresponding vector of channel estimates for a certain hypothesis can

consequently be calculated as
f=ACly. (6)

The elements in the channel estimation matrix A and the remodulation matrix
C~! are determined by the detection method. These are described below.

If symbol-by-symbol detection is used then the metric increment (3) is used
for the decisions and if sequence detection is used then a sum of these is used
instead. Adding the metric increments and substituting the channel estimates
by (6) leads to the cumulative metric

A=yTd- CACHH (I CAC y. (7)

Below we shortly describe the analyzed detection methods and give their re-
spective channel estimation matrices and hypothesis matrices.



A COMPARATIVE ANALYSIS )

2.1 Pilot Symbol Assisted Modulation

When using PSAM we transmit known pilot symbols at certain time slots and
only these symbols are used to calculate the channel estimates. The channel
estimation matrix has the filter coefficients, ay, p,, at positions where the pilot
symbols are located, all other elements are zero, i.e.

a1,p, o --- 0 ai,p, 0

a2 p, o --- 0 az p, 0
Apsan = i

anN,P, o --- 0 aN,P, 0

The hypothesis matrix is diagonal and has the known pilot symbol values at
their corresponding positions and the values for the data hypothesis to be tested
at the other positions, i.e.

Cpsam = diag(pr, 2, ... ,Uk—1,Ps Ukt1, - - - )-

2.2 Superposed Pilot Symbol Detection

When using superposed pilot symbols the known pilot sequence is superposed
on the unknown data sequence. The hypotheses are therefore a combination of
both known and unknown values and the hypothesis matrix have the form

Cspp = diag (\/1 —p(ty,. .., ax) + \/ﬁ(ply--pr))

whereas the channel estimation matrix have the form

a1,0 0 0 e 0
az)l a2,0 0 e 0
Agpp =
0 0 aN,L—1 -~°° @GN,

2.3 Multiple-Symbol Differential Detection

In multiple-symbol differential detection several differentially encoded symbols
are detected at the same time. The decision is taken over N symbols and the
receiver aims to find a data sequence that aligns the received phases not only
between consecutive symbols, but also between non-neighboring ones. The
references are calculated using hypotheses in the same way as for superposed
pilot symbols, so A y;spp = Aspp. There is no known information transmitted
so therefore the hypothesis matrix consists of the unknown data symbols only,

Cuspp = diag(iy, . .. ,iy).
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2.4 Hybrid Detection

The hybrid detector uses both pilot symbols and hypotheses to form the channel
estimates. The pilot symbols ensure that there is less phase ambiguity and
the hypotheses helps the channel estimator to track the channel variations
between pilot symbols. In this way it is possible to, e.g., manage large Doppler
frequencies without having too much overhead due to pilot symbols. Here
again, the channel estimation matrix has the same form as for superposed pilot
symbols, Agypr = Agpp, but the hypothesis matrix is the same as for PSAM,

i.e., Crypr = Cpsam.

2.5 Differential Detection

In conventional differential detection the decisions are made symbol-by-symbol.
The probability of correct decisions can be calculated in the unified framework
by the channel estimation matrix App = [ 1 0 ] and the hypothesis matrix

= Ug_1 0
Cpp = ~ .
o= 5]
As opposed to the other methods, the decisions are made symbol by symbol
when using conventional differential detection. Therefore, the analysis pre-
sented in next section is used to study only single-error events for this scheme.

3 Detector Performance

In this section we derive analytical expressions for the probability of pairwise
error events. The analysis is to some extent similar to the one in [3], but we also
provide closed form expressions for the distribution of the decision variable.
The receiver makes a correct decision if the metric for the correct path is
smaller than all other path metrics. Define the decision variable A=A-
A,where A and A are the cumulative metrics of the hypothesis and correct
path, respectively. If A > 0 for all hypotheses then the correct path will be
chosen. By rewriting the received samples as y = Dg with D = [ C1 ] and

g= [ f n ]T, the decision variable can be expressed

A = yH[(I-CAC HYH 1 —-CAC™Y) (8)
—(I-CAC HH (I - CAC )y
= ng{g.

The covariance matrix of the zero-mean Gaussian variables in g is

R 0
R | %00 o)
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where Ry is the covariance matrix of the fading process. For 2-D isotropic
scattering Ry has elements r; ; = Jo(27 fpmaxTs - (¢ — j)), where Jy(-) is the
zeroth order Bessel function, fpmax is the maximum Doppler frequency and
Ts is the symbol time.

3.1 Pairwise Error Probability

Many authors have studied the pairwise error probability resulting from quadratic
forms like (8), e.g. in [12][13]. Following them we define new Gaussian variables
g’ = Bg, where B is a matrix of size 2N x r fulfilling R, = BB and |B| #0,
where 7 is the rank of Ry. In [12] it is shown that the decision variable can be
regarded as a sum of r independent weighted x2-variables, where the weights
are the eigenvalues of B KB. The vector of Gaussian samples is complex and
the y2-variables thereby have 2 degrees of freedom.

By sorting the weights so that the first m eigenvalues are positive and the
last Ny — m eigenvalues are negative the decision variable can be expressed as

m N,
n=1 n=m-+1

Assuming that all eigenvalues are distinct, the probability density function of
A can be calculated as [12]

e

P
n:12{ I7 (A,,,—Ak)}

()\”)st2efy/(2>\n.)

y>0

k=1,k#n

fily) = N, L (11)
>

—\, ) Ns—2o=v/(22n)
(CAn) *7 e y < 0.

n=m-+1 2{ i (AA-—A,.,)}
k=1,k#£n
The pairwise error probability, i.e. the probability that the decision variable
becomes negative so that the receiver makes a decision in favor of the erroneous
hypothesis s instead of the correct one, is then given by

Ny (_)\n)Ns_l

Po= ) — :
n=m-+1 H ()\k _ )\n)
k=1,k#n

(12)

4 Comparison based on Error Events

The analysis tools provided in the previous section can be used to determine ap-
proximate bit- and frame-error rates for the various detections methods. How-
ever, here we only study the pairwise error probabilities (12) for some selected
error events. This will reveal some of the inherent strengths and weaknesses of
the different detection methods.
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First we exemplify the probability of error events of different lengths in a
block-fading Rayleigh channel (fpTs = 0). This shows the ambiguity of an-
tipodal sequences for superposed pilots in coherent systems and the influence
of a memory in the detector for differential systems. Secondly, we exemplify
the robustness of these methods against variations in average SNR and Doppler
effects. This singles out the poor performance of PSAM and differential de-
tection at large Doppler spreads and high SNRs, when compared to the other
methods.

We investigate pairwise error probabilities for runs of k consecutive trellis
stages using BPSK. The blocks are of length N = 51, which is assumed to
be long enough to approximate the steady state behavior, and the channel
estimation filter lengths are L = 5. The k stages of deviation from the zero-
path of the trellis are placed in the middle of the block and we have two kinds of
interesting error events: error sequences where k is small so that the erroneous
sequence merges with the correct sequence after k symbols and error sequences
where the last (half) part is erroneous. The latter represents a single symbol
error after differential detection. We separate the coherent and differential
schemes in the examples. For the coherent methods every deviation from the
true sequence will result in a symbol error. For the differential methods only
the transitions between the correct and erroneous sequence cause symbol errors
after differential decoding. This means that an error event of k£ consecutive
errors only produces two final symbol errors.

In Fig. 2 we illustrate the pairwise error probability for error events of
length 1, 2, 3, 4, and 26 (long) in a block-fading Rayleigh channel and an
Ey/Ng of 10 dB'. We have 5% pilot energy for the superposed pilot scheme
and every 10th symbol as a pilot symbol in the other two coherent schemes.
The schemes show rather similar behavior for short events, but separate for
long events. The poorer performance of the SPP and hybrid schemes for long
error events is explained by the inherent ambiguity of antipodal sequences since
there is a possibility that the wrong hypothesis is used for channel estimation.

For the MSDD scheme, there are only two symbol errors for short error
events and one symbol error for the long event. An interesting behavior for this
scheme is that two symbol errors close to each other have a higher probability
than two bit errors separated from each other. This is due to the memory of
the MSDD, where the negative influence of earlier symbol errors decreases with
time.

In Fig. 3 we present the pairwise error probability of events causing a single
bit error in the transmission block. For the coherent methods this corresponds
to an error event of length one, while for the differential schemes it is the equiv-
alent of a long error event. Among the coherent schemes in Fig. 3 (top), the
difference is relatively small for the block fading channel (f4Ts = 0). However,
when the Doppler frequency increases (fqZs = 0.05), the limitation of PSAM

'n the original publication a curve for conventional differential detection was also pre-
sented. In this revised version the curve is omitted and the text has been changed accordingly.
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becomes apparent. Due to the limitations inflicted by the sampling theorem,
the channel estimation in PSAM becomes poor (only one of 10 symbols is a
pilot) and the resulting error floor is quite severe. With superposed pilots we
are not close to the limit of the sampling theorem at the higher Doppler fre-
quencies, and the pairwise error probability is hardly affected. This clearly
shows the strength of superposed pilots at high Doppler frequencies, keeping
in mind that the amount of energy spent on pilot information is even less in
this case compared to PSAM.

For the differential schemes in Fig. 3 (bottom) we observe the increased
performance by introducing a memory in the differential detection. This is true
for both the block-fading channel (f47s = 0) and when the channel is fading
within the block (f4Ts = 0.05). At high Doppler frequency and low SNRs,
the error probability is dominated by the additive noise and the two detection
methods have rather similar performance. However, when the SNR increases,
the drawback of conventional differential detection becomes apparent. Due to
phase changes in the channel between two consecutive symbols, the differential
detector experience a quite severe error floor, whereas the multiple-symbol
differential detector with its memory can compensate for these.

Using a single analytical expression for pairwise error events, we have man-
aged to capture many of the inherent characteristics of a whole class of trans-
mission/detection schemes. By identifying significant error events it is possible
to derive a (truncated) union bound for the error rates, and thereby estimating
the overall performance. This is, however, out of scope for the current paper
and left for further research.

5 Conclusions

We have analyzed the performance and behavior of different detection schemes
in Rayleigh fading channels. Based on a unified analytical framework we have
calculated the pairwise error probability for certain coherent and non-coherent
detection methods. By studying the variation of the pairwise error probabilities
we have compared the robustness of these methods against variations in average
SNR and Doppler effects. As expected, the schemes using a group of symbols
close to the symbol to be detected to derive a ”channel estimate” are shown to
be very robust in fast fading environments and show no error floor. Conven-
tional differential detection, on the other hand, suffers from a noisy ”channel
estimate” whereas PSAM may suffer from an obsolete channel estimate in fast
fading channels. The latter can be avoided by increasing the number of pilot
symbols, but then the overhead increases. In this paper we have also introduced
a new detection scheme that combines the strengths of using pilot- and data
symbols to derive channel estimates. The pilot symbols ensures that there is
less phase ambiguity while the use of unknown data symbols makes it possible
to track channel variations between the pilot symbols.
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The presented analysis is general and can easily be applied to other detection
schemes. For a further analysis, the expressions of the pairwise error probability
can be used to get approximative expressions of the resulting bit and frame error
rates by using union bound techniques.
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