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Abstract

This thesis treats different aspects of automotive control-systems and consists of
four papers covering different areas in this large field.

The first paper presents a 9-degrees-of-freedom dynamic model of a tractor-
semitrailer vehicle, aimed at simulation and evaluation of active chassis-systems
for stability enhancements. Special focus is put on inclusion of the dynamics of load
transfer, which are of importance in active yaw-control and roll-over prevention.

The second paper presents a new easy-to-use, semi-empirical tire model for
combined-slip conditions. The model is based on combining the standard rigid-
carcass brush model with available empirical pure-slip models. A new method is
presented for partitioning empirical pure-slip forces into components of sliding
and adhesive forces.

The third paper regards control of gasoline direct injection engines. Strategies
based on feedback of the effective torque are shown to relax the requirements
of accurate engine maps, in simulations. It is exemplified that extremum con-
trol may be used for online optimization of the engine operation with respect to
fuel consumption. A new control structure that combines the extremum controller
with disturbance rejection is used, to render the probing signals of the optimizing
controller invisible in the engine output.

The fourth paper presents a new method to limit the effects of transient faults,
occurring in hardware that hosts implementations of feedback controllers. The
idea is to introduce artificial signal limits that are based on closed-loop signal
bounds, and combine them with an anti-windup scheme.
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1

Introduction

Control technology has increasingly become a vital part of modern pas-
senger cars and commercial vehicles, starting with the introduction of
electronic engine control and anti-lock braking systems in the late 1970s.
It has been a necessary component in the development of low-emission
engines with much improved fuel economy. It is the core technology in
safety-enhancing functionality found in vehicles today, such as anti-lock
braking, traction control, and active stability control. Other functional-
ity has been realized to improve driving comfort and experience, such as
air-conditioning, cruise-control, and active suspensions.

Many of these systems are based on old ideas, that could not be re-
alized until the birth of cheap and reliable digital microcontrollers. The
complexity of the algorithms involved, made analog implementations im-
practical and unreliable. Hence, the development of automotive control
technology parallels the development of computer technology.

Even though new computer technology has enabled the realization of
advanced control solutions in vehicles, the path to mature products is by
no means a simple one. A road vehicle constitutes a process with many
properties that make control difficult. Automotive applications, therefore,
pose a number of great challenges to the control community:

e Control objectives that refer to driving experience may be difficult
to formalize. For example, what is the desired response to a steering
maneuver? Also, drivers are different in their use of the vehicle. Ob-
jectives may be conflicting, e.g., driving performance versus driving
economy.

e The degrees-of-freedom are numerous, with six-degrees-of-freedom
in the chassis movement for a single-body vehicle (longitudinal, lat-
eral, heave, yaw, pitch, and roll motion), and additional degrees-
of-freedom in the wheels, engine, axles, etc. The vehicle is a true
multi-variable process, with complex couplings between actuator in-
puts and the controlled entities. For example, braking during a cor-
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Chapter 1. Introduction

nering maneuver affects the yaw response of a vehicle. Most of the
dynamics of the vehicle are also nonlinear.

e The vehicle is subject to significant parameter uncertainties due to
load conditions, effects of aging and wear, road surface conditions,
and temperature. Operating conditions may vary significantly and
fast. Robust or adaptive techniques are imperative.

e Several functions are safety critical and must not fail under any cir-
cumstances. Functionality must be ensured with low maintenance.
The environment is harsh and puts restrictions on sensor positions
and hardware usage.

e The economic constraints are very strict, as the car manufacturers
act on markets with huge competition.

These requirements would each by them self be a sufficient challenge and
adding them together may seem overwhelming. Meeting them all would
require a simultaneous control design for the entire vehicle. Tradition-
ally, the approach has been different with a focus on control of separate
subsystems individually. A problem with this is that undesired intercou-
plings between the different control schemes may occur, with degraded
performance as a result. The trend for the future is therefore to take a
more holistic perspective and integrate the control systems. This means a
transfer from independent controllers to information-sharing cooperative
designs. To date, this has been partly realized and made possible with the
introduction of on-board vehicle computer-networks. A modern high-end
car may have as many as 50 microcontrollers located on the vehicle body
and connected by means of digital bus-systems.

The holistic approach to vehicle control is highly dependent on the
availability of practical and accurate vehicle models for studying the ef-
fects of various control schemes. This includes models of the engine, trans-
mission, steering system, suspension system, tires, chassis, sensors, ac-
tuators, and the vehicle data-buses. The traditional approach has been
to model different subsystems individually. Therefore, special domain-
specific modeling tools have been used for, e.g., electrical and mechani-
cal systems, which makes integrated analysis of the full vehicle difficult.
When systems interactions are the effects to study, these subsystem mod-
els need to be integrated.

Already today the safety requirements on the computer-controlled sys-
tems in vehicles are strict. The systems of tomorrow will pose even higher
demands, with the introduction of new X-by-wire technology. There is a
strive to remove mechanical linkages in the car and replace them with
data buses and computer control. Among the reasons for this are increased
performance, design flexibility, and reduced mass. The first example is
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1.1 Publications and Main Contributions

throttle-by-wire, which is now standard on many cars. Although unnoticed
by most drivers, their accelerator pedal no longer has direct mechanical
connection will the throttle plate. The first brake-by-wire passenger cars
have just recently been launched on the market. They still have hydraulic
brakes, but the valves are electronically controlled. In the near future
electrical brake actuators will replace the hydraulic and pneumatic sys-
tems completely. The giant leap will be the introduction of steer-by-wire.
Without this last mechanical linkage between the driver and the steered
wheels, the directional response of the vehicle is entirely in the hands of
computers. Such systems will therefore have extremely high requirements
on dependability and fault tolerance.

In this context this thesis presents results in the areas of vehicle mod-
eling, engine control, and fault-tolerant implementation of control algo-
rithms. Topics that may seem diverse at first glance, but which are tightly
related in the automotive industry.

1.1 Publications and Main Contributions

The thesis consists of four papers with introductory overviews. The papers
and their main contributions are listed below.

Paper |

Gafvert, M. and O. Lindgdrde (2003): “A 9-DOF tractor-semitrailer
dynamic handling model for advanced chassis control studies.” Vehicle
System Dynamics. Accepted for publication. Reprinted with permission
from Swets & Zeitlinger Publishers.

This paper presents a flexible and modular 9-degrees-of-freedom nonlin-
ear dynamic handling model for a tractor-semitrailer combination vehicle.
The primary aim of the model is handling simulations with active yaw
control, using unilateral braking. The model is of an intermediate detail
level suitable for describing the dynamics of load transfer. The equations
of motion are derived from the fundamental equations of dynamics in
Euler’s formulation, with the use of general computer-algebra software.
The model may be used with standard simulation environments and a
Simulink implementation is shown as an example. Simulation results are
compared with experiments to validate the model. The article is based
on [Gifvert and Lindgérde, 2001, Gafvert, 2001, Gifvert et al., 2000b].
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Chapter 1. Introduction

Paper I

Gifvert, M. and J. Svendenius (2003): “A novel semi-empirical tire-model
for combined slips.” Submitted to Vehicle System Dynamics.

The forces generated in the contact between the tires and the road are
of major importance for the dynamic behavior of a road vehicle. Hence,
accurate tire models are necessary components of complete vehicle models
aimed at analyzing or simulating vehicle motion in real driving conditions.
This paper presents a new method to combine empirical models for pure
braking and cornering, to arrive at a model for simultaneous braking and
cornering. The procedure is based on brush-model tire mechanics. The
manuscript is based on the report [Géfvert and Svendenius, 2003|.

Paper Il

Gifvert, M., K-E. Arzén, L. M. Pedersen, and B. Bernhardsson (2003):
“Control of GDI engines using torque feedback exemplified by sim-
ulations.” Control Engineering Practice. Accepted for publication.
Reprinted with permission from Pergamon Press Ltd.

This article deals with a novel approach to the control of gasoline direct
injection (GDI) engines. The control structure is hierarchical and relies
on torque feedback as a central part. The sub-controllers are with a few
exceptions designed using simple linear feedback and feedforward control-
design methods, in contrast to traditional table-based engine control. A
switching strategy, which maintains driving comfort during combustion-
mode changes, is also proposed. A silent extremum-controller is used to
minimize the fuel consumption in stratified combustion mode. The paper
is based on the conference contributions [Géfvert et al., 2000, Géfvert
et al, 2000a].

Paper IV

Gafvert, M., B. Wittenmark and O. Askerdal (2003): “On the effect of tran-
sient data-errors in controller implementations.” In American Control
Conference, Denver, Colorado. Accepted for publication. Reprinted with
permission from the American Automatic Control Council.

Computer-level faults leading to data errors in computations are predicted
to occur increasingly frequent in future microprocessors. This paper dis-
cusses the impact of such errors on closed-loop performance in implemen-
tations of digital control systems. A method to render a control system
more robust to data errors is presented and exemplified. Related work
is presented in [Askerdal et al, 2002, Claesson et al., 2000, Sanfridsson
et al, 2000] and in the submitted journal paper [Askerdal et al., 2003].
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1.2 Other Publications

1.2 Other Publications

Several of the publications below provide with the basis for the manuscripts
included in the thesis. The publications [Géfvert, 1997, Panteley et al,
1997, Panteley et al., 1998, Olsson et al, 1998, Gafvert, 1999, Géafvert
et al., 1999] treats dynamic friction modeling. They are related to Pa-
per II, in that the specific model that was considered is now used for tire
modeling by other authors.

Askerdal, O., M. Gifvert, M. Hiller, and N. Suri (2002): “A control theory
approach for analyzing the effects of data errors in safety-critical
control systems.” In Proceedings of the Pacific Rim International
Symposium on Dependable Computing.

Askerdal, O., M. Gafvert, M. Hiller, and N. Suri (2003): “Analyzing
the impacts of data errors in safety-critical control systems.” IEICE
Transactions on Information and Systems, E86-D:12. Special issue on
Dependable Computing. Invited paper. Submitted.

Claesson, V., M. Gifvert, and M. Sanfridsson (2000): “Proposal for a dis-
tributed computer control system in heavy-duty trucks.” Technical Re-
port 00-16. Computer Engineering, Chalmers University of Technology,
Sweden.

Gafvert, M. (1997): “Comparisons of two dynamic friction models.” In
Proc. Sixth IEEFE Conference on Control Applications (CCA). Hartford,
Connecticut.

Gafvert, M. (1999): “Dynamic model based friction compensation on the
Furuta pendulum.” In Proceedings 1999 IEEE Int. Conf. Control
Applications and the Symp. Computer Aided Control Systems Design
(CCA99&CACSD’99). Kohala Coast, Hawaii.

Gafvert, M. (2001): “Studies on yaw-control of heavy-duty trucks using
unilateral braking.” Technical Report ISRN LUTFD2/TFRT--7598--
SE. Department of Automatic Control, Lund Institute of Technology,
Sweden.

Gifvert, M., K.-E. Arzén, B. Bernhardsson, and L. M. Pedersen (2002):
“Control of gasoline direct injection engines using torque feedback:
A simulation study.” In Johansson and Rantzer, Eds., Nonlinear
and Hybrid Systems in Automotive Control, chapter 13, pp. 289-320.
Springer.

Gifvert, M., K.-E. Arzén, and L. M. Pedersen (2000): “Simple linear feed-
back and extremum seeking control of GDI engines.” In Proceedings
of Seoul 2000 FISITA World Automotive Congress. Seoul, Korea.
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Gifvert, M. and O. Lindgérde (2001): “A 9-DOF tractor-semitrailer dy-
namic handling model for advanced chassis control studies.” Techni-
cal Report ISRN LUTFD2/TFRT--7597--SE. Department of Automatic
Control, Lund Institute of Technology, Sweden.

Gifvert, M., L. M. Pedersen, K.-E. Arzén, and B. Bernhardsson (2000a):
“Simple feedback control and mode switching strategies for GDI
engines.” In SAE 2000 World Congress. Detroit, Michigan, USA.

Gafvert, M., M. Sanfridsson, and V. Claesson (2000b): “Truck model
for yaw and roll dynamics control.” Technical Report ISRN
LUTFD2/TFRT--7588--SE. Department of Automatic Control, Lund
Institute of Technology, Sweden.

Gifvert, M. and J. Svendenius (2003): “Construction of novel semi-
empirical tire models for combined braking and cornering.” Technical
Report ISRN LUTFD2/TFRT--7606--SE. Department of Automatic
Control, Lund Institute of Technology, Sweden.

Gifvert, M., J. Svensson, and K. J. Astrom (1999): “Friction and friction
compensation in the Furuta pendulum.” In Proc. 5th European Control
Conference (ECC’99). Karlsruhe, Germany.

Olsson, H., K. J. Astrbm, C. C. de Wit, M. Géafvert, and P. Lischinsky
(1998): “Friction models and friction compensation.” European Journal
of Control.

Panteley, E., R. Ortega, and M. Géfvert (1997): “An adaptive friction
compensator for global tracking in robot manipulators.” In Proc.
SYROCO °97, 5th IFAC Symposium on Robot Control. Nantes, France.

Panteley, E., R. Ortega, and M. Gifvert (1998): “An adaptive friction
compensator for global tracking in robot manipulators.” Systems &
Control Letters, 33:5, pp. 307-313.

Sanfridsson, M., V. Claesson, and M. Gafvert (2000): “Investigation and
requirements of a computer control system in a heavy-duty truck.”
Technical Report KTH/MMK/R--00/5--SE. Mechatronics Lab, Royal
Institut, Stockholm, Sweden.
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2

Vehicle Dynamics Modeling

A main objective of the control of vehicle dynamics is to improve the han-
dling performance, or maneuverability, in order to obtain safer and more
joyful driving. A range of systems are commercially available today, such
as anti-lock braking, active stability-control, traction control, and 4-wheel
steering, just to mention a few. Many new systems are under consider-
ation, in parallel with efforts to integrate and coordinate the currently
existing. In this process, models are necessary tools to analyze and design
the control strategies and to evaluate the systems in simulations, possibly
with hardware in the loop. An interesting approach in between simula-
tion and full-scale vehicle testing is to use scale vehicles that preserve the
dynamic characteristics [Brennan and Alleyne, 2001].

2.1 Model Requirements

Handling performance regard the planar motion of the vehicle and in
many cases simple models that only include the planar degrees-of-freedom
are sufficient. Analysis of simple bicycle models of the type shown in Fig-
ure 2.1 can explain much of the dynamic behavior in handling, particularly
in steady-state [Wong, 2001]. In bicycle models, the wheels on each axle
are usually lumped together to an equivalent single-track configuration.
The chassis motion is described by the longitudinal and lateral velocities,
and the yaw rate. The vehicle side-slip is often used instead of the lat-
eral velocity. Linearized equations of motion at constant speed are very
simple and describe the vehicle behavior fairly well in normal driving
conditions. The tire forces, which determine the chassis motion, may then
be described linearly in terms of the vehicle states. For driving in limit
conditions the tires need to be described nonlinearly.

When the chassis is subject to acceleration, in cornering, braking, or
driving, the vehicle weight is transfered between the wheels. The dynam-
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Chapter 2. Vehicle Dynamics Modeling

Figure 2.1 The single (double) track bicycle model. Vehicle motion is described
by the longitudinal, U, and lateral, V, velocities, and the yaw rate, r. The vehicle
side-slip B is often used instead of the lateral velocity.

ics of this load transfer are in large determined by the suspension charac-
teristics. The load transfer has effects on the tire forces and must therefore
be included at large accelerations. A quasi-static approach is to use the
effective axle-characteristics [Pacejka, 2002]. If transient behavior is of
interest, then the roll motion and, possibly, also pitch and bounce, must
be described dynamically. For a single-unit vehicle this means that up to
six degrees-of-freedom must be included, and the equations of motion be-
come somewhat more involved. Examples of models are found in [Pacejka,
2002, Kiencke and Nielsen, 2000]. Models with more than three degrees-
of-freedom for the chassis motion are mostly used for simulations, as they
are complicated to analyze.

In addition to the chassis equations-of-motion, a vehicle model needs
to describe various subsystems. The most important is the tires, which
have critical influence for all chassis-control systems. Linear tire models,
when applicable, are normally lumped with the equations of motion. Wheel
dynamics may be included but models that describe tire forces apart from
wheel rotation are also possible. When out-of-plane freedoms are included
for the chassis also the suspensions must be described. These introduce
new nonlinearities in the model. Depending on the application also models
of the braking system, steering system, the powertrain, etc., need to be
included.

Simulations for evaluation of chassis-control systems are often per-
formed with standardized test maneuvers, such as J-turns and severe
lane-changes. This may either regard open-loop responses, or with a driver
model included. Advanced realtime simulators may take input from a hu-
man driver, or allow for the introduction of hardware in the loop. This is a
very useful method to evaluate third-party subsystems such as anti-lock
braking systems, etc. Realtime simulation requires efficient models with
respect to the use of computational resources.

18



2.2 The Tractor-Semitrailer Vehicle
2.2 The Tractor-Semitrailer Vehicle

Tractor-semitrailer vehicles of the type illustrated in Figure 2.2 are very
common in commercial fleets. Chassis control for these vehicles mainly

Figure 2.2 The single (double) track bicycle model for a tractor-semitrailer vehi-
cle. Vehicle motion is described by the longitudinal, U, and lateral, V, velocities,
the yaw rate, r, the articulation angle, y, and the articulation rate, . The vehicle
side-slip B may be used instead of the lateral velocity.

regard safety. Due to the high center-of-gravity with respect to track
width, rollover may occur at lateral accelerations that exceed certain lim-
its. Rollover has been identified as one main cause of accidents for heavy-
duty vehicles [Sampson, 2000]. Another common cause of accidents for this
dual-unit vehicle is so called jackknifing, which may occur very rapidly if
the rear wheels of the tractor loose grip [Palkovics and Fries, 2001]. Much
research has been devoted to control systems that prevent these hazardous
situations. Recent investigations, e.g. [Hac, 2002, show that the means
for yaw stabilization, related to jackknifing, and rollover prevention are
partly coinciding. One reason for this is that vehicle oversteering is a
contributing factor to rollover.

The high center-of-gravity implies that roll, with corresponding load
transfer, is significant already at moderate accelerations. This, in combi-
nation with the fact that rollover limits are difficult to describe statically,
motivates the use of models with at least roll freedoms [Dahlberg, 2000].
In addition, this dual-unit vehicle introduces the semitrailer articulation
as a new freedom in the plane. Due to the kinematic constraints of the
hitch, in total nine degrees-of-freedom are needed to describe translation,
yaw , pitch, and roll motion of the chassis.
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Chapter 2. Vehicle Dynamics Modeling
2.3 Active Stability Control

The tire-road friction limits restrict the envelope of stable driving condi-
tions. If friction limits are reached for the tires on an axle, the tire forces
saturate. The dynamic behavior of the vehicle then changes, which possi-
bly leads to hazardous situations. Saturation on the front axle results in
understeering and on the rear axle of a single-unit vehicle in oversteer-
ing, with possible spin-out. On a tractor-semitrailer, rear-axle saturation
may lead to jackknifing and semitrailer-axle saturation to so called trailer
swing.

The basic principle of active stability control (ASC) systems is to calcu-
late a desired vehicle yaw-rate, using the vehicle speed and the steering-
wheel angle commanded by the driver. Using feedback from a yaw-rate
sensor, a compensating moment is computed, which is then mapped into
unilateral braking commands. Oversteering is normally compensated by
braking the outer front wheel and understeering by braking the inner
rear. These braking actions produce corrective moments on the vehicle
from the longitudinal braking forces, but also from resulting reductions
of the lateral tire-forces. On tractor-semitrailer vehicles also the trailer
brakes are applied at oversteering, to straighten the vehicle combination
so that jackknifing is avoided. If only the yaw-rate is controlled then the
vehicle may describe the desired yaw-motion without following the corre-
sponding curvature path. To ensure the path-following it is necessary to
keep the orientation of the vehicle aligned with the direction of the vehi-
cle velocity, which is equivalent to keeping the vehicle side-slip small. An
additional control objective for the ASC system is, thus, to limit the side
slip and most systems are based on feedback also from this variable.

In ASC for tractor-semitrailer vehicles also the articulation angle and
rate may be subject to control. In current production systems, however,
the tractor is controlled more or less as a single unit vehicle [Hecker et al.,
1997].

It is already noted that reduction of oversteering also reduces the risk
of rollover. Even better prevention of rollover is obtained by combining the
ASC with rollover detection [Palkovics et al., 1999]. Then, when rollover
is imminent, brake actuation is used to reduce the vehicle speed and yaw-
rate and, hence, the lateral acceleration. The reduction in lateral tire-
forces resulting from the braking will also help.

2.4 Paper |

Bicycle models of the type shown in Figure 2.2 may be used to analyze
and simulate yaw stability on low-friction surfaces. Then, the lateral ac-
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2.4 Paper ]

celeration is limited beacause of the small lateral tire forces and the load
transfer may be neglected. In [Géfvert, 2001] such models were used to
investigate different strategies for yaw-stabilization based on LQ feedback
from tractor and semitrailer states. The main advantage compared to the
commonly used feedback from only tractor states is that also the risk of
trailer swing appears to be reduced.

The 9-degrees-of-freedom tractor-semitrailer model presented in Pa-
per I is aimed at simulations to evaluate active stability-control systems
of the type discussed, in scenarios where load transfer has significant
effect.
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3

Tire Models for Handling
Simulations

On all road vehicles the chassis-movement is actively controlled by steer-
ing, throttling, braking, and possibly suspension actuations, which all ul-
timately result in forces in the tire-road contact. The tires are, therefore,
components with major influence on the dynamic behavior of a vehicle.
Obviously, accurate tire models are necessary parts of models aimed at
analyzing or simulating vehicle motion in real driving conditions. With
new active chassis-control systems that are based on unilateral braking it
is increasingly important to describe the effects of combined braking and
cornering correctly, also near and beyond the tire-road friction limits.

3.1 Understanding the Tire

The now predominating radial tire is built on a carcass of steel cords run-
ning radially from bead to bead [Bauer, 1996], see Figure 3.1. The beads
clamp the tire to the wheel rim. A stabilizing belt of crossed steel-cords
surrounds the carcass. The rubber tread is bonded on the belt and sculpted
with a tread pattern. In the contact patch between the tire and the road,
the rubber is partly gripping and partly sliding on the road surface, result-
ing in forces of both static and kinetic friction. Hence, different physical
processes are present simultaneously in different regions of the contact
patch. The generated forces under different driving conditions depend on
the characteristics of the friction interface between the tire and the road,
the motion of the tire carcass relative to the road, and the applied normal
load. There are various ways to describe this motion, depending on choice
of reference systems and normalizations. The most common is to follow
the standards of the Society of Automotive Engineers (SAE) [SAE Recom-
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Figure 3.1 Schematic of a radial truck tire. (Reprinted from [Bauer, 1996].)
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Figure 3.2 Forces and moments acting on a tire [SAE Recommended Practice
J670e, 1976].

mended Practice J670e, 1976], with the longitudinal x-axis aligned with
the wheel heading, the lateral y-axis perpendicular to the wheel, and the
vertical z-axis pointing downwards, as in Figure 3.2. In vehicle-handling
studies, the lateral and longitudinal planar forces, F, and F,, and the
self-aligning moment, M,, are of interest. The longitudinal tire force is
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Chapter 3. Tire Models for Handling Simulations

generated when braking or driving, and the lateral force and the torque
when cornering. The self-aligning moment results from the fact that the
planar forces have a point of action that is not positioned exactly under
the wheel center. The rolling resistance and overturning moment are not
of primary interest for vehicle handling.

Tire Kinematics

Figure 3.3 Kinematics of a tire during braking and cornering. Force vectors are
also shown. (Left: top view; Right: side view)

The tire motion is determined by the wheel-travel velocity, 7 = (v,vy),
and the circumferential velocity of the tire, v. = QR,, where Q is the wheel
angular velocity and R, the effective rolling radius. These variables are
not very practical for describing tire forces and moments. The slip veloc-
ity, s = (vy — U¢,Vy ), is the relative motion of the tire to ground in the
contact patch. In tire modeling, the slip velocity is often normalized with
a reference velocity, to yield a dimensionless tire-slip vector. It is the cus-
tom to describe tire forces as functions of the slip, rather than on the slip
velocity. Implicitly, this assumes that the forces do not depend on the mag-
nitude of the slip velocity, vs. In general, this is not true since at least the
contributions from sliding friction normally depend on the velocity. The
most commonly used slip is defined with the longitudinal component of
the wheel-travel velocity as the reference velocity. The longitudinal com-
ponent of the tire slip is called the slip ratio

lzvx_vc

Ux

(3.1)
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3.1 Understanding the Tire

which is often expressed in percent. The lateral component is

tan(er) = 22 (3.2)

Uy

where the slip angle a, normally in degrees, is the deviation of the wheel-
travel velocity from the wheel heading. The slip ratio and the slip angle
are the standard variables that are used to describe the tire motion.

Tire Mechanics in the Small Scale

To understand the qualitative behavior of pneumatic tires it is good to
have a picture of the physical processes that occur during driving. First,
regard that there is a contact region of a certain size between the tire and
the road. The normal load on the tire is carried by a near Hertzian pres-
sure distribution longitudinally along this region. Rubber tread-elements
on the tire circumference pass through the contact region as the tire rolls.
At free rolling, the elements adhere to the road surface from entering the
region, until leaving the rear end.

If there is a longitudinal slip, or equivalently, a longitudinal slip-
velocity, then an adhering element is constrained to being fixed to ground,
while the tire has a relative motion. This will induce a local deformation,
which grows larger with the time elapsed since an element entered the
contact region. Since the elements are traveling through the region by
the wheel circumferential velocity, this means that the deformation grows
larger with the distance from the leading edge. The local deformation gives
rise to local (visco-)elastic forces, which depend on the tread stiffness, and
in total a force distribution along the contact region. At a certain distance
from the leading edge the local force exceeds the static friction limit and
the tread elements break away and start to slide. From this point to the
rear end of the contact region the local forces are described by kinetic
friction and depend on the pressure distribution and the kinetic-friction
coefficient, which is, in general, velocity dependent. In summary, the total
tire force is composed of the deformation force from the adhering region,
stretching from the leading edge to the break-away point, and of the ki-
netic friction force from the sliding region, stretching from the break-away
point to the trailing edge. The break-away point moves from the trailing
edge, at free rolling, to the leading edge with increasing slip magnitude.
At a certain slip magnitude the point reaches the leading edge and full
sliding occurs.

In the lateral dimension the process is analog. If there is a slip angle,
or equivalently, a lateral slip velocity, an adhering element will deform
laterally as it travels through the contact patch. If all tire deformation
was located in the tread, then the tread-element deformation would be
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described by tan(er) times the distance from the leading edge, with a
corresponding deformation force distribution. However, a difference to the
longitudinal case is that deformation of the carcass will act such that
only part of the slip angle results in tread deformation. The asymmetrical
distribution of the lateral force with respect to the wheel-center projection
point on ground, results in the self-aligning moment that strives to turn
the wheel around the vertical axis.

If longitudinal and lateral slips are present simultaneously, then the
longitudinal and lateral processes are superimposed. Both the longitudi-
nal and lateral deformation forces are then carried by the static friction.
As a result, the break-away point is closer to the leading edge than if
each slip component were present individually. The force from the sliding
region is counter-directed to the slip velocity. The orientation of the force
from the adhering region deviates from the sliding-force orientation, de-
pending on the relative longitudinal and lateral tread stiffnesses and on
the carcass deformation. Therefore, as the adhering region shrinks with
increasing slip magnitude, the orientation of the force vector will change
until it is opposed to the slip-velocity at full sliding. Carcass deformation
at combined slip also has influence on the self-aligning moment.

The principles sketched above give a rough picture of the mechanisms
in the tire-road interface. In addition to this, there are several important
factors that influence the tire behavior. Running on dry or wet asphalt,
gravel, snow, or ice give different behavior. Tread wear changes the char-
acteristics. Tread and road-surface temperatures also have substantial
influence. The dynamics of carcass deformation have effetcs on the tran-
sient behavior.

In vehicle simulation, only the macro-level behavior of tires is of im-
portance. However, understanding of the small-scale mechanics makes it
easier to understand the behavior on a larger scale and also to understand
the principles behind various tire models.

Behavior at Pure Braking or Cornering

At pure braking, the slip angle is zero and the resulting longitudinal tire-
force, Fy,, is determined solely by the slip ratio. In Figure 3.4 (left), the
longitudinal tire force at different slip ratios in pure braking is shown
for a typical truck tire on a steel surface. As can be seen, the overall
characteristics are highly non-linear. For small slips the longitudinal force
appears to be approximately linear. Then, a peak appears around 1 = 20%.
After the peak, the force level out and decreases with increasing slips. The
shape of the curve is due to the adhesive region of the contact patch getting
smaller with increasing slips. At a certain slip there is no adhesion at all
and the force is generated entirely by sliding friction. The transition to
full sliding occurs in the neighborhood of the peak value.
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Figure 3.4 Measured tire forces of a standard truck tire on steel surface at F, =
20 (“0”), and 40 (“«”) kN." Left: Longitudinal force at pure braking/traction. Right:
Lateral force at pure cornering. (Data from [Edlund, 1991].)
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Figure 3.5 As the tire is partly gripping and partly sliding on the road surface
the total tire force is composed of adhesive and sliding forces.

In pure cornering the slip ratio is zero, since the tire is rolling freely,
and the resulting lateral tire-force, Fy,, depends only on the slip angle.
Figure 3.4 (right) shows the lateral tire force for different slip angles at
pure cornering. The shape is qualitatively the same as for the longitudinal
force and reflects the transition from adhesion to sliding in the contact
patch. The force peak is found around o = 15 deg.

In Figure 3.5 is it illustrated how the total tire force has components
resulting from the adhesive and sliding parts of the contact region. The
behavior described so far concerns steady-state conditions. For varying
slips there are transient effects that results from carcass deformation.
In princip, the tire act as a complex rolling spring when attached to a
vehicle. The main observed effect of the transient behavior is that it takes
a specific rolling distance, the relaxation length, c., for the lateral slip,
and hence, the lateral force, to build up.

fThe longitudinal force, F,, was only measured for one normal load.
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Behavior at Combined Braking and Cornering

At combined braking and cornering the magnitude and direction of the
resulting tire force depends on the magnitude and direction of the tire-slip
vector. Figure 3.6 shows the resulting tire forces for two sets of total slips
where the lateral slip is held fixed and the longitudinal slip is varied from
free rolling (1 = 0%) to locked wheel (1 = 100%). The resulting lateral
force decreases, compared to the pure cornering case, as the applied lon-
gitudinal slip increases. This effect may be explained by the decreasing
size of the adhesive contact region, as the total slip magnitude increases,
and by the projection of the friction force that is generated in the sliding
region on the longitudinal and lateral directions. The maximum available
tire forces, Fj, and Fj,, at pure braking or cornering, reflects the max-
imum available tire-road friction, which may be, in fact, a mix of static
and kinetic friction. Since the friction provides a bound also on combined
forces, the envelope of all possible curves as in the figure describes an
ellipse-like shape, with corresponding major and minor axes defined by
F;, and Fj,. This envelope is commonly referred to as the friction ellipse.

Dependence on Normal Load

The tire-forces depend nonlinearly on the normal force, F,. This depen-
dence is due to, e.g., changes in the in the area of the contact region,
changes in the pressure distribution, and changes in material properties.
Effects of the normal-load on the lateral force are illustrated in Figure 3.7.
In general, the initial slope and the peak value of the normalized force,
Fo,/ F, decrease with increased load.

Tire Measurements

Measurements of tire characteristics are performed with test facilities
where parameters such as the tire slips, normal load, and wheel travel
velocity are controlled precisely while forces and moments are recorded. A
common setup is to apply the loaded tire on a large, rolling drum [Hold-
mann et al, 1999]. Another method is to translate a flat steel bar under
the loaded tire [Nordstrom, 1993]. Testing under real road-surface condi-
tions may be performed with a test rig attached to a vehicle [Pottinger
et al., 1993]. Some test facilities are limited to pure-slip or steady-state
conditions, while others may be used to measure combined-slip conditions
and transient behavior. Tests are normally performed by holding one slip
constant, while sweeping the other. In general, the applied side-slip an-
gles are smaller than around 20 degrees and empirical tire-force data is
normally only available up to this limit. Resulting data are of the type
shown in Figures 3.4 and 3.6.
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Figure 3.6 Measured combined tire forces of a standard truck tire on steel surface
at F, =40 kN and 4 € [0,1] for & = —4.7° (“0”), and a = —9.8° (“¥”). The triangles
denote the maximum achievable pure longitudinal and lateral forces (F;, F;) and
defines the friction ellipse (dashed). (Data from [Edlund, 1991].)

3.2 Practical Tire Models

The basic demands on practical tire models for simulation of vehicle han-
dling are the abilities to reproduce forces and moments from compact and
comprehensible mathematical expressions, using parameters that give a
compact representation and are easily obtainable. Since the physical pro-
cesses occurring in the contact region are difficult to model theoretically,
the resulting forces and moments are often described in terms of empirical
data, tire slips, and normal forces. The empirical data inherently include
the complex effects of friction, roughness, lubrication, deformation, etc.

Pure-Slip Models
Since the characteristics of the tire are nearly linear for small slips the
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Figure 3.7 Dependence on normal load for a typical truck tire. Upper left: normal-
ized pure-slip lateral force; upper right: normalized cornering stiffness; lower left:
normalized peak-value; lower right: variation of pure-slip lateral force with normal
load for fixed side-slips. (Based on data from [Edlund, 1991].)

forces at pure braking or pure cornering may be described by

Fox (1) = —C3A (3.3a)
Foy(a) = —Cox (3.3b)

where the braking stiffness, C;, and cornering stiffness, C,, are defined
as the linearization of the friction curves in Figure 3.4 at A = 0 and
o =0 [Wong, 2001]

dFOx
CA = — dA o (3.43)
C, = — dFo, (3.4b)
da |,_,

A common way to include the transient effects resulting from the flexible
carcass is to replace Equation (3.3b) with the linear time-variant differ-
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ential equation
(o dF, 0y

v, dt

where the time constant depend on the circumferential velocity, v., and
the relaxation length, o, [Pacejka, 1988].

For larger slips the nonlinear characteristics of the friction curves need
to be modeled. The now predominating model is the “Magic Formula”
[Bakker et al, 1987], which is a functional approximation of the lateral
and longitudinal tire forces, as well as aligning torque, on the form

+ Fyy, = Cpx (3.5)

f(&)=D sin(C arctan((1 — E)£ + (E/B) arctan(Be:))) (3.6)

where (&, f) is (4, Fox), (o, Foy), or (o, Mo,). The four coefficients have
interpretations as stiffness factor (B), shape factor (C), peak factor (D),
and curvature factor (E), and are unique for each of Fy,, Fy,, and My,.
Approximate normal load dependence may be introduced as D = a1 FZ +
axF,, BCD = (a3F? + a4F,)/e®", and E = agF? + a7 F, + ag, or with the
slightly modified expressions of [Bakker et al., 1989]. Fit to experimental
data is performed by parameter optimization of B,C,D,E, or a;._g. Another
related model is the Burckhardt approach [Kiencke and Nielsen, 2000], in
which another functional approximation is used.

Combined-slip models

Models for combined-slip forces may roughly be divided into those that
are based on manipulation of empirical pure-slip forces, those that offer
a compact mathematical representation of combined-slip empirical data,
and those that are based on physical models using empirical parameters.

Models Based on Manipulation of Pure-Slip Forces. A very sim-
ple model of combined forces is based on the friction ellipse illustrated
in Figure 3.6 [Wong, 2001]. For a given longitudinal force, F, an elliptic
constraint is solved for the combined slip lateral force, F,(4, ). The con-
straint is defined by major and minor axes given by the peak value of the
longitudinal pure-slip force, Fjj,, and the lateral pure-slip force, Fy,(«).
The result is that the lateral force is described as a function of the lon-
gitudinal force, which is not correct for large slips, as is evident from the
figure. A drawback is also that the longitudinal force is assumed to be
known. Another simple model is the Kamm Circle [Kiencke and Nielsen,
2000], where the resultant force magnitude is described as a function of
the total slip magnitude. The force and slip vectors are then assumed
to be collinear, possibly with a corrective factor. A drawback with this
model is that longitudinal and lateral characteristics are assumed to be
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the same, modulo the corrective factor, and that the orientation of the
force is not slip dependent. Some other early efforts to model tire forces
under combined-slip conditions are described and compared in [Nguyen
and Case, 1975]. One of the most well-known is presented in [Nicholas
and Comstock, 1972]. Here the combined slip forces are described by the
projection of the pure slip forces on the vector ( Fo,(a)A, For(4) tan(ex) ).
In [Brach and Brach, 2000] this model is shown to give incorrect result
for small slips and a modified version is presented. In the recent COMBI-
NATOR model [Schuring et al., 1996], the combined-slip slip-magnitude is
used with empirical pure-slip models. The force magnitude is then given
by a simple ellipse-like functional approximation, based on the pure-slip
forces. The resulting force is assumed to be collinear with the slip vector
at all slip magnitudes. In [Bakker et al., 1987] a procedure for computing
combined forces based on Magic Formula pure-slip models is presented.
The use of a normalized slip ensures that the pure-slip models are used
at points corresponding to the same size of the adhesion region, which is
sensible from a physical point of view. A slip dependent correction factor
is used to obtain the correct orientation of the force vector over the en-
tire slip range. It is not clear how to determine this correction factor and
in [Bakker et al, 1989] a modified procedure was presented, that essen-
tially introduces a compact and physically sound parameterization of the
force orientation.

Models Based on Empirical Data Reduction. In [Bayle et al., 1993|
a model is presented that is based on functional representation much in-
spired by the Magic Formula. Functions based on arc tangents are used to
describe forces under combined-slip conditions. In principle, these repre-
sent purely empirical weighting functions that are multiplied with pure-
slip forces obtained with the Magic Formula. The latest formulation may
be found in [Pacejka, 2002] and is also commercially available in the “Delft-
Tyre” product series of TNO Automotive, Netherlands. The model needs
to be calibrated with combined-slip data.

Physical Models. Models based on physical first principles have the
advantage that physical parameters provide a compact representation of
tire and road characteristics. However, models of considerable complexity
must be applied to catch all phenomena of interest and all required pa-
rameters are not easily obtainable. Such models are, therefore, not suited
for simulation of vehicle dynamics where short simulation times are often
desired.

Less complex models that catch the main effects may also be formu-
lated. The widely used brush model describes the generation of tire forces
by regarding the tread as consisting of infinitesimal bristles. A commonly
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used model is described in [Segel, 1984], where an assumption of rectangu-
lar normal-pressure distribution is combined with the bristle mechanics.
The model is based on parameters that describe tire stiffnesses, normal
load, slips, and road friction coefficients. The assumption on the pressure
distribution leads to simple expressions, but qualitatively less correct re-
sults. In [Gim and Nikravesh, 1991] a parabolic pressure-distribution is
used instead. Still, the simplifying assumptions restrict the practical use
of the model, since effects of, e.g., velocity dependence and carcass defor-
mation are neglected.

Other Models. Another class of models that have gained much atten-
tion recently are those that include also transient behavior. The Magic
Formula, and other similar models, are approximations of experimental
steady-state tire characteristics. The main dynamic effect is due to the
flexible carcass, which in the simplest form may be modeled by (3.5). Dy-
namic transients were investigated in, e.g., [van Zanten et al., 1989] and
some recent tire models aim at including dynamic behavior [Bliman et al.,
1995, Canudas De Wit and Tsiotras, 1998, Deur, 2002]. The state-of-the
art tire model that includes transient characteristics is the SWIFT model
based on [Maurice, 2000] and [Zegelaar, 1998], also commercially available
as a “DelftTyre” product.

A fair amount of research has been devoted to tire modeling and this
brief survey by no means cover the area. A version with more technical
information is given in [Gafvert and Svendenius, 2003]. More complete
information may be found in the outstanding reference on tire model-
ing [Pacejka, 2002].

3.3 Paper i

State-of-the-art tire models provide with more than enough accuracy for
most vehicle dynamics simulations. In practical use they require the use
of commercial packages due to their complexity and their dependence on
accurate and numerous parameters. For users with intermediate require-
ments it is of interest to have easy-to-use models that may be implemented
by the end user, with reasonable effort. An additional desire is to keep the
number of parameters and the required base of empirical data as small
as possible. Based on the mechanics of the tire and observations from em-
pirical data, a number of criteria for such models may be stated (in the
spirit of [Brach and Brach, 2000]):

e The combined force F(A,a) should preferably be constructed from
pure slip models Fy, (1) and Fy,(«), with few additional parameters.
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This gives a compact description of tire characteristics from easily
obtainable data.

The computations involved in the model must be numerically feasible
and efficient.

The formulas should preferably be physically motivated and the pa-
rameters have clear physical interpretations.

The combined force F(A,«) should reduce to Fy,(1) and Fo,(a) at
pure braking or cornering:

F(ﬂ,O) = (FOx(ﬂ')’O)
F(0,a) = (0, Foy(a))

Sliding must occur simultaneously in longitudinal and lateral direc-
tions.

The resulting force magnitudes should stay within the friction el-
lipse, since this constitutes a physical constraint.

The combined force should be F = —(C34, Cyer) for small slips and
F = —F,uv/vs at full sliding for tires with isotropic friction charac-
teristics.

Guided by these criteria a new model has been derived, which is presented
in Paper II. The new model belongs to the class of models that construct
combined-slip forces from pure-slip data. However, while many of the ear-
lier models are based on purely empirical formulas, the proposed model is
based on physical relations that are derived from brush-model mechanics.
The result is a model with the physical foundation of the brush model,
that still incorporates effects of load dependence, velocity variations, and
to some extent also steady-state carcass deformation. The proposed model
is one in a family of models derived in [Gdfvert and Svendenius, 2003|.
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SI Engine Control

Electronic control of spark ignition (SI) engines made the cars of the
1990s ten times cleaner and twice as fuel efficient as the cars of the
1970s [Powers and Nicastri, 2000]. Emission requirements keep evolving
and new techniques are searched to comply with ever stricter regulations.
Control technology is a key factor in this development but also in the
integration of the engine into vehicle-level control-systems. In modern
vehicles the engine is an actuator that may receive commands not only
from the driver, but also from other systems.

In the first years of electronic engine control the design concept was fo-
cused on controlling the auxiliary devices such as fuel supply and ignition
systems, rather than the full engine. Today all engine-related control func-
tions, denoted engine management, are normally integrated into a single
electronic control unit. Demands on emission and fuel-economy require
control of several engine variables such air/fuel ratio, ignition timing,
exhaust-gas recirculation (EGR), for all engine speeds, loads and temper-
ature conditions. Engine management systems (EMS) are, in principle,
partitioned into control of fuel injection and control of ignition. The first
deals with forming a suitable mixture of air and fuel to charge the cylin-
ders and the other with igniting this mixture at a suitable crank-angle
position. The operation of standard engine-control systems is surveyed
in [Chowanietz, 1995]. More technical descriptions of control schemes are
described in [Kiencke and Nielsen, 2000].

4.1 Lambda Control

The motivating factors for the development of electronic engine controls
have been the increasingly strict governmental requirements on emission
of carbon monoxide (CO), oxides of nitrogen (NOx), and unburned hy-
drocarbons (HC). The first step in the late 1970s was to introduce 2-way
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catalysts that could remove CO and HC. EGR was then applied to re-
duce NOx levels. As requirements on NOx limits went stricter, the 3-way
catalyst was introduced. This catalyst can operate with only a very small
amount of residual oxygen present in the exhaust gas. Therefore, the ratio
of air to fuel used in the cylinders need to be controlled to stoichiometry,
that is such that precisely the amount of oxygen that is needed to burn the
fuel is injected. This was solved by the exhaust-gas oxygen-sensor (EGO),
or lambda sensor, in combination with electronic control. The EGO sen-
sor effectively has a relay characteristic in detecting excess oxygen. Then,
in principle, a PI-controller uses the sensor signal to direct the injected
amount of fuel, to achieve stoichiometric combustion. Since the sensor is
located downstream the fuel injection there is a transport delay present in
the control-loop. This, in combination with the nonlinear sensor charac-
teristics, results in a limit cycle and the air-fuel ratio normally oscillates
with a frequency of 0.2—2 Hz under normal driving.

4.2 Fuel Injection Control

The delay that is present in the lambda feedback-control limits the per-
formance at sudden changes in, e.g., air-flow due to throttling. Therefore,
it is necessary to combine the feedback path with feedforward paths. To-
gether, these form the fuel-injection control-system. Sensors are used to
measure air and coolant temperatures, pressures, air flow, throttle posi-
tion, crankshaft position, and engine knock. Actuators are used to control
fuel injection, airflow, and EGR. The fuel supply to the injectors is nor-
mally under constant, controlled, pressure. The injectors are controlled
by their open-time (typically 1-10 ms), which is then proportional to the
amount of injected fuel. The primary decision variables for the ECU are
the engine intake air-mass flow, ri7,, and the rotation rate (rpm), N. The
air mass inducted by a cylinder per cycle is then m, = m,/N. From this,
a basic injection opening duration is computed from a lookup-table, or
map. The basic opening duration is then modified with corrective factors
depending on engine temperature, rate of throttle opening, and lambda-
sensor signal. Also these factors are computed from look-up tables.

The airflow into the engine may be determined directly with an air-
flow meter. Since these are quite complex and expensive* the indirect
speed-density method is often used instead. Then, the engine speed, inlet-
manifold absolute pressure, and air temperature are used to compute the
inducted air mass. The manifold pressure is also used to measure engine
load and may be measured by a cheap sensor. The mass of air inducted per

*A fact the author is sadly familiar with.

36



4.3 Ignition Control

cycle is m, = n,Vypq, where V; is the cylinder volume, 77, the volumetric
efficiency, which varies with engine speed, and p, the air density, which
is a function of the inlet air temperature and pressure.

Idle-speed is controlled with a throttle bypass passage, or, if present,
with an electronically controlled throttle, such that the air-mass may be
adjusted to keep the engine-speed constant, also in presence of distur-
bances. PID-controllers are commonly used for this task.

4.3 Ignition Control

Maximum efficiency of the engine is obtained if the cylinder pressure-
peak resulting from the combustion appears just after the piston starts
to move down in the power stroke. The piston position is described with
the crank-shaft angle, where 0 degrees, or top dead center, denotes upper
position in the power stroke. Having the pressure peak at the desired
position implies that the fuel must be ignited before the piston reaches
the top dead center position. This is denoted the ignition-advance angle,
which varies with engine speed, air/fuel ratio, and manifold pressure.
The ignition advance angle is computed from a look-up table, the ignition
map, using engine speed and manifold pressure. Other maps provide with
correction factors for coolant temperature, throttle position and injection
duration.

The ignition-advance angle is normally set as early as possible for
efficiency reasons. If it is set too early the mixture may start to burn
before the top dead center, which results in engine knock. This is detected
with, e.g., a piezoelectric vibration sensor mounted in the engine block.
The EMS monitors the knock sensor a few milliseconds after each spark
and if knock is detected the ignition-advance angle is reduced. It is then
slowly restored to its nominal value. In this way, the engine always operate
close to the knock limit, for efficiency reasons.

4.4 Electronic Throttle Control

The traditional air-throttle was mechanically linked to the accelerator
pedal. By pressing the pedal the driver directly determined the air-flow
into the engine. With the electronically controlled throttle the accelera-
tor pedal is equipped with position and possibly force sensors monitoring
the drivers intentions. The throttle is equipped with a servo-motor and
a throttle-angle sensor. The pedal-sensor signals are translated to a de-
sired throttle-angle and a feedback controller positions the throttle at the
setpoint. A production system is exemplified in [McKay et al., 2000].
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The Electronic Throttle Control (ETC), or Drive-by-Wire, gives flexibil-
ity in designing the feel of driving, as the accelerator pedal signals may be
interpreted differently under different conditions. With ETC, throttle ac-
tuation may also be used by other control systems such as adaptive cruise
control, traction control, idle speed control, and vehicle stability control.

4.5 Paper lll

Lean-burn engines have reached the market in recent years and provide a
means to reduce fuel consumption as well as CO and NOx emissions. Those
engines are operated at high air-fuel ratios close to the combustion limits
and, therefore, need very precise control. In these engines a new type of
EGO sensor is used, the UEGO sensor, which gives a continuous signal
over the operating range of air/fuel ratios, in contrast to the traditional
relay-type EGO sensor.

The Gasoline Direct Injection (GDI) engine is a special type of lean-
burn engine [Zhao et al, 1997, Iwamoto et al, 1997]. In GDI engines
the fuel is injected directly into the cylinders, in contrast to traditional
port fuel-injection. The GDI engine can operate in two different combus-
tion modes. In the homogeneous combustion mode a homogeneous air/fuel
charge is used together with stoichiometric combustion. In the stratified
mode the mixture formation is such that the charge is rich only close to
the spark plug and combustion is, therefore, made possible at very high
air/fuel ratios.

To simplify the interfacing with other systems, engine commands are
preferably expressed as desired engine torques. To comply with this, mod-
ern engine management systems are increasingly oriented towards torque-
control architectures, as in [Gerhardt et al., 1998]. The torque control is, in
general, not realized with feedback from torque sensors because of the lack
of low-cost solutions. Internal torque-production models are instead used.
Much research is, however, devoted to searching for a low-cost torque-
measurement method. Candidate methods are surveyed in [Turner and
Austin, 2000].

Paper III deals with torque-control of a GDI engine. Engine-controllers
today depend heavily on having accurate engine characteristics stored in
look-up tables or maps. In the controller-scheme presented in Paper III,
some of these maps are replaced by rough linear approximations and feed-
back from the engine torque. The result is a controller that is more robust
to engine variations and disturbances. Optimal operating points with re-
spect to fuel economy are determined on-line using extremum control.

38



4.5 Paper IIT

Extremum Control

In [Kiencke, 1988] a self-optimizing control of fuel consumption is de-
scribed, in which the optimum operating condition of the engine may be
found by superimposing an orthogonal test function Ariy, = mg cos @t (air
modulation) to the intake air iy and cross-correlating it with an output
signal dn/dt proportional to engine torque. The stationary behavior of the
engine may be characterized by a quadratic function of specific fuel con-
sumption over air [Schweitzer et al, 1966]. The result of the correlation
contains the gradient of the the quadratic function as

gradient T—lm /t_tTm Ay (= (o] @) (%) dt (4.1)

where T, is the correlation time, and « the phase lag resulting from
engine dynamics at the frequency @. The gradient is regulated to zero by
integral control. It is noted that the air may be modulated no faster than
about 2 Hz. With a sufficiently large correlation time the convergence time
goes up to about 30 s. Therefore, applications are considered to be limited
to calibration of open-loop engine maps.

The novelties of the scheme proposed in Paper III are the combination
of an optimizing controller with a torque-controller and the multi-variable
setup where also the EGR flow is optimized. The torque controller rejects
the disturbances introduced by the probing signals, or test functions, and
render them invisible in the engine output. The control signal from the
torque controller is used for correlation in the optimizing controller, in-
stead of the torque signal. In the simulation study the convergence of the
controller was faster than reported in [Kiencke, 1988], but in a real appli-
cation the performance may very well decrease. Still, the convergence time
is believed to be sufficiently short for optimizing engine operation during
steady operation, such as highway driving with cruise-control. Extensions
of the scheme to optimizing other variables such as ignition-timing may
also be considered.
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Systems Implementation

5.1 Systems Architectures

High-end cars of today are equipped with an advanced computer architec-
ture consisting of sensors, actuators, computer nodes, and a communica-
tion network connecting these components. On this hardware infrastruc-
ture a complex distributed control system is hosted.

The computer nodes belonging to a vehicle-control system are com-
monly denoted as electronic control units (ECU). The ECUs consist of
microcontrollers and I/O-interfaces for network, sensors, and actuators.
Nodes for body electronics are in general simple with, typically, 8-bit mi-
crocontrollers with 100 byte RAM and 32 kbytes ROM. Chassis and pow-
ertrain electronics usually have more powerful nodes hosting 16 or 32-
bit microcontrollers, with around 16 kbyte RAM and 512 kbyte ROM,
and possibly floating-point capacity. The engine ECU is, normally, the
most powerful microcontroller on the vehicle with 32-bit technology and
floating-point capacity.

Computers were first introduced in cars on a large scale with the first
generation of electronic engine control in the late 1970s. As the number
of ECUs increased with the introduction of more computer-based control
technology, the need for information sharing between these also increased.
It was early realized that the issue of cabling was to become a major obsta-
cle for further integration of ECUs, as growing wiring harnesses would
be too complex and would add too much weight to the vehicle. A rem-
edy to this was the introduction of multiplexed digital networks, enabling
many signals to share one cable. The development of the controller area
network (CAN) for automotive applications started already in 1983. In
1992 the first car with CAN appeared on the market and CAN is now the
dominating standard for connecting ECUs [Robert Bosch GMBH, 1991].
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CAN is a serial, asynchronous, CSMA/CA (Carrier Sense, Multiple
Access with Collision Avoidance) protocol for multiplexed digital buses.
The physical layer uses a pair of wires and comes in two main flavors:
a high-speed (up to 1 Mbit/s) and a low-speed (up to 125 kbit/s) archi-
tecture. Each message type has a unique identifier that also translates
to priority. Bus arbitration is synchronized so that all candidate sending
nodes except the one with the highest priority message will cancel their
transmission in each round. This means that the transmission timing of
lower priority messages is stochastic.

The requirements on the communication network depend on the sys-
tem functions connected to it. The SAE has identified three classes:

Class A Low speed networks (<10 kbit/second).

Class B High speed networks with no safety critical requirements (10
kbit/s to 125 kbit/s).

Class C High speed networks with stringent safety-critical requirements
(125 kbit/s to 1 Mbit/s or greater).

Low-cost class A networks are, typically, used for networking body-control
functions and diagnostic information with event-driven message trans-
mission. Body-control response times are, in general, around 100-200
ms. Common protocols are low-speed CAN and Local Interconnect Net-
work (LIN) [von der Wense, 2000]. Class B networks are used for all non
safety-critical information-sharing between ECUs in powertrain and chas-
sis controls, often with timing requirements around 1-20 ms. High-speed
CAN is is the dominating protocol. Safety-critical X-by-wire technology and
advanced chassis-control pose high demands on communication require-
ments, with respect to fault-tolerance and timing constraints. All fault
scenarios must be accounted for with a safe, alternative operating mode
and the bus must be guarded against faulty nodes. Low latency and jitter
must be ensured if high-bandwidth control loops are to be closed over the
network. Event-driven protocols such as standard CAN are not considered
to meet these requirements. Time-triggered protocols that are based on
synchronized nodes and scheduled message transmission give determinis-
tic timing and are by many considered as the only feasible solution. New
competing protocols aimed at class C networking are the TDMA (Time-
Division, Multiple-Access) Time-Triggered Protocol (TTP/C) [Kopetz and
Grunsteidl, 1993, Kopetz and Bauer, 2003] and FlexRay [Belschner et al.,
2002]. The latter providing for both event-triggered and time-triggered
message transmission. There are also efforts to enhance CAN to a time-
triggered protocol, TTCAN [Fiihrer et al, 2000, Leen and Heffernan,
2002].
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Current road vehicles are equipped with several different networks for,
e.g., body, powertrain, and chassis control. The networks are connected
with gateways to enable information sharing. A subsystem connected to
a network may also have a local sub-network for sensors and actuators.
The overall system forms a quite complex, hierarchical, heterogeneous
network, see Figure 5.1.
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Figure 5.1 A subset of a typical vehicle-network configuration with ECU, gateway
(GW), sensor, and actuator nodes.

Open Architectures

An obstacle on the path to integrated vehicle-control systems is that sup-
pliers often deliver complete subsystems that are not based on open archi-
tectures. As a consequence, different subsystems may be incompatible due
to, e.g., the use of different protocols and interfaces. This makes it diffi-
cult and costly for car manufacturers to integrate systems from different
suppliers and decreases the flexibility in the total system design.

To address this problem there are efforts by the automotive industry
to introduce standardized open architectures based on functional decom-
position and common interfaces. A major goal is to obtain efficient archi-
tecture designs such that functionalities are configurable and scalable.
A European initiative is offered by OSEK [OSE, 2000] (English "Open
Systems and the Corresponding Interfaces for Automotive Electronics”).
The aim is an industry standard for an open-ended architecture for dis-
tributed control-units in vehicles. Standards are defined for communica-
tion, network configuration management, operating system, and imple-
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mentation language. A case-study on using open architectures in the de-
sign of a distributed brake-by-wire system is described in [Coelingh et al.,
2002, Kelling and Heck, 2002].

5.2 Dependability

Faults, Errors, and Failures

When discussing dependability of systems a distinction is made between
faults, errors, and failures [Storey, 1996]. A fault is a defect within the
regarded system. An error is a deviation from the required operation of
the system or subsystem. A system failure occurs when the system fails
to perform its required function.

In an automotive control-system faults may occur in the ECU hardware
or software, or in the network. Faults are classified as permanent, inter-
mittent, or transient. Transient faults are short-duration faults that are
induced by, e.g., neutrons and alpha particles in semi-conductor devices,
power supply and interconnect noise, electrostatic discharge, or electro-
magnetic interference (EMI). On certain highway passages in Europe,
the engines of some vehicles have been shut off when their engine ECUs
have been interfered by EMI from high-voltage lines beneath the roadway
[Berger, 2002]. Intermittent faults are re-occurring short-term faults that
occur due to marginal hardware or aging effects. Permanent faults, in gen-
eral, have the same causes as intermittent faults, but reflect irreversible
physical changes. In general, the development of integrated circuits with
lower voltage and decreasing size leads to increasing noise sensitivity
and strong reduction in reliability [Manzone, 2001]. As system complexity
grows, an increasing number of faults are also the result of design-errors
in hardware and software.

Errors can be classified as either data errors or timing errors. A data
error occurs when the faulty component delivers data that is incorrect and
a timing error occurs when data is delivered at an incorrect point in time.

System failure is defined with regard to system specifications. E.g., in
a control system, failure may be defined as the exceeding of bounds on the
control error, as the escape of the system state from a permitted region,
or as loss of stability.

Computer-Architecture Fault-Tolerance

Faults in the computer hardware of a safety-critical automotive control
system may lead to catastrophic failures, possibly with fatal outcome. Ef-
forts to increase fault-tolerance is therefore a major part in the design
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of such systems, see e.g. [Isermann et al., 2002, Manzone, 2001, Kopetz,
1999]. Failure-rates must be kept very low because of the large number of
vehicles in operation. Over 30 million cars were produced and 246 million
registered in 1970. By 1997 these figures had risen to 56 million and 709
million, respectively, and the predictions for 2005 are more than 65 mil-
lion cars produced and over 800 million registered [Powers and Nicastri,
2000]. Typical dependability requirements regard the mean time between
failures (MTBF), fault detection and isolation, and avoidance of single
point of failures.

Fault-tolerant distributed computer systems are traditionally based on
techniques and paradigms from computer-engineering [Jalote, 1994]. In
general, the detection of occurring faults is a central part. If fault-detection
can be ensured, then various mechanisms for recovery can be activated at
fault occurrence. These may regard error-handling, fault diagnosis, fault
isolation, system reconfiguration, or system re-initialization. The effective-
ness of fault-detection mechanisms are quantified by the coverage factor,
which is the probability of detecting an occurring fault. Also, the use of
redundancy is central and may cover replication of both hardware and soft-
ware. A distinction is made between active redundancy, where all replicas
are active in normal operation, and passive redundancy, where replicas
are activated in case of a fault in the primary component. Components
are preferably designed to be fail-silent. This means that a component
stops producing data in case of a fault, so that propagation of the fault to
other parts of the system is inhibited. Fail-silence also eliminates the need
for voting mechanisms between replicas in an active-redundancy config-
uration, since data received from a fail-silent component will always be
correct. Replica determinism is a property which ensures that the states
of all correct replicas are consistent. It is based on methods to make the
replicas reach agreement on current information. Network protocols with
atomic broadcast services, such as TTP/C, ensure the delivery of all mes-
sages in the same order to all correct recipients and are often necessary
in realizing replica determinism. Non-determinism may result from non-
deterministic network protocols, the use of different sensor values, diver-
gent software implementations, or the use of non-deterministic software
constructs.

5.3 Paper IV

Methods and paradigms from computer engineering on construction of de-
pendable distributed computer-systems are often disregarding properties
of the application to be hosted in the system. It is, in general, assumed
that all failure handling and avoidance is taken care of by the computer
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system. Moreover, it is assumed that failure to fulfill the requirements
at any instance leads to system failure. If the computer system hosts an
implementation of a control system, this is not necessarily true. It may
be possible for the control algorithms to take care of a failure in the com-
puter system, transient or permanent, and continue to run the system in
a safe, possibly restricted, mode. This reduces the number of faults that
need to be managed by computer fault-tolerance mechanisms and makes
it possible to relax the requirements on the computer system. This may
then lead to a safer system with decreased complexity and cost.

The effects of timing errors on control systems have been investigated
by many, see e.g., [Kim and Shin, 1994, Wittenmark et al., 1995, Sanfrid-
son, 2000]. The effect of transient data errors caused by EMI bursts on
stability in control-system implementations has been investigated in [Kim
et al, 2000]. Catastrophic failures in a safety-critical system may occur
before the system reaches instability, e.g., if some constraint on the control
error is exceeded. Recent results [Cunha et al.,, 2001, Vinter, 2001] show
that many data errors will have a limited effect on control performance,
i.e., control systems often have an inherent resilience or inertia to data
errors. In [Askerdal et al, 2002] suitable models of computer-faults for
the analysis of control-level effects are presented, together with analysis
methods for understanding the effect of data errors on system dependabil-
ity, under the assumption of a linear time-invariant closed-loop system.
Related results are presented in [Askerdal et al., 2003].

In Paper IV this path is pursued further and a simple method to ren-
der a controller more robust to transient data-errors is presented. Tran-
sient faults have a temporary effect, but will in general leave the affected
component in an inconsistent state. The proposed method automatically
detects data-errors that result from occurring transient faults in the con-
troller implementation and then restores the controller state. The idea is
to compute bounds on the control signal, using known bounds on reference
signals and disturbances, and then introduce an artificial control-signal
limitation in combination with an observer based anti-windup scheme.
When the limitation is reached, as a fault occurs, the controller states are
forced back to feasible values by the observer dynamics.

5.4 Case Study

The publications [Claesson et al., 2000, Sanfridsson et al., 2000, Géifvert
et al.,, 2000, Gafvert, 2001] present a case-study on the architectural de-
sign of a brake system on a tractor-semitrailer combination vehicle, with
certain additional functionality. The aim of the work is to analyze designs
of a safety-critical distributed automotive control system, by applying and
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combining methods within the areas of computer engineering and control
theory. The brake system is a distributed safety-critical control system
by nature and constitutes an excellent case study for this purpose. An
increasing number of systems with similar requirements and constraints
regarding performance, dependability, cost, etc. are found in the area of
automotive engineering. This section presents a summary of the results.
Details are found in the cited reports and in [Claesson, 2002].

The case study is based on the belief that there is a great potential
in combining theory from the areas of computer engineering and control
theory in the construction and design of dependable distributed control
systems. The motivation for the work is the possibility of better, more
effective system designs if the combination of the computer system and
the control system is regarded at an early stage. This can be reached
by ensuring that the computer system has certain properties from the
control engineers point of view, and vice versa, by ensuring that the con-
trol system has certain properties from the computer engineers point of
view. To successfully carry out codesign of the computer system, the com-
munications network, and the control system it is necessary to specify
interfaces between these systems in the design process and in the imple-
mentation. In the design process these interfaces consist of requirements
and specifications, and in the implementation they may consist of certain
functionality, such as software services or functions. It is necessary to
specify the requirements in a detailed and systematic way. This can, for
example, include what services the computer system and communications
network should provide and what bandwidth requirements they should
fulfill. For the control system this may be specifications that the control
algorithms should be able to handle network delays of certain character-
istics, transient failures such as lost sensor data for a certain time period,
mode switches to safe limp-home modes, etc.

In the case-study specific focus is put on the choice of distribution level,
or partitioning level, of the computer architecture and the control algo-
rithms. Partitioning of the control algorithms is essentially a functional
decomposition. Partitioning of the computer architecture and the control
algorithms are orthogonal in the sense that they can be chosen indepen-
dently and then be combined to form a complete system architecture. To
explore different combinations, three conceptually different partitioning
levels are regarded for the control algorithms and computer architecture
respectively. These are detailed in the following sections. Combinations
of these are then analyzed, resulting in a proposal on a system architec-
ture. Techniques for partitioning and decentralization of real-time control
systems are discussed in [Térngren and Wikander, 1996].
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The Brake-System

The considered system is an electrical brake system (EBS) for a tractor-
semitrailer vehicle, with functions for base braking, anti-lock braking
(ABS), and active stability control (ASC). The ASC stabilizes the vehi-
cle by applying unilateral braking actions when tire friction limits are
reached during cornering, which prevents undesired and hazardous over-
and understeering. In essence, it is a controller with state-feedback from
the observed vehicle yaw-rate and side-slip, which is gain-scheduled on ve-
locity [Kiencke and Nielsen, 2000]. The ASC computes command signals
to dedicated brake-slip controllers for each wheel, which are also used for
ABS and base-braking. A conceptual view of the brake system is shown in
Figure 5.2. The algorithms compute signals for the pneumatic brake ac-
tuators, based on a number of sensor signals for wheel-speeds, yaw-rate,
lateral and longitudinal acceleration.
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Figure 5.2 Conceptual view of the case-study brake-system.

Physical Partitioning

A distributed control system consists of a plant to control and several
sensors, actuators, and controllers that are connected by means of a com-
munications network. In a distributed control system the sensors and
actuators are usually physically constrained to certain spatial positions.
This may be denoted the physical partitioning of the system. For the brake
system regarded in the case-study the physical distribution is illustrated
in Figure 5.3.

Algorithmic Partitioning

On another level there is the algorithmic partitioning. This reflects the
possible partitioning of the control algorithms into computational blocks
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Figure 5.3 Physical distribution of sensors and actuators.

for, e.g., reference-signal generation, state observation, and control-signal
computation. The diagram of Figure 5.2 indicates natural atomic building-
blocks for partitioning of the brake-system.

Centralized Structure. One choice is to merge all atomic blocks into
one central computational block, resulting in the structure of Figure 5.4.
This is a centralized controller consisting of one monolithic algorithm,

Central
Controller

Lo bo be

Figure 5.4 A centralized control-structure where “S” denotes sensors and “A” ac-
tuators.

that collects data from all sensors and computes outputs to all actuators.
An advantage with this structure is the availability of all signals simulta-
neously. The lack of modularity, however, may make it difficult to modify
the algorithms, to add new functionality, or to integrate the system with
other co-existing systems.

Hierarchical Structure. Another choice is to partition the system into
one coordinating top-level block and several auxiliary sub-blocks, result-
ing in the structure of Figure 5.5. This is an hierarchical partitioning
that is natural in many control problems. Typically, the sub-blocks may
include state observers or inner loops of cascade-control structures. In the
brake-system application it is natural to have sub-blocks with dedicated
brake-slip controllers for each wheel individually and a top-level block
that coordinates braking actions by providing the brake-slip controllers
with reference values.
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Figure 5.5 An hierarchical control-structure.

Peer Structure. There is also the possibility to partition the algo-
rithms without any explicit hierarchy. Then, there is no block with the
specific task of coordination and this is instead achieved by peer-to-peer
information-sharing between the blocks, see Figure 5.6. For the brake-
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Controller Controller Controller
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Figure 5.6 A peer control-structure.

system considered this is not a natural choice since the brake-slip control
inherently is subordinated the base-braking and yaw-control functionality.

Computational Partitioning

On another level there is the computational partitioning, which deter-
mines how the computational resources are distributed. This corresponds
to the partitioning and distribution of the computer and communications
system.

Centralized Architecture. In the centralized architecture shown in
Figure 5.7 all processing takes place in one single node. Sensors and ac-
tuators are connected to this node via a bus. This architecture has the ad-
vantage of requiring little hardware, although the single node may need to
be powerful. This may keep down cost and maintenance. The simplicity of
the system makes it less complex to manage with respect to dependability.
Bandwidth requirements are quite easily verified.
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@ \ Communication bus /

Figure 5.7 A centralized computer architecture.

Partially Distributed Architecture. In the partially distributed ar-
chitecture of Figure 5.8 the sensor and actuator nodes are equipped with
computing capacity. These nodes can be “smart” sensors and actuators,
or hosts of local control loops. The decomposition into several units may
simplify development and make the system more easy to test. Managing
dependability is more complicated than on the centralized system.

Figure 5.8 A partially distributed computer architecture.

Fully Distributed Architecture. In the fully distributed architecture
of Figure 5.9 all nodes have the capacity to host complex computations. A
substantial advantage with this architecture is the potential flexibility to
add functionality in arbitrary nodes. While the partially distributed sys-
tem is decomposed into small units of hardware, these are often dedicated
to a particular functionality. The decomposition in the fully distributed
system is completely realized on the functional level. Management of de-
pendability may be quite complex, but the sensitivity to node failure may
be smaller, since a peer node may take over functionality.
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Communication bus

Figure 5.9 A fully distributed computer architecture.

System Architectures

A system architecture is obtained by mapping a control-system structure
onto a computer architecture. The mapping determines where network
delays are introduced in the algorithms. Note that the mapping may in-
clude replication of certain algorithm components into several nodes and
that also this affects the location of network delays. In the case-study,
centralized and hierarchical control structures were mapped onto central-
ized, partially distributed, and fully distributed computer architectures.
The peer control-system architecture was not considered, since it was not
natural to apply on the brake system. The investigated configurations
are shown in Table 5.1. The mapping procedure involves a lot of freedom
with respect to replication, etc., and not all variants make sense. Details
on the chosen mappings are given in [Claesson et al, 2000]. The C/C
and H/C configurations show only node-internal differences, and there-
fore only C/C was considered. In these configurations all control algo-
rithms execute in the only computer node. In the C/P architecture the
distributed nodes may take over functionality if the central node fails.
In the H/P configuration, the top-level algorithm execute in the central
node and the local algorithms in the distributed nodes. This is a very
intuitive configuration that is close in spirit to currently used architec-
tures. In the C/F configuration all control algorithms are replicated in
every node. This means a massive replication that may be exploited for
increased dependability. For the same reason, the H/F architecture is in-
teresting from a dependability point-of-view, as it is assumed that replicas
of the top-level algorithm are executing in all nodes. Similar architectures
have been suggested for flight-control systems. Due to large bandwidth
requirements and complexity it is, however, considered as a less attractive
solution for automotive systems.
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Table 5.1 Abbreviations of system architectures. Configurations within parenthe-
ses are not exhaustively analyzed.

Control structure Computer architecture

Centralized Partially distributed Fully distributed
Centralized c/C C/P C/F
Hierarchical (H/C) H/P (H/F)
Peer (P/C) (P/P) (P/F)

Dependability. The full functionality of the brake system includes base
braking, ABS and ASC. Faults that result in loss of ABS and ASC func-
tionality will, generally, not result in immediate hazard. Only the base-
braking is therefore considered to be a critical functionality that must not
fail under any circumstances. To ensure critical functionality in the case of
single faults, certain components are duplicated. Two cases are therefore
regarded for each computer architecture: a simplex configuration with no
redundancy and a duplex architecture with active redundancy of critical
components.

Dependability measures are computed from assumptions on which
components are used in a particular computer architecture, in combina-
tion with component failure-rates obtained from tabular data on electronic
equipment. Probabilities of system failure for the considered computer ar-
chitectures with simplex and duplex configurations are shown in Table 5.2.
Probabilities of loss of any or critical functionality for the considered com-
puter architectures are shown. In the calculations the inherent actuator-
redundancy of the brake system is taken into account. A minimum brake
functionality requires one operational actuator on each side of the vehicle.
The absolute values of the failure probabilities have no significant mean-
ing. The relative values, however, indicate the relative dependability of
the different architectures. It is clear that a duplex configuration is pre-
ferred to obtain high dependability. The choice of C, P or F architecture is
of less importance. The differences between the P and F architectures are
due to assumptions on simpler hardware in the distributed nodes of the P
architecture. Observe that the coverage factor has a very large influence
for the duplex configurations. That means, it is critical to have effective
fault-detection mechanisms.

Bandwidth Requirements. Which signals that are sent over the data-
bus depend on the system configuration. Bandwidth requirements are
computed from signal data-formats and periodicities. Results for the con-
sidered configurations are shown in Table 5.3. Replica management for
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Table 5.2 Probabilities of loss of any or critical functionality for the considered
computer architectures with simplex and duplex configurations. Note that the cov-
erage C has large influence on the dependability for the duplex configurations.

Functionality Computer architecture

C P F
Any (simplex) 33x10* 35x10™* 385x107*
Critical (simplex) 43x10% 27x10"° 3.0x107°

Critical (duplex, C = 0.990) 3.7 x 1077 22x 1077 2.7 x 1077
Critical (duplex, C = 0.995) 1.8 x1077 1.1x1077 1.4 x 1077
Critical (duplex, C =0.999) 3.8 x 1078 22x10% 27 x1078

Table 5.3 Bandwidth requirements [bit/s] for the considered system architectures.

System architecture
c/C Cc/pP C/F H/P
Simplex 23,280 23,280 8,720 23,280
Duplex 57,680 29,440 15,680 30,240

the duplex systems requires significant bandwidth, which explains the
numbers seen in the table. The duplex C/C configuration has the largest
bandwidth requirement. This is because all sensor and actuator data is
sent on the bus with high frequency. The smallest bandwidth by far is ob-
tained with the C/F configuration, where many signals are kept internal
in nodes with local control loops.

Conclusions

The duplex system with the smallest bandwidth requirements is C/F.
With replication of the full control-algorithm in all nodes the reconfigura-
tion after a fault is much simplified. In general, dedicated central nodes
should be avoided if possible, as such architectures may require compli-
cated re-configurations in case of a fault. This is in favor of decentralized
architectures with replication of centralized algorithmic components. The
highest reliability was achieved with the H/P architecture, which is the
configuration most similar to current systems. A H/F configuration with-
out replication is very similar to H/P, except for having more powerful
nodes in the former. This configuration offers great flexibility in system
design as new functionality may be added in any node. This implies a
clear separation between computer architecture and control algorithms
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and requires standardized interfaces and protocols, much in the spirit of
the open architectures currently considered by the industry.
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Concluding Remarks

A general conclusion from the work on this thesis is that areas that seem
unrelated at first sight become clearly related when being part of the same
system. With knowledge only on isolated parts or topics, it is impossible to
gain complete understanding of a system as a whole. In automotive appli-
cations this is very clear. For several decades the road vehicle was mainly
a mechanical construction. In recent years, computer technology has been
introduced as a key component and advanced control algorithms are used
to modify the dynamic behavior. It is a very satisfying experience when
new insights on the system level are derived by combining knowledge from
these, and other, areas.

Paper |

A useful observation from this work is that vehicle models with sound
structures and of intermediate detail level can be straightforwardly con-
structed with general computer-algebra tools and simulation software.
This is an alternative to the models of similar detail level that are offered
commercially. An advantage is that insight into the modeling details may
help the user to better understand the possibilities and limitations of
their model. For the purpose of trying out new ideas on chassis control
the approach is ideal, since actuating forces and moments may be applied
at will. The modular formulation makes it very easy to change vehicle
configuration, such as adding axles or changing suspension characteris-
tics, and the graphical interface of Simulink offers an attractive view. The
nonlinear description of the chassis dynamics makes the model applicable
in a wide range of operating conditions, also at large articulation angles.
The performance and accuracy turned out to be satisfactory, even if opti-
mization of the final implementation seems necessary to obtain realtime
simulation speed.
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Extensions and Future Work

For hardware-in-the-loop simulations an implementation completely in C,
together with a suitable solver library, would maybe be the best solution.
Another improvement in the direction of better efficiency would be to
identify and eliminate terms that have little influence from the equations
of motion.

There are many natural extensions to a model of this type. Virtually
any subsystem of interest can be added. Detailed models of the steering
subsystem and of the brake actuators would be especially useful. The pre-
sented model has mass-less axles. Attempts to include unsprung masses
has been made already, but did not result in remarkably different results.
It was noted that the increased complexity was still manageable with the
modeling method used. Another addition to consider is the effects of ver-
tical tire deflection, since this contributes significantly to the roll angle
at load transfer.

Paper Il

In the survey of existing tire models aimed at vehicle-handling simulations
it was noted that the area is sparsely populated with accurate, or at least
more advanced, models that are simple enough to be implemented by
an end user. Many models were presented in the 1970s, or earlier, at
a time when computer resources were scarce. The expressions involved
are often overly simplified and have only rough physical foundation. In
the eyes of the authors this is a niche where the proposed model fits
well. The approach to base the model on the separation of forces from
the adhesion and sliding regions turned out to give new intuitive and
physically motivated ways to interpret and use the empirical data. As one
result of this, the model includes effects of velocity dependence, even if this
is not explicitly included in the used pure-slip models. Velocity dependence
is a rare feature in models of similar size. Another very useful property of
the model is that no additional parameters need to be introduced, which
require calibration.

Extensions and Future Work

The quantitative validation that is shown supports the model, but is based
on a limited data-set. It is clearly of interest to do a more exhaustive com-
parison with empirical data. However, it is not easy to find measurement
data of good quality for all conditions of interest.

The proposed model may be viewed as a first step, as there is a natural
series of refinements that can be made. Effects of camber are necessary to
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include to make the model usable in a wide range of applications. This is
expected to be straightforward, although a bit tedious. The model is based
on the assumption of a rigid carcass, with some limited compensation for
carcass deformation. Work is ongoing to include effects of carcass flex-
ibility more completely, with the aim of even more accurate description
of the lateral force and aligning moment. The proposed model describes
steady-state behavior. In a further extension the carcass deformation may
be described dynamically to include also transient behavior. This is of
interest for vehicle simulations with rapid maneuvering. Among other is-
sues to consider is the effect of normal-load dependence on combined-slip
conditions. The model currently includes this implicitly, by means of the
pure-slip models. Another considered feature is also the description of
effects of water films on the road surface.

Paper il

Calibration of engine maps is a big issue in the design and production
of engine controllers. The results indicate that control schemes that are
more based on feedback than current approaches are less dependent on
accurate maps. The bottom-up approach in the control design enabled
the use of simple and mostly linear techniques. This is encouraging, and
supports the general principle of always trying the simple first. The suc-
cessful application of extremum control implies that this old idea may find
application in the control of modern engines. The proposed method to com-
bine the extremum controller with a controller that rejects the introduced
probing-disturbances would then be a natural component.

Extensions and Future Work

In the average car on the street, the engine maps are rarely very accurate
and it is likely that realtime optimization can give noticeable improve-
ments. It seems particularly useful in combination with cruise-control
systems in highway driving at constant operating conditions. A natural
extension is to optimize also other variables, and to use another signal
than the torque for performance monitoring. The method could be used to
update the current engine maps in a vehicle, by starting an optimization
from the old values. Another use would be for engine-map calibration in
production sites. Then, variables that are not possible to measure during
normal operation can be used and optimized, such as emission measures.
Although not found in any references, it would be surprising if this was
not tried already. Experiments on a real engine would be very interesting.
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Paper IV

Currents trends in automotive computer-architectures and the semi-con-
ductor industry are somewhat conflicting, as the dependability require-
ments on electronics increases in the former, while the latter delivers
devices with decreasing reliability. Even if the fault-tolerance of systems
may be kept on acceptable levels using redundancy, etc., this will, in gen-
eral, induce higher cost and increased complexity. Results that enable the
use of simple, cheap devices without jeopardizing safety are therefore wel-
come contributions and the method presented in this paper may be part
of such solutions.

It is gratifying when old ideas may be re-used in new contexts. In
this work the well known observer-based anti-windup scheme found a
new application together with artificial signal limits. The simple idea
that is presented effectively reduces the negative effects of occurring tran-
sient faults on control performance. It is also noted that results regarding
finite-precision numerics in signal-processing are related to the effects of
transient data errors.

Extensions and Future Work

The results extend straightforwardly also for rate-limited signals. An in-
teresting path to pursue would be to determine the optimal realizations
with respect to transient errors, as described in the paper, and to compare
them with the optimal realizations for round-off noise.
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Paper I

A 9-DOF Tractor-Semitrailer
Dynamic Handling Model for
Advanced Chassis Control Studies

Magnus Géafvert Olof Lindgarde

Abstract

This paper describes a flexible and modular 9-degrees-of-freedom non-
linear dynamic handling model for a tractor-semitrailer combination
vehicle. The equations of motion are derived from the fundamental
equations of dynamics in Euler’s formulation, with the use of gen-
eral computer-algebra software. The primary aim of the model is
simulation of handling scenarios with active yaw control, using uni-
lateral braking. However, it may also prove useful in other areas of
tractor-semitrailer handling analysis or hardware-in-the-loop simula-
tions. The model is formulated as a state-space model that may be
implemented in standard simulation environments. A Simulink im-
plementation is presented, and simulation results are compared with
experiments to validate the model.

©2003 Swetz & Zeitlinger Publishers. Reprinted with permission.
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Figure 1 A Volvo FH12 tractor-semitrailer vehicle on the Oresund bridge. (Cour-
tesy of Volvo Truck Corporation.)

1. Introduction

In the 1960s and 1970s there was an interest in handling-oriented mod-
els of tractor-semitrailer vehicles. The focus was then open-loop stability,
and in particular jack-knifing behavior of the vehicles. In recent work the
target has shifted to analyzing the handling of vehicles under closed-loop
control with systems such as active yaw control. Models for simulation of
tractor-semitrailer vehicles vary in a wide range of complexity from large
multi-body system models with hundreds of degrees-of-freedom (DOFs)
[Anderson et al.,, 2001] to small 3-DOF bicycle models [Ellis, 1994].

In handling simulations the planar motions of the vehicle are of pri-
mary interest. These lateral, longitudinal, and yaw motions are driven
mainly by the tire-road contact forces, which depend on the planar mo-
tion and the vertical tire load forces. The vertical forces vary with load
transfer that results from inertial forces generated by the acceleration of
vehicle masses. For commercial heavy vehicles this load transfer is large
because of the high location of the center of mass (CM). A simple model to
use for handling simulations would be a 4-DOF model: longitudinal, lat-
eral, tractor yaw, and semitrailer yaw motion. For steady-state modeling
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the load transfer may be described by e.g. quasi-static balance equations,
or by effective tire characteristics [Pacejka, 1988]. For modeling of tran-
sient behavior it is necessary to introduce additional degrees of freedoms.
On real vehicles the suspension systems have great influence on the load
transfer. They introduce a phase lag between the planar motion of the
vehicle axles, or unsprung bodies, and the vertical tire-road forces. To
capture this phenomenon correctly it is necessary to use a model with
sprung masses, that are connected to the unsprung body-parts by the
suspension system. Combinations of heave, roll, and pitch freedoms may
be used to describe the motion of the sprung masses.

Early work on 4-DOF planar models where load-transfer is modeled
by an additional roll freedom or by quasi-static balance was performed
by Ellis [Ellis, 1969, Ellis, 1988, Ellis, 1994] and Leucht [Leucht, 1970].
Mikulcik [Mikulcik, 1968, Mikulcik, 1971] presents an 8-DOF tractor-
semitrailer model with longitudinal, lateral, heave, and roll freedoms for
the tractor-semitrailer, and separate yaw and pitch freedoms for the trac-
tor and semitrailer, respectively. A Fortran implementation of this model
is also given. The model is used for analysis of jack-knifing behavior. In
a recent work [Chen and Tomizuka, 1995, Chen and Tomizuka, 2000] a
5-DOF tractor-semitrailer model is derived using Lagrange methods. In
this model a common roll freedom for the tractor and the semitrailer is
introduced. The model is intended for the study of lateral dynamics con-
trol in the context of research on Automated Highway Systems. The model
is evaluated with experimental data. In [Ranganathan and Aia, 1995] a
linear 3-DOF model of a tractor-semitrailer at constant speed is derived
and implemented in Simulink. The objective is yaw-stability analysis sim-
ulations. There are also recent intermediate DOF handling models like
the commercial TruckSim software based on the AutoSim package [Say-
ers, 1992]. A drawback with those is that they are targeted at engineers
rather than researchers. They are very easy to use when working with
conventional vehicles, but have less support for unconventional designs
that may be of interest in a research context. Another drawback with
these tools is the closed environment they constitute. The models may be
extended with equations expressed in Lisp-like language, but in an envi-
ronment where many experimental designs are to be modeled it may be
better to work with custom simulation models. Even though it may be te-
dious to work explicitly with the actual equations of a model, they provide
a lot of insight into the model and its behavior.

In the present work the choice made was to include all the heave, roll,
and pitch motions of the sprung masses, thus introducing five additional
DOFs (the heave freedom is common for the tractor and the semitrailer).
The reasons for this are that inclusion of pitch motion results in a more ac-
curate description of longitudinal load transfer during braking and accel-
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eration, and that the methods used for deriving the equations of motion do
not become much more difficult to use with these extra freedoms. The mod-
elling methodology relies heavily on computer-algebra software to handle
large analytical expressions and to generate simulation code. There are
several reasons for deriving a new model: Many previous models were de-
rived by hand in the 1960s and 1970s and were, therefore, often subject to
approximations that are not necessary with computer-algebra based meth-
ods available today. Furthermore, some equations were too large to solve
analytically, and were thus left to numerical solution by iterative methods
in the model implementations. This increases the computational complex-
ity of the model, and may severely slow down simulations. These early
models are also published as very large equations that are error-prone to
implement in a simulation environment. Still these models provide good
sources of knowledge when deriving a new model. The present model is
also targeted at future real-time simulation applications. A possible use
would be in hardware-in-the-loop simulations for evaluating various con-
trol equipment. This means that algebraic relations requiring iterative
solutions during simulation have been avoided.

The paper is organized as follows: Section 2 describes the configuration
of the vehicle. Section 3 treats the motion of the vehicle parts. In Section
4 internal and external forces are introduced, and the equations of mo-
tion are stated. The used tire model is described in Section 5. Section 6
describes the implementation of the model equations in a simulation en-
vironment. Results from simulations and validation of the model are then
shown in Section 7. Finally, some concluding remarks are given in Sec-
tion 8.

2. Vehicle configuration

The configuration of a model for the type of vehicle shown in Figure 1
is illustrated in Figure 2. The model consists of two sprung inertial bod-
ies, connected by the hitch. The unsprung bodies (axles) are assumed to
be massless. The hitch introduces algebraic constraints on the relative
motion of the tractor and the semitrailer. These algebraic relations are
used to reduce the number of freedoms in the final equations of motion.
Suspension characteristics at the wheel corners are included, as well as
torsional stiffness of the tractor chassis frame.

In the presentation below some notations are introduced. Vector vari-
ables are denoted by a bar. Vector representations with respect to a partic-
ular reference system are indicated by a superscript on the vector variable.
Vectors are then represented as 3 x 1-matrices holding the components
of the vector with respect to the reference system indicated by the super-
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i

Figure 2 Vehicle configuration. The joint between the tractor and semitrailer is
marked by an arc-shaped line representing the kinematic and kinetic constraints
described in the text.

script. The base vectors of the reference system S; represented in S; are
denoted by & = (1,0,0), & = (0,1,0) and & = (0,0,1). Coordinate sys-
tems are oriented according to the SAE standard, with x pointing forward,
y to the right, and z downwards, with respect to the vehicle forward direc-
tion. Time derivatives of a vector with respect to a certain reference system
are indicated by a subscript on the differential operator as (d/dt); . The
shorthand notation of ¢/ is used if i = j, i.e. the time derivative of ¢/
may be expressed as the time derivative of the components of ¢/. To help
the reader, a table of notations is included in Appendix A. The analytical
mechanics background is described in detail in [Lidstrém and Uhlhorn,
1984, Fowles and Cassiday, 1993].

The vehicle is divided into six separate parts, as shown in Figure 3: the
tractor sprung body ‘B;s, the semitrailer sprung body B, the tractor front
axle unsprung body B,, the tractor rear axle(s) unsprung body B, the
semitrailer axle(s) unsprung body B, and the hitch* body or rear tractor
part, B,. The main reference system is the coordinate system S;,. It is
aligned with the tractor, but it neither rolls nor pitches. It is fixed with
respect to B,r and B,,. The reference system S;, is similarly aligned with
the semitrailer, and is fixed with respect to B,;. The reference systems
Sis, Sss, and S, are attached to the corresponding bodies. The reference
system S, is the earth-fixed inertial reference system. The origins of S;,,
Sso, Sts, Sss and Sy, coincide and are located at the hitch, which is denoted
O. This point on the vehicle has the unique property of being common for
the tractor and semitrailer, which simplifies reduction of the equations of
motion using the kinematic constraints.

The reference systems S;, and Ss, describe yaw rotation and transla-
tional longitudinal, lateral, and vertical motion with respect to S.. The

angular velocities are @ = (0,0, r)T and @ = (0,0, r’)T, respectively.

*Also commonly denoted as “fifth wheel” or “king-pin”.
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Figure 3 Vehicle parts with attached reference systems. The relative motions
between reference systems are indicated by dashed lines and labels.

The velocity of O is 0% = (U,V,W). The angle between S;, and Sy, is
denoted the articulation angle, and is defined as y = [ rdt — [ r'd¢. The
reference system S;; describes a pitch and roll motion with respect to S;,,
which is represented with the pitch angle y; and the roll angle ¢;. Cor-
respondingly, S, describes a pitch and roll motion with respect to S;,,
represented by x; and ¢;. The reference system S; describes pitch and
roll motions with respect to S;,, which are represented by x; and ¢y,.

In the modeling of non-articulated vehicles it is common to express
the equations of motion in coordinate systems attached to the sprung
body [Kiencke and Nielsen, 2000]. For articulated vehicles, such as the
tractor-semitrailer combination, this may lead to difficulties in reducing
the equations using the kinematic articulation constraints. For the tractor-
semitrailer model the equations of motion are most conveniently expressed
in the S;, and S;, main reference systems aligned with the unsprung trac-
tor and semitrailer frames, and fixed with respect to roll and pitch. This
particular choice of reference system results in reasonable small expres-
sions that may be handled by computer-algebra tools.
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3. Kinematics
3. Kinematics

In the derivation of the equations of motion for the vehicle it is neces-
sary to have expressions for the acceleration of arbitrary points on the
vehicle body. Expressions for positions and velocities are needed for the
suspension and tire models.

Coordinate transformations

Let ¢ be a vector representation in the tractor sprung body reference
system Sy. Then ¢ = R°G* is the representation of this vector in main
reference system S;,. The rotational transformation R is defined as con-
secutive pitch and roll transformations (see Appendix B). Correspond-
ingly, a vector ¢* in the semitrailer system S, is represented in S, as
@*° = R;.q*. Transformations between the semitrailer system S, and the
tractor system S;, are described with ¢ = R g*.
The hitch kinematics is such that the roll angle ¢, of the tractor rear
part ‘B, is given by
P = Pscosy + xssiny (1)

Thus it is equal to the roll angle of the semitrailer at zero articulation
angle, and equal to the semitrailer pitch angle at 90 degrees articula-
tion angle. The tractor rear part B;, always has the same pitch angle as
the tractor front part B;;. Transformations between the tractor rear part
system S; and the tractor system Sy, are described with ¢ = R°g".

Motion of points on the vehicle bodies

Denote with S, the earth-fixed inertial reference frame, and with S; a ve-
hicle fixed non-inertial reference frame rotating with the angular velocity
®; and translating with the velocity 7p. Then for any vector g it holds that

(%)*q=<%)iq+@ixq (2)

where ’x’ denotes the cross-product operator. In particular the velocity of
a point P with respect to S, is expressed as the sum of the translational
velocity of the vehicle reference system, and the time derivative of the
position vector for P, 7p:

_ _ d\ _ _ d\ _ L _ - L
Up = 0o + a7 Fp =100+ a Tp+® XFp=00+7rp+® XTp (3)

1

The acceleration of P is computed by applying (2) on (3):
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Figure 4 Vehicle free-body diagram.

dt
=z‘;0+a‘)ixﬁo+c§ixfp+d)ix(d)ixfp)+2d)ixf~p+i"p (4)

d d . L
dp=<—) 17p=(a> (o +7p + @; X Fp) + @; X (Do + Fp+ @; X Fp)
* i

Let 7% denote the position of an arbitrary point P on the tractor body
Bys, expressed in the tractor fixed reference system S;;. Using the above
relations, position 7%, velocity 0 and acceleration a% of P expressed in the
tractor main reference system S;, are computed as in Appendix B. Expres-
sions for the position, velocity and acceleration of points on the semitrailer
body expressed in the semitrailer main system S;, are computed analo-
gously. Likewise computed are the position and velocity of points on the
hitch body B;,.

4. Kinetics

The free-body diagram of Figure 4 introduces the forces and moments
that are used in the kinematic analysis. The bodies B;; and ‘B, carry the
masses my, and mgs, with the inertial tensors I fQ; (r31 —Fprh)dmp
and I, = [, (r31— Fpip)dmp with respect to O.

The fundamental equations of dynamics in Euler’s formulation postu-
lates that

FE/deZ/dpdmp (5&)
B B
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Mo = / Fp X dFP = / Fp X apdmp (5b)
B B
Thus for the tractor

Fts — Ft/s = / dpdﬂlp (6a)
B,

ts

Mts — Mt/s = / rp X dpdl’ﬂp (6b)
Bys

where Fj, ‘and Mts_are the sum of external moments and forces acting on
Bss, and F}, and M/, are the internal reaction forces and moments from
By,. Accordingly for the semitrailer

Fss — F;s = / dpdl’ﬂp (7a)
B,

Mss — Ms/s = /Q; rp X dpdﬂlp (7b)

The static kinetic constraints that arise from the massless free body By,
are

F +F. +F,=0 (8a)
M)+ M +M,=0 (8b)

where Fj;, and M, are the external forces and moments acting on B;.

Elimination of internal forces and moments

The internal forces F), and F/, are eliminated by combining (6a), (7a) and
(8a), yielding

R+ RSF+FY = [ agamp+ RS [ agamp @)
Bis Bss

when represented in Sy,.

A little more care has to be taken when eliminating internal moments
because of the torque transfer characteristics of the hitch. Regard that the
hitch transfer moment to the semitrailer along the &° axis at 0 degrees
articulation angle, and along the &}’ axis at 90 degrees articulation angle:

T/55 188 . T _ 188 —g8 /188 . _ss
M =M, (cosy, siny, 0) =M cosye’+ M  sinye]
(10)
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The moment transfer to the tractor is in all &, &} and & directions, and

is determined by the roll stiffness in the &% direction:

M/iz = (CC (¢t - ¢h) ’ M/g,y’ Ml;z,z )T

=C,(pr — ) + M’ & + M'? & (11)

ts,y-y ts,z2vz

Now (8b) combined with (10) and (11) may be expressed in S;, as

B2 (C. (90— 9n) &5 + M5 2 + M 2%

ts,y*y
+ RY? (M’iﬁ,xy cos e + M/zz,xy sin l//é‘;s) +RPM =0 (12)
or
M/ss
$8,xy
(R (cosyey +sinyey) Ryey Rier)| My,
M.
= —RyY M} — C. (¢ — ¢n) R2&S  (13)
ElhiCh can be solved for M'5; ., M'}; , and M';; .. Thus (6b) and (7b) may
e represented as
- RO = [ 7 xagdm (14)
3ts
M’y —RYM'; = [ ¥ xapd 15
ss — flgst ss {BranP mp ( )

Equations (9), (14) and (15) form the complete set of equations of motion
for the tractor-semitrailer combination vehicle.

State equations
Equations (9), (14) and (15) may be written in matrix form as

[t to 77 ot ~to to ~s0
F10+EsoF;:+Fho f%s anmP+E80f$ss apdmp
= to a7 /t0 _ =to ~to
Mttso - EtZM/to - fths Tp X ap dmp (16)
1 so so n g S8 =50 S0
Mss - EssM ss fﬂs rp X ap de

Introducing the state vector £ = (¢7,ET) with E7 = (U, V, W,r, v, s, 74,
s, %s) and & = (Z,¥, 01, X1, 05, Xs), the right-hand side of (16) may be
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rewritten such as
5, @pdmp + B [, aydmp dE
_ _ - d&; _
quts g x agdmp = ﬂ(g)ﬁ - F(&) (17)
fﬂiss 79 x aydmp
where the elements of the matrices H () and F () are nonlinear functions
of the state vector where inertial and geometrical parameters appear as

constants. By combining (16) and (17) the complete state equations are

Fl°o + RYFs + Fl°

B d = B B =80~ S8s B
HOZ = p@) + | wg— RO (182)
M — RSM'
a&
@2 _g 1
L: e, (18b)

with E defined in concordance with the definitions of 5_1 and 5_2. The ma-
trices H(&) and F(€) are computed by inserting the kinematic expressions
for positions and accelerations from Section 3 in the integrals, solving the
integrals, and then factoring out the time derivatives of &;. The integral
expressions are very large, but easy to solve with a computer-algebra tool
as they evaluate to body masses, center of gravity locations and elements
from the inertia matrices. The equations of motion are too large to be

written out explicitly. The 9 x 9 matrix H (&) consists of elements of up
to nine nonlinear terms in the state variables, and the 9 x 1 matrix F (&)
of elements of up to 59 nonlinear terms in the state variables. Equation
(18a) is solved numerically for the state derivatives at each integration
step t5, using the current state & (tz). Solving for the state derivatives
analytically is not practical, since it would lead to extremely complex ex-
pressions. For optimizing computational speed in simulations this could,
however, be done using methods described in e.g. [Sayers, 1990]. The gain
in simulation speed is still expected to be minor since solving the equa-
tion takes less than 0.5 ms on a standard Pentium II 366 MHz PC using
LAPACK algorithms.

The external forces that act on the vehicle are the gravitational forces
Fy s = mysge and F, o = m:9e%°, and tire-road contact forces. Wind-drag
forces are not included in the model, but may easily be added. The tire-road
contact forces are obtained from the tire model, which is described below.
These forces are transfered to the sprung chassis through the suspension,
and depend on suspension characteristics and axle configurations. The
suspension system determines the vertical forces as well as pitch and roll
moments.
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Axle balance equations

The axle and suspension kinetics are derived from analyzing the free-body
diagram of Figure 5. The description of the axle-kinetics is presented for
an arbitrary axle. The indices “/” and “r” on the variables denote the left
or right side of axle. The axle-kinetics are described in the S;, and S;, ref-
erence systems for the tractor and semitrailer axles respectively. Denote
the suspension forces at corner i € {/,r} by Fi;, the suspension moments
by M;;, and the wheel forces by F,,;. Now Fi,., Fyix, Fuiy Msix, Ms;.
may be expressed directly in terms of position and velocity of the suspen-
sion corner, which can be computed from the state variables, while Fj; ,,
Fsiy, Fu;» Ms;, are computed by solving balance equations described
below. Since the axle and the sprung chassis are rigid bodies that have
two supporting connections aligned in the é§°, e;’ directions, there are
no internal moments acting in the &%, &° and &/, &° directions. With a
roll-stiffener an extra moment in the &/, &° direction may be added. Let
M, = M.+ M;,, and My, = M, + M, , denote the lumped suspen-
sion moments on one axle. This reduces the number of free variables. The
planar tire-forces F,,; ., Fi 1y, Furx, Fury are assumed to depend linearly
on the normal tire-forces F,,; ., Fy . as:

Fw,l,x = Fw,l,z,ul,x Fw,l,y = Fw,l,z,ul,y (193)
Fw,r,x = Py rzlrx Fw,r,y = Fw,r,z,ur,y (19b)

where the coefficients of friction p; », t4; 5, lrx, and ., are given from the
tire model. Let Arg;,, Arg, ., Us;,, and v, ,, denote the suspension travel
and velocity at the left and right suspension corners at a given time. These
variables are computed from the state variables using the expressions of
Section 3. The vertical suspension forces may now be computed using any
desired mapping. In this presentation a simple linear suspension is used:

Fs,l,z = _CsArs,l,z - sts,l,z (203)
Fs,r,z = _CsArs,r,z - sts,r,z (20b)
The known suspension moments are M, , = —C,(Ars, ,—Ars; ) and M, =

0, where an anti-roll bar with stiffness C, provides additional roll stiffness.
Balance of forces and moments result in the following set of equations:

Fs,l,x + Fs,r,x + Fw,l,x + Fw,r,x =0 (213)
Foo,+F,,+Fy,+F,,, = 0 (21Db)
Fs,l,z + Fs,r,z + Fw,l,z + Fw,r,z =0 (21C)

—Ts12Fs1y = TsreFory +TsiyFsiz+ rsryFor:
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Figure 5 Tractor front axle and suspension kinetics. Tractor rear axle and semi-

trailer axle have corresponding configurations.
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+rwivFwiz + rwryFur+Ms, = 0 (21d)
rsieFoix+rsroFsrat+Msy = 0 (21e)

~TsiyFsix —TsryFsre —TwiyFuix —TwryFurx = 0 (21f)
Fog, = F,, (21g)

It is assumed that side forces are equally carried by the left and right
suspension (21g). Using the assumption (19) the Equations (21a—21g)
can be rewritten as

1 1 0 0 Hix Urx 0
0 0 1 1 Hiy Ury 0
0 0 0 0 1 1 0
0 0  —rsi. —Tsrz  Twly Twry 0
Tsiz Tsrz 0 0 0 0 1
sty Tsry 0 0 ruwiyMix Twryhrx O
0 0 1 -1 0 0 0
Fs,l,x 0
Fsrx 0
Fs,l,y —Lslz— Fs,r,z
Fsry | = | —Msx—rsiyFsi.—rsryFsr: (22)
Fw,l,z 0
Fyr. 0
M, 0

This linear equation system is solved for each axle at each simulation
step.

During heavy cornering the right or left wheel may not stay in contact
with the ground. The normal force of the left or right wheel is then zero,
ie. F,;.=0o0r F,,, =0, and is no longer a free variable in Equation (22).
The axle roll angle may then be introduced as a new free variable. A new
balance equation may then be stated and solved [Géfvert and Lindgérde,
2001].

For certain tires the friction coefficients in (19) decrease at large loads,
so that the planar tire-forces depend nonlinearly on the normal forces. If
the friction coefficients depend on the normal forces the difficulty arises
that tire normal forces need to be known to compute tire lateral and
longitudinal forces, while the lateral and longitudinal forces need to be
known to solve the axle balance equations for the normal forces. In this
case it is still possible to use the axle-balance equations 22 iteratively.
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Then the equations are first solved using a nominal load, and the resulting
vertical forces are used in the next iteration. The convergence is in general
very fast. In tested cases two iterations have been sufficient.

5. Tire and Wheel Models

The model presented below is based on the generic slip circle model [Schur-
ing et al., 1996, Pottinger et al., 1998] for combined braking and cornering.
The basic idea is to combine models for pure braking and pure cornering
into a model that accurately describes simultaneous braking and corner-
ing. The tire model describes the longitudinal and lateral tire-road contact
forces. Effects with limited influence on vehicle handling are neglected.
This includes self-aligning torque which mainly influences steering dy-
namics [Edlund, 1991], effects of camber angle which is normally small
on trucks [Pauwelussen et al., 1999], and rolling resistance.

The model is expressed in terms of tire slips. Longitudinal tire slip A
is defined as
oR, —u

u

A= (23)

where u, v are the longitudinal and lateral velocities of the wheel center
expressed in a reference system aligned with the wheel, @ is the wheel
angular velocity, and R,, is the effective wheel radius. The lateral side-slip
« is defined as v

tana = — (24)

A dimensionless slip variable s is introduced as
s= VA2 +sin*a (25)

Define the slip angle S as

sin

A

tan § = (26)
The tire force is assumed to be counter-directed to the slip vector described
by s and B. The longitudinal and lateral adhesion coefficients u, and u,
are defined as

s
®

Hyx = Fw,z (273)
F,,
:uy = F . (27b)

w,z
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Figure 6 Experimental tire adhesion coefficients at pure braking (left) and pure
cornering (right). The last data value for the lateral adhesion coefficient is estimated
as being equal to the longitudinal adhesion coefficient for A = 1. The experimental
data is obtained from Volvo Truck Corporation [Edlund, 1991].

where F,, ; is the tire vertical load, and where F,, . and F,,, are the longi-
tudinal and lateral tire forces. The adhesion coefficients for pure cornering
and braking are modeled as mappings from the tire slips as z,(1) and
Uy(a). The adhesion coefficients may also be dependent on the vertical
load. Experimentally acquired tire data is used for the maps (see Figure
6). The adhesion coefficient of the combined tire force is now described
as

1(s, B) = x(s) cos® B + p1,(s) sin® B (28)

Finally, the resulting tire forces are obtained from
F,x=F,.u(s,f)cos (29a)
Fyy=F, u(s,B)sinf (29b)

It is seen that pure cornering and braking are restored for § = 0 and
S = r/2. For other B the combined tire forces lie on a curve that is
“close” to an ellipse. The slip circle model is compared with experiments
in Figure 7. At combined braking and cornering the adhesion coefficients
are reduced in contrast to pure braking and pure cornering.
The rotational dynamics of the wheels are modeled as
d
Jw—0 =M, — R, F, , (30)
dt
where J,, is the moment of inertia of the wheel, and M, the driving or
braking moment. For certain applications where brake and wheel dynam-
ics are not of particular interest, the wheel dynamics may be eliminated
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Figure 7 Slip circle model and experimental adhesion coefficients at combined
braking and cornering for two fixed o and varying A. The experimental data is
obtained from Volvo Truck Corporation [Edlund, 1991].

and the longitudinal tire slips A may then be used directly as inputs to
the vehicle model.

A simple model of steering compliance may be added for each steered
wheel as § = KgteerOsteer + M/ Csteer, Where 9 is the steering angle of the
wheel, Keer the geometric steering ratio, Jgicer the steering-wheel angle,
Csteer the steering compliance, and M, the self-aligning torque acting on
the wheel. For details and more elaborate models, see e.g. [Gillespie, 1992].
With this amendment one may study responses to steering-wheel inputs
instead of direct wheel angle inputs. It is then necessary to use a tire
model which also describes the self-aligning torque, e.g. [Bakker et al,
1989].

Roll-steer effects have significant influence on handling performance
[Sweatman and McFarlane, 2000], and is easily included as describing
wheel steering angles as functions of the roll angle, e.g. 6 = K195, where
K. is the roll-steer coefficient.

6. Implementation

A model of a 4x2 tractor with a 3-axle semitrailer was implemented in
the Matlab-Simulink simulation environment. The computer algebra soft-

ware Maple was used to compute F (&), H(&) and the kinematic relations

of Section 3, see Appendix C. Maple has support for translation of expres-

sions to the programming language C. The expressions for F(&) resulted
in around 300 lines of C-code, and the expressions for H(&) in around
200 lines. The generated C-code was included in Matlab mex-file func-

tions which are called during simulations. The resulting simulation code
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is modular in the sense that the dynamic equations, the suspensions and
the axle load balance equations, and the tire model equations are sepa-
rated. This makes it easy to substitute one of these sub-models for another.
Wheel rotational dynamics are not included. Hence, the longitudinal slips
A with i € {fL, fr,rl,rr,s1l,s1r,s2l,s2r,s3l,s3r}, and the front wheel
steering angle J are the inputs to the model. The parameters of the model
are listed in Appendix D. A 3D-animation routine based on standard Mat-
lab graphics was developed to illustrate simulation results. This provides
good supplement to the signal graphs and helps understanding the vehicle
behaviour in different scenarios.

7. Results

Validation

Experimental data recorded from 31 runs on a test-track with a 4x2
tractor-semitrailer vehicle was provided by Volvo Truck Corporation, to-
gether with data of the vehicle. A set of model parameters corresponding
to the tested vehicle was derived. Since the provided data did not cover the
complete set of parameters of the model, some assumptions were made.
In particular it was difficult to determine tire data and suspension data
with high accuracy. No information except from approximate mass and di-
mensions was provided on the semitrailer parameters. Nonlinear lookup-
table mappings for the damper characteristics were provided, and were
included in the model. Braking actions were not recorded, and most of the
test-scenarios only included steering actions. The recorded variables of
interest were: front wheel angles, vehicle speed, kingpin-angle, yaw-rate,
and suspension travel for the four corners of the tractor.

A linear constant speed planar 3-DOF dynamic tractor-semitrailer
model [Géfvert, 2001] was tuned with parameters corresponding to those
of the 9-DOF model. This 3-DOF model has the lateral velocity V, yaw-rate
r, articulation angular rate {7, and articulation angle ¥ as state variables.
Both the 3-DOF and the 9-DOF models were simulated with the recorded
front steering angle of the experimental data as inputs. Figure 8 shows
the typical results from a lane-change maneuver. Both models show good
accordance with experimental data with respect to kingpin-angle and yaw-
rate. The suspension travel of the 9-DOF model is well reproduced. The
tire parameters have large impact on the reproduction of the king-pin
angle and the yaw-rate, and need careful tuning.

The motivation for using the 9-DOF model instead of the simpler 3-
DOF model is the inclusion of the load-transfer effects on tire normal
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Figure 8 Solid: Experiment; Dashed: 9-DOF model; Dotted: Linear 3-DOF model.
In the upper four plots the dashed and dotted lines almost coincide. Note that the
linear 3-DOF model does not reproduce the suspension travel of the four lower
diagrams in the figure.
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forces. Those forces were not measured in the experiments, but they cor-
respond to the suspension travel. Since the suspension travel is reasonably
well reproduced by the 9-DOF model it is concluded that the tire normal
forces are equally well reproduced. In the present scenarios the linear
model and the 9-DOF model perform similarly with respect to kingpin-
angle and yaw-rate. Hence, good reproduction of normal forces are not
needed to reproduce the planar behavior of these scenarios. This may be
explained by the fact that in pure cornering only the lateral tire-force
produced at each axle is of importance, i.e. the sum of the left and right
wheel lateral forces. The load transfer affects this total lateral force only
in presence of significant nonlinear normal-force dependence in the tire
models, having the effect of decreasing the lateral force at large loads.
Still, the load transfer will have significant influence in the case of unilat-
eral braking actions, which may be applied by yaw-stabilization systems.
This is because the largest available planar tire-forces at each wheel are
determined by the normal forces.

Simulation with stabilizing controller using unilateral braking

A linear 3-DOF constant-speed model of the tractor [Gafvert, 2001] was
used to design a simple yaw stabilizing controller using unilateral braking
actions. The controller consists of two discrete-time LQ-type controllers
[Astrom and Wittenmark, 1997] that handle oversteer and understeer sit-
uations by braking a front axle or rear axle wheel on the tractor, correspon-
dingly. The controllers minimize cost functions of the type

J= /(x—az,)Tg(az—az,) +RAdt (31)

where ¥ = (V,r) is the lateral velocity and yaw rate of the tractor, %,
is the desired lateral velocity and yaw rate of the tractor computed from
a linear reference model, A is the controlled braking action described as
longitudinal tire slip, and where @ and R are tuning parameters. Hence,
the controller minimizes a trade-off, determined by the tuning parameters,
between the integral of the squared control error in lateral speed and yaw,
and the power of the braking interventions. Note that the ratio V/U is
the vehicle side-slip S, for small values. Hence, controlling V is essentially
the same as controlling the side-slip . The resulting controller is of the
form

/lf = Loversteer (327” - :E) (323)
Ar = Lypgersteer (Xr — X) (32b)

where L ersteer @0d Lipdersteer are constant 1 x 2 matrices. When oversteer
or understeer behaviour is detected the corresponding controller inter-
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Figure 9 Paths for the uncontrolled and controlled vehicle, with the tractor and
semitrailer illustrated as connected bars for ¢ = 1 to 10 s. The maneuver results in
a jackknifing situation for the uncontrolled vehicle.

venes with braking actions on the front or rear axle. The sign of A deter-
mines wether the braking action is distributed to the left or right wheel.
The sampling time of the controller is 50 ms. A similar control strategy
is described in [van Zanten et al., 1995, Hecker et al., 1997|.

The controller was applied to the 9-DOF model and simulated with a
violent lane-change maneuver at 100 km/h and reduced road adhesion. In
Figure 9 the effect of the controller is illustrated by showing the vehicle
paths for the controlled and uncontrolled vehicle. Without the stabilizing
controller the vehicle enters a jackknifing situation, while the controlled
vehicle maintains stability. Figure 10 shows some primary vehicle vari-
ables during the maneuver. The front-wheel angle input is constructed
from cosine quarter-periods to obtain a smooth trajectory. The lateral ac-
celeration and the normal tire-forces show that the maneuver is rather
violent, not very far from roll-over. As can be seen, the yaw-rate, vehicle
side-slip, and articulation angle are quite rapidly stabilized after the lane-
change. Figure 11 shows the braking actions commanded by the controller.
Braking on the front left and front right wheels compensate the oversteer-
ing. In the transition from right to left turn a short braking action is also
commanded on the rear left wheel. A snapshot of the animation of the
controlled maneuver is shown in Figure 12. The simulation indicates the
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Figure 10 Controlled vehicle variables. Top left: front wheels angle, tractor slip
angle; Top right: lateral acceleration; Middle left: yaw rate, articulation angle, ve-
hicle side-slip; Middle right: tractor and semitrailer roll and pitch angles; Bottom:
longitudinal (dash-dotted), lateral (dashed), and vertical (solid) tire forces.
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Figure 11 Longitudinal tire slips resulting from unilateral braking actions of the
stabilizing controller.

Tire force vectors

Figure 12 Snapshot of the animation of the controlled lane-change maneuver at
time ¢ = 5.4 s. Note the front right braking action in the tire force vectors.
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applicability of the 9-DOF model to handling simulations for evaluating
stabilizing control strategies. The controller used in this simulation is to
be regarded as a simple example. More sophisticated controller designs
need to be used to handle, e.g., the uncertainties in mass distribution and
tire-road adhesion. Moreover, the signals used for feedback in the exam-
ple are normally not directly available, but must be reconstructed by an
observer.

8. Conclusions

The nonlinear dynamic 9-DOF tractor-semitrailer model presented in this
paper is modular in the sense that axle, suspension, and tire sub-models
are separate from the chassis dynamics. Hence, it is easy to change axle
and wheel configurations to plug in different tire models, or to use dif-
ferent suspension models. Moreover, the model should be easy to extend
with e.g. brake dynamics. The equations of motion are derived without
other approximations than the assumption on the vehicle configuration.
Approximations are introduced in the modeling of the suspensions, axles,
and tires. The level of approximation may be chosen by the user by sub-
stituting the subsystem in question for a more detailed model. This is a
simple operation due to the modularity.

Model parameters are intuitive and quite easy to tune. Geometry and
mass parameters are easy to measure on the real vehicle. Mass distribu-
tions are usually known at least approximately. The model is robust to
small variations in these parameters in the sense that the correspond-
ing variations in simulation results are small. Suspension characteristics
are normally known well. They primarily determine the load-transfer dy-
namics. In presence of highly nonlinear normal-load dependence of the
tires they may have significant influence on the directional response in
cornering. Tire characteristics are a difficult matter, not the least for com-
bined braking and cornering, and have great influence on the directional
response of the vehicle. Therefore, tire parameters need careful tuning.
Sets of tire data from test-bench experiments at pure braking or corner-
ing are often available, and may be used in combination with a suitable
tire model. Even though all data were not available for the test vehicle
in this study, good results were obtained by using estimates of unknown
entities.

The validation indicates that load-transfer is accurately modeled. This
implies that the model may give realistic results in simulations of handling
maneuvers near and beyond the tire adhesion limits. Hence, the model is
suitable for studies on advanced chassis control in handling-maneuvers,
as shown in the example with the yaw stabilization controller.
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A. Nomenclature

Body configuration and reference systems

Bar Tractor front axle unsprung body
Bar Tractor rear axle unsprung body
Bas Semitrailer axle(s) unsprung body

Bys, Sts Tractor sprung body with attached reference system
B.,Sss  Semitrailer sprung body with attached reference system
By, Sp,  Hitch (tractor rear part) body with attached reference

system
Sio Tractor main reference system
Sso Semitrailer main reference system
0 Origin for S, Sso, Sis, Sss, Sh

Indices

P A point on the vehicle body
to  Tractor main

so  Semitrailer main

af Tractor unsprung front axle
ar  Tractor unsprung rear axle
as  Semitrailer unsprung axle(s)
ts  Tractor sprung

ss  Semitrailer sprung

»  Hitch

f  Front axle

r Rear axle

s Semitrailer axle

1 Left side

r  Right side

Geometry

Femys  Center of mass location for B,
Femss  Center of mass location for B,
Fij Location of suspension at side j on axle i

P Location of wheel at side j on axle i
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A. Nomenclature

Kinematics

velocity of O expressed in S;,

<
Qo

U Longitudinal component of vg
|4 Lateral component of vo

w Vertical component of vo

@Dy Angular velocity of S;,

r Yaw velocity of S;,

@Dy Angular velocity of S,

Yaw velocity of S,

Articulation angle (angle between S;, and S;,)
¢:,¢s  Tractor and semitrailer roll angles
Xi.Xs Tractor and semitrailer pitch angles
o Hitch body roll angle

R/ Coordinate transformation matrix from system i to sys-
tem j

Longitudinal tire-slip
Tire slip-angle

Vehicle side-slip angle

S ™ R >

Wheel steering-angle

Osteer  Steering-wheel angle

Kinetics

My Tractor mass (B;;)

Mg Semitrailer mass (Bs;)

I, Tractor inertial tensor with respect to O
I, Semitrailer inertial tensor with respect to O
F’,’S Internal force between B, and B,

M, Internal moment between B,, and B,

F, Internal force between B,; and B,

M, Internal moment between B,, and B,

F, Sum of external forces acting on By,

M,, Sum of external moments acting on By,
F, Sum of external forces acting on B,

M, Sum of external moments acting on By

F,; i Suspension force at side j on axle i.
F,;; Tire-road contact force at wheel on side j of axle i

i;  Tire self-aligning torque at wheel on side j of axle i
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B. Kinematic Expressions

Transformation matrices

1 0 0 cosy; O siny;
R°=|0 cos¢, —sing, 0 1 0
0 sing; cos¢, —siny; 0 cosy;
1 0 0 cosys O siny;
R?=1|0 cos¢g; —sing; 0 1 0
0 sing; cos¢; —sinys 0 cosy;
cosy siny O
R =| —siny cosy O
0 0 1
1 0 0 cosy; O siny;
R°=1]0 cos¢g, —sing, 0 1 0
0 singp, cos@y —siny; 0 cosy;

Motion of a point on the tractor sprung body B,
=to __ to ~ts
r'p = Ets rp
~t —t 10 —t. St to ~t.
Up =06 + Ry Tp + gy x Bi/Fp

~to __ =to =to —to 510 _ts ~to to =ts
ap =Vp +wto X Vg +EtsrP +wto XEtsrP

~to

~to ~ts ~to ~to to —ts
+ 2wtu X EtsrP + a)to X (a)tu X EtsrP)
Motion of a point on the semitrailer sprung body B,
~S0 __ PSO.=Ss
rp = EssrP
—~S0 __ ~S0 S0 —ss =50 S0 =ss
Up = Vo +—ssrP + wso X EssrP
— e — _. 550 _, o . — ~S0 _
@ = 0 + 030 x 0 + RUFE + 630 x RIS + 260 x RS
S0 S0 80 =88
+ a)su X (a)so X EssrP
Motion of a point on the hitch body B,
=to __ to ~h
Fp =R,Tp

~to __ =to 110 _h ~to to -h
Up =06+ R, Tp + @y x B, Tp

C. Maple code

> restart;
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C. Maple code

> with(LinearAlgebra):
============ KINEMATICS ============
Motion of a point in vehicle coordinates
> reldiff := (r_::Vector,omega_::Vector) -> map(s_->diff(s_,t),r_) +
CrossProduct (omega_,r_) ;
Tp = <X,y,2>;
‘v_0"to¢ := <U(t),V(t),W(t)>;
‘omega_to~to¢ := <0,0,r(t)>;
‘omega_so~so‘ := <0,0,r(t)-diff(psi(t),t)>;
Coordinate transformations
> ‘R_ts"to‘ := Matrix([[1,0,0],
[0,cos(‘phi_t‘(t)),-sin(‘phi_t‘(t))],
[0,sin(‘phi_t‘(t)),cos(‘phi_t‘(t))1]1).
Matrix([[cos(‘chi_t‘(t)),0,sin(‘chi_t‘(t))],
[0,1,0],
[-sin(‘chi_t“(t)),0,cos(‘chi_t‘(t))11);
> ‘R_ss"so‘ := Matrix([[1,0,0],
[0,cos(‘phi_s‘(t)),-sin(‘phi_s‘(t))],
[0,sin(‘phi_s‘(t)),cos(‘phi_s‘(t))1]1).
Matrix([[cos(‘chi_s‘(t)),0,sin(‘chi_s‘(t))],
[0,1,0],
[-sin(‘chi_s‘(t)),0,cos(‘chi_s‘(t))11);
> ‘R_so"to‘ := Matrix([[cos(psi(t)),sin(psi(t)),0],
[-sin(psi(t)),cos(psi(t)),0],
[0,0,111);
> ‘R_to"so‘ := map(simplify,MatrixInverse(‘R_so"to‘));
> ‘phi_h‘ := ‘phi_s‘(t)*cos(psi(t))+‘chi_s‘(t)*sin(psi(t));
> ‘R_h"to‘ := Matrix([[1,0,0],
[0,cos(‘phi_h®),-sin(‘phi_h‘)],
[0,sin(‘phi_h*),cos(‘phi_h‘)11).
Matrix([[cos(‘chi_t‘(t)),0,sin(‘chi_t‘(t))],
[0,1,0],
[-sin(‘chi_t‘(t)),0,cos(‘chi_t‘(t))]1);
Motion of a point on the tractor body

VvV V VvV VvV

> ‘r_PtsTts := <x,y,z>;

> ‘r_Pts"to¢ := ‘R_ts"to‘.‘r_Pts"ts‘;

> ‘v_Pts"to¢ := ‘v_0"to¢ + reldiff(‘r_Pts"to‘, ‘omega_to”"to‘);
> ‘a_Pts"to‘ := reldiff(‘v_Pts"to‘, ‘omega_to”to‘);

Motion of a point on the semitrailer body

> ‘r_Pss”ss‘ := <x,y,2>;

> ‘r_Pss”so‘ := ‘R_ss”so‘.‘r_Pss”ss‘;

> ‘v_0"so¢ := ‘R_to"so‘.‘v_0"to‘;

> ‘v_Pss”so¢ := ‘v_0"so¢ + reldiff(‘r_Pss"so‘, ‘omega_so”so‘);
> ‘a_Pss”so‘ := reldiff(‘v_Pss”so‘, ‘omega_so”so‘);

Motion of a point on the hitch body

> ‘r_Ph"h‘ := <x,y,z>;

> ‘r_Ph"to‘ := ‘R_h"to‘.‘r_Ph"h‘;

> ‘v_Ph"to¢ := ‘v_0"to‘ + reldiff(‘r_Ph"to‘, ‘omega_to"to‘);
Wheel corner velocities

> ‘v_WtTto¢ := ‘v_0"to‘ + reldiff(<x,y,z>, ‘omega_to"to‘);

> ‘v_Ws"so‘ := ‘v_0"so‘ + reldiff(<x,y,z>, ‘omega_so"so‘);
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============ KINETICS ============
> ‘intF_t"to¢ := Multiply(‘a_Pts”to‘,dm);
> Map(s—>

expand(algsubs(dm=m_t,

expand (algsubs (z*dm=rcg_tz*m_t,

expand (algsubs (y*dm=rcg_ty*m_t,

expand (algsubs (x*dm=rcg_tx*m_t,

expand(s))))))))), ‘intF_t to‘);
> “intF_s"so¢ := Multiply(‘a_Pss”so‘,dm);
> Map(s—>

expand(algsubs (dm=m_s,

expand (algsubs (z*dm=rcg_sz+*m_s,

expand (algsubs (y*dm=rcg_sy*m_s,

expand (algsubs (x*dm=rcg_sx*m_s,

expand(s))))))))), ‘intF_s"so‘);
> “intM_t"to¢ := Multiply(CrossProduct(‘r_Pts"to‘,‘a_Pts”to‘),dm);
> Map(s—>

expand(algsubs(dm=m_t,

expand (algsubs (zxdm=rcg_tz*m_t,

expand (algsubs (y*dm=rcg_ty*m_t,

expand (algsubs (x*dm=rcg_tx*m_t,

expand (algsubs (y*z*dm=I_tyz,

expand (algsubs (x*z*dm=I_txz,

expand (algsubs (x*y*dm=I_txy,

expand (algsubs (z~2*dm=I_tzz,

expand (algsubs (y~2*dm=I_tyy,

expand (algsubs (x"2*dm=I_txx,

expand(s))))))))))))IIIIIII), ‘intM_t"to);
> ‘intM_s"so‘ := Multiply(CrossProduct(‘r_Pss”so‘,‘a_Pss”so‘),dm);
> Map(s—>

expand (algsubs (dm=m_s,

expand (algsubs (z*dm=rcg_sz+*m_s,

expand (algsubs (y*dm=rcg_sy*m_s,

expand (algsubs (x*dm=rcg_sx*m_s,

expand (algsubs (y*z*dm=I_syz,

expand (algsubs (x*z*dm=I_sxz,

expand (algsubs (x*y*dm=1_sxy,

expand (algsubs (z~2*dm=I_szz,

expand (algsubs (y~2*dm=I_syy,

expand (algsubs (x~2*dm=I_sxx,

expand(s))))))))))))IIIIIIII), ‘intM_s"so‘);

> ‘“intF "to¢ := Add(‘intF_t"to‘,‘R_so"to‘.‘intF_s"so‘);

Hitch equations

> ‘m_s”ss‘ := <‘m_sxy ss‘*cos(psi(t)), ‘m_sxy ss‘*sin(psi(t)),0>;

> ‘m_t7ts¢ := <Cc*(‘phi_t‘(t)-‘phi_h),‘m_ty ts‘, ‘m_tz"ts‘>;

> ‘M_h"h¢ := <‘M_hx"h¢, ‘M_hy"h¢, ‘M_hz"h‘>;

> eqnsh := map(s->s=0,convert(‘R_ts"to‘.‘m_t"ts‘ +
‘R_so”to‘.‘R_ss”so‘.‘m_s"ss‘ + ‘R_h"to‘.‘M_h"h¢,list));

> (A,b) := GenerateMatrix(eqnsh, [‘m_sxy~ss‘, ‘m_ty ts‘, ‘m_tz"ts‘]);

============ DYNAMIC EQUATIONS ============
> subslist := [U(t)=U, V(t)=V, W(t)=W, Z(t)=Z, psi(t)=psi,
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diff(Z(t),t)=W, r(t)=r, diff(psi(t),t)=dpsi, psi(t)=psi,

diff (‘phi_t‘(t),t)=‘dphi_t¢, ‘phi_t‘(t)=‘phi_t°¢,
diff(‘chi_t‘(t),t)=‘dchi_t‘, ‘chi_t‘(t)=‘chi_t°¢,
diff(‘phi_s‘(t),t)=‘dphi_s‘, ‘phi_s‘(t)=‘phi_s‘,
diff(‘chi_s‘(t),t)=‘dchi_s‘, ‘chi_s‘(t)=‘chi_s°‘,

diff (U(t),t)=dU, diff(V(t),t)=dV, diff(W(t),t)=dW,
diff(Z(t),t,t)=dW, diff(r(t),t)=dr, diff(psi(t),t,t)=ddpsi,
diff(‘phi_t‘(t),t,t) = ‘ddphi_t‘, diff(‘chi_t‘(t),t,t)=‘ddchi_t*,
diff(‘phi_s‘(t),t,t)=‘ddphi_s¢, diff(‘chi_s‘(t),t,t)=‘ddchi_s‘];

> intM_t := map(s->subs(subslist,s), ‘intM_t"to‘);

> intM_s := map(s->subs(subslist,s), ‘intM_s"so‘);

> intF := map(s->subs(subslist,s), ‘intF to‘);

> dstates := [dU, dV, dW, dr, ddpsi, ‘ddphi_t‘, ‘ddchi_t°¢,

‘ddphi_s*, ‘ddchi_s‘];
> (H,F) := GenerateMatrix(map(s->s=0, [op(convert(intF,list)),
op(convert (intM_t,list)), op(convert(intM_s,list))]) ,dstates);
============ (C-CODE GENERATION ============
with(codegen,C);
C(map (s->subs(subslist,s), ‘r_Pts"to‘),filename="r_Ptsto_maple.c");
C(map (s->subs(subslist,s), ‘v_Pts"to‘),filename="v_Ptsto_maple.c");
C(map (s->subs(subslist,s), ‘a_Pts"to‘),filename="a_Ptsto_maple.c");
C(map (s->subs(subslist,s), ‘r_Pss”so‘) ,filename="r_Pssso_maple.c");
C(map (s->subs(subslist,s), ‘v_Pss"so‘),filename="v_Pssso_maple.c");
C(map (s->subs(subslist,s), ‘a_Pss”so‘),filename="a_Pssso_maple.c");
C(map (s->subs(subslist,s), ‘r_Ph"to‘),filename="r_Phto_maple.c");
C(map (s->subs (subslist,s), ‘v_Ph"to‘),filename="v_Phto_maple.c");
C(map (s->subs(subslist,s),‘R_so"to‘.‘r_Pss"so‘),filename="r_Pssto_maple.c");
C(H,filename="H_maple.c");
C(F,filename="F_maple.c");
C(map (s->subs (subslist,s), ‘v_Wt"to‘),filename="v_Ptto_maple.c");
C(map (s->subs(subslist,s), ‘v_Ws”"so‘),filename="v_Psso_maple.c");

VV VV VVVVVVVVVYV

D. Model Parameters

Chassis
My Tractor sprung mass
Mg Semitrailer sprung mass

Fcaes  Tractor sprung body CM location

Fcgss Semitrailer sprung body CM location

1, Tractor sprung body inertia matrix
I, Semitrailer sprung body inertia matrix
C, Tractor frame torsional stiffness

97



Paper I. A 9-DOF Tractor-Semitrailer

Axles and suspensions

fw,l
Twr

fs,l

Left wheel location

Right wheel location

Left suspension location

Right suspension location

Suspension vertical stiffness
Suspension vertical damping coefficient
Roll-bar stiffness

Unloaded suspension length

Steering compliance

Geometric steering-ratio

Roll-steer coefficient

Wheels and tires

Wheel inertia
Wheel radius

Longitudinal adhesion coefficient mapping at pure brak-
ing

Lateral adhesion coefficient mapping at pure cornering
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Paper II

A Novel Semi-Empirical Tire Model
for Combined Slips

Magnus Gafvert Jacob Svendenius

Abstract

A new tire-force model for simultaneous braking and cornering is pre-
sented, which is based on combining empirical models for pure brak-
ing and cornering with brush-model tire mechanics. The aim is to
offer an easy-to-use, accurate model for vehicle-handling simulations.
On a working tire the contact patch between the tire and the road
is, in general, divided into an adhesion region where the rubber is
gripping the road and a sliding region where the rubber slides on the
road surface. The total force generated by the tire is then composed of
components from these two regions. The brush model describes this
in a mechanical framework. The proposed model is based on a new
method to extract adhesion and sliding forces from empirical pure-slip
tire models. These forces are then scaled to account for the combined-
slip condition. The combined-slip self-aligning torque is also described.
A particular feature of the model is the inclusion of velocity depen-
dence, even if this is not explicitly present in the empirical pure-slip
model. The approach is quite different from most previous combined-
slip models, in that it is based on a rather detailed mechanical model
in combination with empirical pure-slip models. The model is com-
putationally sound and efficient and does not rely on any additional
parameters that depend on combined-slip data for calibration. It can
be used in combination with virtually any empirical pure-slip model
and in this work the Magic Formula is used in examples. Results show
good correspondence with experimental data.

99



Paper II. A Novel Semi-Empirical Tire Model
1. Introduction

The forces generated in the contact between the tires and the road are
of major importance for the dynamic behavior of a road vehicle. Hence,
accurate tire models are necessary components of complete vehicle models
aimed at analyzing or simulating vehicle motion in real driving conditions.
There are many previous models which describe the tire-forces generated
at the pure-slip conditions of braking, driving, or cornering, as well as
models which describe the tire forces resulting from combined-slip condi-
tions of simultaneous braking (or driving) and cornering. Some models
are theoretical in the sense that they aim at modeling the physical pro-
cesses that generate the forces. Other models are empirically oriented
and aim at describing observed phenomena in a simple form. Theoreti-
cal models are, generally, based on simplifying assumptions, which limit
their practical use. They often involve parameters which are difficult to
identify. Empirical models are, in general, based on functional approxi-
mations of experimental data. Tire forces for a specific surface and tire
type depend on slip ratio, slip angle, normal load, and wheel-travel ve-
locity. It is impractical to collect and manage measurement data for all
possible combinations in these four dimensions. Models which reproduce
tire behavior from data of smaller dimensionality are therefore of great
help. Pure-slip tire forces at varying normal load may be described well
by compact empirical models, which are widely accepted. Tire data for
calibration of those models are straightforward to measure in test-bench
experiments. At combined-slip conditions, functional approximation with
ad-hoc formulas is more difficult, due to the higher dimensionality. Em-
pirical models tend to be either rough approximations or quite complex
and difficult to understand. Accurate models rely on parameters that need
to be calibrated with combined-slip experimental data.

The main result in this work is the derivation of a new model for
combined-slip conditions. The proposed model is based on available em-
pirical pure-slip models and does not rely on combined-slip data for cali-
bration. When a tire generates contact force it is, in general, partly grip-
ping and partly sliding on the road surface. The idea behind the model
is to separate the empirical pure-slip forces into components of adhesion
and sliding, which are then used to compute the combined-slip forces. The
procedures for this are based on the standard brush-model. The proposed
model has several attractive features:

e It reduces exactly to the empirical model at pure-slip.

e It gives a smooth transition from small-slip to large-slip behavior
that agrees with empirical observations.
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e Only few parameters are needed, which all have clear physical in-
terpretations.

¢ Nominal parameter values may be derived automatically from the
empirical pure-slip models.

e Differences between driving and braking conditions are accounted
for.

e Velocity dependence is included, even when using velocity-independent
empirical pure-slip models.

e The model integrates smoothly with Magic Formula pure-slip mod-
els.

In the remaining part of this section necessary definitions are intro-
duced. In Section 2 the brush model is briefly recapitulated. Section 3
presents the procedure to decompose empirical pure-slip tire forces into
components of adhesion and sliding. It is described how combined-slip
forces may be constructed from these components. In Section 4 this is
used to formulate the semi-empirical model. Practical implementation of
the model is discussed. Results and validation of the model are then pre-
sented and discussed in Section 5. The paper concludes with a summary
in Section 6.

Tire Kinematics

This section describes the relevant tire kinematics and introduces defi-
nitions that are used in the following. Refer to Figure 1 for illustration.
Vectors have two components and are denoted by a bar as in &. The cor-
responding components and magnitude are denoted by u,, u,, and u.
The wheel-travel velocity o = (vy,v,) deviates from the wheel heading
by the slip angle a:
tan(a) = hed (1)
Uy

The circumferential velocity of the wheel is
ve = QR, (2)

where Q is the wheel angular velocity, and R, the effective rolling-radius
of the tire. The slip velocity, or the relative motion of the tire in the contact
patch to ground, is

Us = (Ux — Ve, Uy) (3)
The direction of the slip velocity is denoted by
Usy
tan(f) = o (4)
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Figure 1 Kinematics of a tire during braking and cornering. Force vectors are
also shown. (Left: top view; Right: side view)

The tire slip is defined by normalizing the slip-velocity with a reference
velocity. Three slip definitions are commonly used:

Us
=_Us 5
o=2 (52)
Us
K= — 5b
f=l (5b)
__Us
S—; (50)

Note that the slips are collinear with the slip velocity @;. It is the custom
to describe tire-forces as functions of the slip, rather than the slip veloc-
ity. This convention is followed also in this work. Implicitly, this assumes
that the forces do not depend on the magnitude of the slip velocity, vs.
In general, at least the sliding friction is velocity dependent. There are
several conventions on how to define the tire slips, e.g. the ISO and SAE
standards [ISO 8855, 1991, SAE Recommended Practice J670e, 1976] use
—100k, [%] to represent longitudinal slip, and « [deg] for lateral slip. In
this paper, the slips are defined such that signs are consistent for the
different slip definitions and such that a generated tire force has opposite
sign to the slip. This means that braking or left cornering will result in
positive slip and negative force. For convenience, the slip ratio, 1, is used
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2. The Brush Model

to denote longitudinal slip as
A=Ky (6)

It is straightforward to translate between the different slip representa-
tions:

6=(l,tan(a))/(1—l)=1KK =\/73 (7a)
— Ka 1-s2—s,

£ = (Atan(@)) = —— = —° (Tb)

= \Atan _1+0'x_\/1_78§

(7¢)

2. The Brush Model

The brush model is a standard approach to model tire forces, see e.g. [Pace-
jka, 1988, Gim and Nikravesh, 1991, Wong, 2001, Gafvert and Svendenius,
2003]. Therefore, this section is kept brief and has the main purpose of
introducing notation and formulas which are needed in the succeeding
sections.

The brush model describes the generation of tire forces by dividing
the contact patch into regions of adhesion and sliding. The rubber volume
between the tire and the road surface is partitioned into infinitesimal ele-
ments in the form of elastic rectangular blades, or bristles, which stretches
laterally over the entire contact region, see Figure 2. Each bristle is as-
sumed to deform independently and linearly elastic in the longitudinal
and lateral directions. In the adhesion region the bristles adhere to the
road surface. Thus, the deformation force is carried by static friction. In
the sliding region the bristles slide on the road surface under influence
of kinetic friction. Positions in the contact region are expressed in a refer-
ence system attached to the carcass, with the origin located in the center
of the contact region. The length of the contact region is 2a.

The carcass is assumed to be stiff, which means that effects of carcass
deformation are neglected. The bristle deformation is regarded in quasi-
static condition.

Combined-Slip Adhesion Forces

Bristle Forces. Regard the specific infinitesimal bristle which is at-
tached to the carcass at position x, relative an origo in the center of the
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Figure 2 The deformation of the rubber layer between the tire carcass and the
road, according to the brush model. The carcass moves with the slip velocity, s,
relative the road. The contact zone moves with the wheel-travel velocity, o. (Top:
side view; Bottom: top view)

contact patch. Assume that this bristle belongs to the adhesion region.
The bristle is in contact with the road surface at position x,(x), y-(x). The
contact-point position may be described by

te(x)
x(x) =a— / vy dt (8a)
0
te(x)
%@=—/ vy dt (8b)
0

where ¢.(x) is the time elapsed since the bristle entered the contact re-
gion. The velocities v., vy, and v, are assumed to be constant during the
integration interval [0, ¢.(x)], i.e., as a bristle travels through the adhesion
region. Hence, the bristle position is x = a —v.¢.(x) and t.(x) = (a —x) /v..
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Using (8) and the expressions for #.(x), the deformation of the bristle is

8u(x) = x,(x) —x = —va—_cvc(a—x) =0, (a—x) (92)

8y(x) = 9, (x) = -2 (¢ — x) = —0, (@ — x) (9b)

Uc

where the slip definition (5) is used in the last equality. With the as-
sumption on linear elasticity, the deformation forces corresponding to (9)
is

dF (%) = cpy dx O, (x) (10a)
dFay(x) = cpydx 5y(x) (10b)

where cp, and cp, are the longitudinal and lateral bristle stiffnesses per
unit length. The assumption of constant v, v, vy in the interval [0, t.(x)] is
relaxed to slow variations in o, and o, with respect to the duration 2a/v.,
which is the time for a bristle to travel through the contact patch. The
total adhesion force is computed by integration of (10) over the adhesion
region. With (9), this gives

Fox = / dF(x) = —cpxax/ (@ —x)dx (11a)

s

Foy = / dFgy(x) = —cpyc)'y/ (¢ —x)dx (11b)

s

The break-away point, x;, is the point which separates the regions of ad-
hesion and sliding. To compute the total adhesion force it is necessary to
know the location of x,.

The Size of the Adhesion Region. The size of the adhesion region is
determined by the available static friction between the tire and the road.
The deformation is limited by the largest force that can be carried by the
friction. The static friction is assumed to be anisotropic, with the friction
coefficients us, and gy, respectively. With a normal force dF;(x) acting on
the infinitesimal bristle at position x, the available static friction force is
described by the elliptic constraint

dFox(x) )2 < dFay(x) )2
—a ) 4 () <1 12
(i) * (@i (2
As a result, the magnitude of the available friction force is dependent on
the direction of the deformation force dF,(x), given by (10). When dF,(x)
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exceeds the friction constraint, the bristle leaves the adhesion region and
starts to slide. Assume a parabolic pressure distribution

3F, x\ 2
e(¥) = 44 (1 -(2) ) (13)
with dF;(x) = g.(x) dx. At this point, the following definitions are intro-
duced to simplify notation.

Definition 1 (Limit slips). Define the limit slips as

A 3Fz,usx
o= 14
O-x 2achx ( a)
A 3Fz,usy
° = 14b
Y 2a%cyy (14b)

Definition 2 (Normalized slip). Define the normalized slip as

et (@G

and the normalized-slip angle as

oy & ‘/’(O’O-y)
tan(f°) = 7‘//(0_“0)

Now, combining (9), (10), and (13) with (12) and solving for the break-
away point x;, gives

(16)

xs(0x,0y) = (2y¢(0x,0y) — 1)a (17)

It is clear that partial sliding occurs when —a < x < a, i.e., when
v(oy,0,) < 1. At full sliding, y(o,,0,) > 1, there is no adhesion re-
gion and Fy.(0x,0,) = Fuy(0x,0y) = 0. In the case of pure slip, when
either o, or o, is zero, then full sliding occurs at the limit slips o, = o7}
or oy = 0,.

Total Adhesion Force. The adhesion forces are obtained by solving the
integrals (11), using the size of the adhesion region as given by (17).

Property 1 (Adhesion forces). At partial sliding (y(os,0,) < 1), the
adhesion forces are

Foe(04,0y) = —2a%c,p.0, (1 — y(0y,0,))° (18a)
Foy(0x,0y) = _2a2cpy0'y (1-y(o, Gy))z (18b)

and at full sliding (y(ox,0y) > 1) then Fyy(0y,0y) = Fyy(0y,0,) = 0.
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2. The Brush Model

Special notations for the forces at pure slip are introduced as
A
FOax(O-x) = Fax (O-x, 0) (19a)

Foay(0y) 2 Fuy(0,0,) (19b)

Note that it follows from (10) and (9) that the longitudinal and lateral
adhesion forces per unit length in the contact region are produced inde-
pendently. The effect of combined slips on the total adhesion force is solely
due to the variations in size of the adhesion region.

Combined-Slip Sliding Forces

The normal force acting on the sliding region at partial sliding may be
computed from (13) and (17) as

%5(0x,0y)

Fy. (0, 0y) = / g:(x)dx = Fy? (0x,0y) (8 —2y(0x,0,))  (20)

—a

At full sliding then F,(o,0,) = F,. The sliding forces are assumed to be
produced by isotropic kinetic friction, as F, (0, 0y) = —y Fs, (0%, 0,) s/ vs.
Hence, the resulting force is collinear with the slip velocity s and, conse-
quently, with the slip.

Even if the friction is supposed to be isotropic, it may be the case that
different friction coefficients uy, and uy, are given longitudinally and
laterally. A reason for this could, for example, be measurement errors. A
collinear friction force is still obtained with:

Property 2 (Sliding forces). Collinear sliding forces are described by

Fs(0y,0y) = —cos (f) thx Fsz (01, Oy) (21a)
Fyy(0x,0,) = —sin (B') py sz (0x, 0y) (21b)
where B’ is defined as
tan(p') 2 (ﬁ)_l L (@>_ltan(/3) (22)
Hix Usx Hicx

The resulting force acts in the opposite direction to the sliding motion.
The friction coefficient depends on the slip-velocity angle, 8, and vary
between . and iy,. In the special case of pure slip, the sliding forces
are

FOsx(O-x) = _,ukszz (O-x, 0) Sgn(o-x) (233)
Fosy(0y) = — iy Fi2(0, 0y) sgn(oy) (23b)
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Figure 3 [Illustration of partition of the contact area into regions of adhesion and
sliding, for the case of pure longitudinal slip. The adhesion force for an element
at x is cpr0x(a — x) dx. The sliding force for an element at x is determined by the
pressure distribution, as fy,q;(x) dx. The vertically and horizontally striped areas
represent the total forces of adhesion and sliding.

Combined-Slip Total Forces

The total tire force is given by adding the adhesion forces of (18) and the
sliding forces of (21):

F.(0x,0y) = Fux(0x,0y) + Fsx(0x,0y) (24a)
Fy(04,0y) = Foy(0x,0y) + Fsy(0x, 0y) (24D)

In Figure 3, the generation of forces in the regions of adhesion and sliding
is illustrated for the case of a pure longitudinal slip, (o, 0). The vertically
striped area corresponds to the adhesion force and the horizontally striped
area to the sliding force. The adhesion force grows linearly with the slope
CpxOx, as a contact element moves into the adhesion region. The slope
corresponding to full sliding, i.e., when o, = o3, is also shown. The slid-
ing force per unit length is py,q.(x), since g,(x) is the normal force per
unit length. The case of a pure lateral slip is analogous. The effect of a
combined slip, (o,,0,), on the longitudinal force is illustrated in Figure 4.
From (17) it is clear that the adhesion region shrinks, compared to the
case with pure slip. The sliding region, thus, grows accordingly. The pro-
duced adhesion force per unit length is the same as for the pure-slip case.
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Figure 4 Illustration of the effect of combined slip. The combined-slip has the
effect of decreasing the size of the adhesion region, compare with Figure 3.

Hence, the slope is the same but the area corresponding to the force is
smaller, since the adhesion region is smaller. Note that the horizontally
striped area corresponds to uy.F.(0x,0,), which is the force that would
result for pure longitudinal sliding with the break-away point x,(0y, 0,).
This force is longitudinally constrained by friction, according to (21). The
effect on the lateral force is analogous.

The braking and cornering stiffnesses are the linearizations of the
pure-slip friction curves at small slips and may be computed from (24):

A 8Fx (O'x, 0)
Cx = — T = chxaz (253)
0,=0
0F,(0,0
C, 2 - W00) 2,0 (25b)
do, oo

Self-Aligning Torque

The self-aligning torque consists of two parts. The main part, M/, is the
torque developed by the non-symmetric distribution of the lateral force
F,. An additional part, M/, comes up because of the deformation of the
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tire. The torque dM/ developed at position x in the contact region is
dM](x) = dFy(x) x (26)

In the adhesion part of the contact region, the expression for dF,(x) is
given by (10), together with (9). In the sliding zone, it is instead given by
differentiating (21), using dF,(x) = g(x) dx. Integrating over the regions
of adhesion and sliding separately gives

a

Mi(ono)= [ dFy()x

x5(0%,0y)

= —¢a*0y 2 (1~ ¥(0:,0,)) 4y (02, 0,) =1)  (27)

%5(0x,0y)

M, (0x,0y) = /_a dFy(x) x
= —3l sin (B)aF.y? (04, 0,)(1 — y(04,0,))*  (28)

and
M,(0x,0y) = M,,(0+,0,) + Mg, (0x,0,) (29)

When there is a lateral slip, the tire deflects laterally and the point
of action for the longitudinal force will have an offset from the central
plane of the wheel. This produces an additional deformation-torque in the
z-direction. A longitudinal deflection, together with a lateral force, has the
same effect. Since it is assumed that the carcass is stiff, the deformation
is here described by bristle deflections. The deformation torque developed
at position x in the contact region is then described by

dM; (x) = dFy(x)8x(x) — dFy(x)6,(x) (30)

Like above, integration over the regions is performed separately. The de-
formation d,(x) is computed from (9) in the adhesion region and from
(10), using the infinitesimal sliding force, in the sliding region. Hence,

Mono) = [ d(:)8.(0) - dur()5, ()

5(0x,0y)

4 /1 1 a
-3 (@ 0) Timay eIl @)
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S(O'x,O'y)
Miono) = [ AP ()8ilx) - ()5, (4)

6 <i _ i) a(10 — 15y (0%, 0y) + 6y* (04, 0y))
5\C G ¥ (0x,0y)(3 — 2y(0x,04))?
- Fy(04,0y)Foy(0x,0y)  (32)

where (18) and (21) are used in the last step. Finally,
M} (ox,0y) = M, (0x,0y) + M, (0x,0,) (33)

and
M.(0x,0y) = M,(0x,0y) + M/ (0, 0y) (34)

The pneumatic trail denotes the distance between the center of the
tire and point of action for the lateral force. It is defined as t(o,,0,) =
M,(0x,0,)/F,(0x,0y). The adhesion trail is then ¢,(0,,0y) = Ma.(0x,0,)/

Foy(0x,04) and the sliding trail ¢;(oy,0,) = Ms;(0x,0y)/Fsy(0x,0y). By
usmg (27) and (18), respective (28) and (21), the contributions from

M/(ox,0y) to the pneumatic trail, ¢, (o, 0,) and ¢,(o,0,), are given by

(1-y(oy,0,))?

ta(0n:0y) = (B 2¢(0n.0,))

(4y (0x,0y) —1) ty(ox,0y) = —3a

(35)

w|Q

The contributions to the trails from from M/ (o, 0o,) can be identified
directly from (31) and (32).

In analogy with the braking and cornering stiffnesses, the aligning
stiffness is defined as

oM, 2
do,

1>

C.

(36)

3. Brush-Model Relations Between Pure- and
Combined-Slip Conditions

In this section a number of properties are stated, which describe relations
between pure-slip and combined-slip forces for the brush model. In Sec-
tion 4 they are combined with empirical data, to form a semi-empirical
tire-force model for combined slips. The basic idea is to treat sliding and
adhesion forces separately. Since empirical pure-slip data normally only
regard total tire-forces, it is necessary to have a procedure to separate the
forces from the regions of adhesion and sliding and adhesive.
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Separation of Adhesion Forces and Sliding Forces

Property 3 (Separation of Adhesion Forces and Sliding Forces). The
adhesion part of the total tire-force is given by

Foax(0x) = (1 —0(y (o, 0)))F0x(6x) (37a)
Foay(0y) = (1—6(y(0,0y))) Foy(oy) (37b)

and the sliding part by

Fosx(0x) = 6(y (04, 0)) Fox(0x) (38a)
Fosy(0y) = (v (0,0y)) Foy(0y) (38b)

with
olg) = 15 =20) (39)

C3p(1—9)° +9(3—29)

for ¢ < 1and 6(¢) =1 for ¢ > 1. The parameter p = e Uix = Msy/ Uiy >
0 describes the ratio between the static and kinetic friction coefficients and
is assumed to be equal in the longitudinal and lateral directions.

Proof. See Appendix A. O

Remark 1. Note that 0(¢) and 1 — 0(¢) of (39) are non-singular for all
0 < ¢ < 1, since the denominator polynomial 3p(1 — @)% + ¢ (8 — 2¢) does
not have any real roots in the interval [0, 1] for p > 0.

Pure-Slip Mappings

The aim is to describe combined-slip forces in terms of corresponding
pure-slip forces. Then, it needs to be determined which pure slips that
correspond to a particular combined slip. The bristle deformations are
the source of the adhesion forces. Therefore, for adhesion forces it makes
sense to regard pure slips which result in the same deformation as the
combined slip.

Property 4 (Deformation-invariant pure slips). The pure slips
(0%,0) and (0,0,) result in the same longitudinal and lateral bristle de-
formation, respectively, as the combined slip (0.,0,) at partial sliding
(y(ox,0y) < 1)

Proof. See Appendix A. O

Note that the deformation-invariant pure slips only have the physical
interpretation of deformation in the adhesion region. Kinetic friction is the
source of the sliding forces. Since kinetic friction, in general, is velocity
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dependent it makes sense to regard pure slips that result in the same slip
velocity as the combined slip.

Property 5 (Slip-velocity invariant pure-slips). The pure slips
(03e,0) and (O, Gb’ﬁl) at the wheel-travel velocity vy, with

el Puv\/ 02+ cZsgn(oy)
_ (40a)
(1+0.)?+ 02— py\/02+ 0Zsgn (o)
2 2
el Puvy\/ 02 + 02 sgn(oy) (40b)

oo =
T (o4l - pioi+ o)

where p, = v/vg, result in the same slip velocity, vs, as the combined slip
(04, 0y) at the wheel-travel velocity v.

Proof. See Appendix A. O

It can also be argued that both the adhesion force and the sliding force
depend on the sizes of the adhesion and sliding regions. Then, it makes
sense to regard the pure slips that result in the same size as the combined
slip.

Property 6 (Region-invariant pure slips). The pure slips (0,.¢,0) and
(0,005), with
0o.f = ooy(0x,0y) sgn(oy) (41a)

reg _

oy, = 0y¥(0%,0y)sgn(oy) (41b)

result in adhesion and sliding regions of the same size as the combined
slip (04, 0y).

Proof. See Appendix A. O

The region-invariant pure slips do not have clear physical interpreta-
tions in case of full sliding.

Combined-Slip Forces as Scaling of Pure-Slip Forces

In the following properties it is stated that combined-slip forces can be
described in terms of scaling the corresponding pure-slip forces, for the
pure slips defined in the previous section.
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Property 7 (Deformation-invariant adhesion forces). = Combined-slip
adhesion forces at partial sliding (y (0, 0,) < 1) are related to deformation-
invariant pure-slip forces as:

Fou(02,0y) = 3p (1~ (04, 0,)) Fou(0x) (42a)
3p (1 —y(04,0))" + v(0x,0) (3 — 2¢(0x,0)

Fuy(0y,0y) = 5 (12 — ¥(0:,0,)) Foy(0y) (42b)
3p(1-y(0,0,))" +y(0,0,) (3 —2y(0,0y))

Proof. See Appendix A. O

Property 8 (Slip-velocity invariant sliding-forces). Combined-slip
sliding forces and slip-velocity invariant pure-slip forces are related as:

Fi(0+,0y) = Fox(03:)0(w (03, 0))|cos (B)] - Ty (43a)
Fyy(0x,0y) = Fo,(05;)6(w (0, 05;)|sin (B)] - T} (43b)

with

(3 —2y/(oy, O'y)) . o2 . _ i 2
(3 —2y(03¥,0)) <|C°S('B)| cos(fB°) + G—;|s1n(/3)| sin(f ))

2
1
. (E\/(l +0.)2+ 02— \/0'3 + o2 sgn(ax)>
erl é
<Ly
¥ 2 (00e,0)(8 — 2p(03y,0)) ™ if y(0x,0,) =L ¥
v’ (0x,04)(3 — 2y(04,0,)) if y(ox,0y) <1, ¥ =z
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and
2
3—2 x> o . . o
e <§i|cos(ﬁ)| cos() + [sin(8)] sin( ))
’ Oy
2
. ((%) (1+0.)+0))— (o2 + Gy2)>
Fvel é
if y(0x,0y) <1, w(0,08) <1
V0,05 B — 2p (o5, 0 if Y(on0y) > 1 p(ow,0) < 1
4 (O'x,O'y)(S —2y(04,0,)) if y(ox,0y) <1, y(0, 08331) >1
1 if y(0x,0y) > 1, w(0, O'(‘)lsl) >1
(44b)
Proof. See Appendix A. O

It is necessary to formulate the scaling factors for different cases, to
avoid numerically infeasible expressions at small slips. Note also, that to
obtain the same slip velocity for combined and pure slips, it is necessary
to take into account the corresponding wheel-travel velocities, v and vy,
which may be different.

Property 9 (Region-invariant adhesion forces). Combined-slip adhe-
sion forces at partial sliding (y(0x,0y) < 1) are related to region-invariant
pure-slip forces as:

Fux(03,0) = (1= 0(w(0+,0,)) ) Foulo¥) cos(f7)  (45a)
Fuy(0,,0,) = (1= 0(v(0x,0,)) ) Foy(0¥) sin(B°)  (45b)
with B° given by (16).
Proof. See Appendix A. O

Property 10 (Region-invariant sliding forces). Combined-slip sliding
forces are related to region-invariant pure-slip forces as:

Fy(0x,0y) = Q(V’(O'x’o'y)) Fox(00y) [eos(B)] (46a)
Fyy(0x,0y) = 6(y(0x,0,)) FOy(ngg) |sin(B")| (46b)
Proof. See Appendix A. O
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Property 11 (Region-invariant aligning torque). The combined-slip self-
aligning torque is related to the region-invariant pure-slip lateral force and
aligning moment as:

M.(0.,0,) = Mo.(0)lsin(B)]
+ (1= 0(w(0,05%)) ) toa (04F) oy (032F) (sin(B7) — Isin(B)])  (47)

where

n(03) = & (4¥(02,0) ~ 1) (49)

Proof. See Appendix A. O

Property 12 (Region-invariant additional aligning-torque). The com-
bined-slip deformation torque is related to the region-invariant pure-slip
lateral force and aligning moment as:

M, (0x,0,) = 12ap* (1 - y(0:,0,))° < 1 1

— — = | Fox(03:8) Foy(0pF)
rz C, Cy> 0 TR0y
(49a)

at partial sliding (y (0, 0y) < 1), otherwise M,(0x,0,) = 0 and

6r2 1 1 re re .
M. (0%, 0y) = z—a (5— 6) Fox(00) Foy (05:) |cos () sin(B)]
xy x 'y

(49Db)
where
Tuy 2 3p (1 y(0x,0,))” + ¥(0x,0,) (3 — 2(02, 5y)) (50a)
T, 2 (10 — 15y/(0., 6,) + 6Y%(0%, 0,)) ¥(0s, 5y) (50Db)
at partial sliding (y(0y,0y) < 1), otherwise I',y =T,, =T, =1
Proof. See Appendix A. O
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4. Semi-Empirical Combined Slip Model

The proposed model is constructed by using the theoretical properties of
Section 3, with FOx(Gx) Foy(c)'y) and M.(c,) replaced by empirical pure-
slip models FOx, Foy, and Mo,. In essence, this means that Property 3 is
used to estimate sliding and adhesion force components from the empirical
pure-slip data. Thereafter, combined forces are constructed using scaling
factors based on the brush model.

Semi-empirical model for combined slip. A semi-empirical combined-
slip model based on pure- slzp scaling is obtained by using empirical pure-
slip models Fo,, Foy, and M,,, in combination with:

e The deformation-invariant scaling of Property 7, to compute the semi-
empirical adhesion force F,,,

e The slip-velocity invariant scaling of Property 8, to compute the velocity-
dependent semi-empirical sliding force Fs,,

e Property 11 together with 12, based on the region-invariant pure-slip,
to compute the semi-empirical aligning-moments M} and M.

TZhe total §emi-gmpiri§al combined-slip forces are then given by F, = Fo, +
F,. and F, = F,y, + F,. The total semi-empirical combined-slip aligning-
moment is given by M, = M + M.

The region-invariant pure slip is used for the aligning torque to keep
the model simple. A torque model based on deformation-invariant and slip-
velocity invariant slips is described in [Géfvert and Svendenius, 2003]. An
alternative model for the forces based on region-invariant scaling can also
be stated. This model does not include any velocity dependence.

Semi-empirical model for combined slip (Alternative). An alterna-
tive semi-empirical combined-slip model based on pure-slip scaling is ob-
tained by using empirical pure-slip models Fy., ﬁ'oy, and M,,, in combina-
tion with:

e Property 9, to compute the semi-empirical adhesion force Fyy,
e Property 10, to compute the semi-empirical sliding force F,,.

The total semi-empirical combined-slip forces are then given by F, = F,. +
Fooand F, = F, + F,,.

Empirical pure-slip models often include several effects that are not
described by the brush-model. The most prominent are the normal-load
dependence, effects due to carcass flexibility, and the apparent slip depen-
dence, or in fact velocity dependence, of the sliding friction. Still, these
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effects will be included in the forces from the combined-slip model, as
they are, essentially, scalings of the empirical forces. In the special case
of pure slips at v = vy, the scaling factors are unity and these effects will
be reproduced exactly.

Slip Parameterization

The brush model and, consequently, the proposed model are based on the
slip &, defined by (5). This slip has the disadvantage of growing to infinity
at wheel-lock. When implementing the proposed model a more practical
slip has to be used. It is assumed that the empirical pure-slip models are
parameterized in A and «, defined by (6) and (1), as Fo.(4), Fo,(«) and
M. (@), which is common practice. It is also assumed that 1 and « are
used as inputs to the combined-slip model. Implementation of the model
based on A and « is described in Appendix B.

Parameters

Only four additional parameters are needed in the model, which all clear
physical interpretations: o3, oy, p, and p,. The parameters o; and oy, or
correspondingly, A° and «°, describe the pure slips where transition from
partial to full sliding occur. They are needed to compute the normalized
slip, ¥(0%, 0;). A common assumption is that these transitions occur when
the tire forces obtain their maxima. Hence, the parameters may simply
be set to the slip values corresponding to the maxima of Fp, and Foy
The parameter p reflects the ratio between the static and kinetic friction
coefficients. It is not uncommon to assume these to be equal,i.e. p = 1, and
this will normally give satisfactory results. For pure-slip models with very
pronounced force peaks then p > 1 may be more accurate. The parameter
Py describes the ratio of the actual wheel-travel velocity, v, and the wheel-
travel velocity for which the empirical pure-slip model is valid, vg. If vy is
not known, then setting p, = 1 will neglect any velocity dependence. This
is the common assumption in most other models.

Magic Formula

The proposed model is convenient to use with Magic Formula pu{'e-slip
r{lodels [Bakl&er et al., 1987, Bakker et al, 1989]. In this case Fp.(4),
Foy(a) and Mo,() are described by the Magic Formula equations

f(&) =D sin(C arctan((1— E)£ + (E/B) arctan(Bg))) (51)
where (&, f) is (4, Foy), (o, Foy), or (a, My,), with the possibly normal-load
dependent parameters (B,C, D, E),, ., correspondingly. Since the force-

peak values are given by the Magic-Formula parameters as ng = (D),
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ﬁ'{)"y = (D), and the cornering and braking stiffnesses as C; = (BCD),,

C, = (BCD),, the parameters o and o, may be conveniently estimated
as

6, = BO. (52a)
o 3-180
= B0 (52b)

This follows from (14), using (25), under the assumption that p = 1, since
the peak forces then are given by Fj. = F,us, = F, i, and ng =Fuy =
F,ux,. The factor 180/ is due to o being expressed in degrees.

Compensation for Flexible Carcass. The brush model described in
Section 2 is based on the assumption on a stiff carcass. In reality, the
carcass is flexible and exhibits significant deformation laterally. One effect
of the flexible carcass is that Equation (14), and therefore also (52b), no
longer hold. It is, however, possible to adjust (52b) to compensate for the
carcass flexibility.

Let Fj(o,) denote the lateral tire-force for a tire with flexible carcass.
Regard, again, how the deformation J,(x) of an infinitesimal bristle ele-
ment at position x in the adhesion region is described by (9). This is a
purely kinematic relation that holds also in the case of a flexible carcass.
However, in this case d,(x) is the sum of the bristle and carcass deflections
Oyp(x) and Jyc(x):

8y(x) = 8yp(x) + Sye(x) (53)

There are several theories on how to describe the carcass deformation and
a simple linear approach is used here:

(a —x) (54)

where C, is a carcass stiffness. From (53), (54) and (9) it holds that

0) = = (0= 42 ) (a =) (55)

The force acting on the bristle element at x is then

Fy(oy)
Ce

dF)(x) = cpyByp(x) dix = —cpy (ay - ) (@—x)dx  (56)
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At the break-away point, x = x;, the static friction constraint (12) at pure
lateral slip, together with the the pressure distribution (13), gives

F,(oy) 3y F.
Cpy (O'y— ycy ) = 253 (@ + xs) (57)

When the entire contact patch slides, then x; = a, 6, = 0}’ and F,(0}') =
Uiy F;. Solving (57) for o}’ under these conditions gives

o _ BFUsy | piyFr 3lsy Hiy
% = 2a%cp, * C. = I 2a%cp, * C. (58)

The next step is to derive an expression for the relation between C, and
the cornering stiffness Cy’. At very small slips, 0, ~ 0, there is no sliding
in the contact patch and the tire force only consists of adhesion force.

Therefore,
dF! (o a
CJ/, = (;( y) = — di (/ pr6b(x) dx)
Oy lo,=0 Oy \J-a 0,=0

1 dF!(oy)
_ 2 _ y\TY
= 207Cy (1 C. do,

where 2a%c,, = C,, according to (25). Hence,

6y=0> =C, (1 - %) (59)

C

C, = —yC (60)
1+

Ce
Further, the rubber is assumed to be isotropic, ¢, = cp, and hence, C, =
C,, which is a realistic assumption. The carcass stiffness can be calculated

from (60) as

C.C,
C. -G,
Using (61), the limit-slip adjusted for carcass deformation (58) can be
written as

C, = (61)

. 2 1
O-y/ = leusy <€ + 5) (62)
x y

Regard that ¥y = F,/s. The Magic Formula parameters give ﬁ'y* =D,,
C: = (BCD),, and C, = (BCD), - 180/x. Finally,

aol 2 T
oy =Dy ((BCD)x * 180 (BCD)y) (63)
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Utilizing Braking Data to Generate Driving Data

In the proposed model it is assumed that the given longitudinal pure-
slip model, Fy, (1), is valid both at braking (A > 0) and driving (A < 0).
The Magic Formula is an odd function and therefore Fy,(1) = —Fo,(—A).
Generally, this is not in accordance with empirical observations. If the
pure-slip model is assumed to be valid for braking, then the following
procedure suggests how to modify the argument to the pure-slip model at
driving, so that a more accurate force is obtained.

The brush model states that the adhesion force developed at braking
with a slip o, > 0 will have the same size and the opposite sign, as the
force generated at driving with slip —o,:

FOax(O-x) = _FOax(_O-x) (64)

With Ox = _/ldriving/(l_)“driving) and Ox = /’Lbraking/(l_/lbraking) this means
that 2

driving
—_— 65
1 — 2 driving (65)
Hence, when computing adhesion forces using an empirical model for brak-
ing, the pure-slip forces

lbraking = -

2
S A<0
=27 < (66)

FOx()“) )“ZO

_FOx(

are best used for driving and braking, respectively. For the sliding case
it is more natural to let the force depend on the relative velocity vy =
Av,. Then, —v, will simply correspond to —A. Therefore, when computing
sliding forces using an empirical model for braking, the pure-slip forces

{_ﬁOx(—z) <0

Fou 1) 220 (67

are best used for driving and braking respectively. The effect of the de-
scribed procedure is visible for negative A in the upper plot of Figure 6.

5. Results and Discussion

Empirical data from a truck-tire is used to exemplify the proposed model.
The data is provided by Volvo Truck Corporation [Edlund, 1991]. It con-
sists of pure-slip data with corresponding Magic Formula parameters,
and two sets of combined-slip data for fixed slip-angles, @ = 4.7 deg and
a = 9.8 deg, with varying slip ratios, A, in the range 0-100%. Unless
stated otherwise, the proposed model is used with default parameters.
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Figure 5 Brush-model forces (solid) and Magic-Formula empirical data (dash-
dotted).The limit slips are marked with asterisks. Left: Longitudinal force with
o, given by (52a). Right: Lateral force with o} given by (52b) (lower solid line)
or (63) (upper solid line). Note that the adjustment for flexible carcass results in
significantly better fit.

The Brush Model

The agreement between the theoretical brush-model and empirical pure-
slip data is shown in Figure 5. The effect of adjusting the lateral limit-slip
to compensate for flexible carcass is illustrated. Note that the original
expression for o7, (52b), overestimates the limit slip, resulting in poor fit
with empirical data. With the modified expression, (63), the fit is equally
good as in the longitudinal direction. The agreement supports the use of
the brush model as the basis for the combined-slip model.

Validation

The combined-slip model reduces exactly to the empirical model at pure
slip when p, = 1, see Figure 6. In Figure 7, the proposed model and the
alternative model are compared with the combined-slip empirical data.
The resulting tire-forces for constant ¢ = 4.7 deg and o = 9.8 deg, as
A is swept from 0 to 100%, are plotted. Both models show equally good
agreement with the validation data. Differences are best explained by the
limitations of the empirical data, as noted below. Empirical data for the
combined-slip self-aligning moment were not available.

Measurement Data

The combined-slip validation data consists of two measurement sets which
exhibit a few obvious discrepancies. The pure-slip lateral forces in the
combined-slip data sets do not fully agree with the corresponding forces
in the pure-slip data sets. This may be seen by comparing the data points
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Truck tire, def/vel (col), F 2= 40 [kN]

0 ' ' ' ' ' o ]

[kNm]

M

_05 I I I I
0 5 10 15 20 25 30

o [deg]

Figure 6 Pure-slip forces and self-aligning moment for the empirical pure-slip
model (solid lines) and the proposed semi-empirical model (dashed lines). The limit
slips A° and ° are marked by asterisks. The deviation at 4 < 0 in the longitudinal
direction results from using the procedure of Section 4 at driving. Since the Magic
Formula is valid for || < 20 deg, the aligning-torque data for ¢ = +20 deg are
used for larger slip-angles.

for F, at F, = 0 in Figure 7, with the corresponding points at & = 4.7 deg
and o = 9.8 deg in Figure 6. The data points corresponding to large slips,
A ~ 100% (wheel-lock), in the combined-slip data sets seem strange and
the corresponding directions of the tire force are difficult to explain. At
o = 4.7 deg, the direction of the force at A = 100% is 1.28 deg, where it
should be 4.7 deg for isotropic kinetic friction. The corresponding direction
for « = 9.8 deg is 5.1 deg. No obvious explanation has been found to this
and it is assumed that it is the result of measurement errors.*
Measurement data for the lateral force and the self-aligning moment
is only available for |@| < 20 deg and the validity of the fitted Magic

*Models based on assumptions of anisotropic friction and the Maximum Dissipation-
Rate principle were investigated in [Géafvert and Svendenius, 2003], without yielding better
results.
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Figure 7 Comparison between the proposed combined-slip model (left), the alter-
native model (right), and combined-slip measurements for & = 4.7 deg and o = 9.8
deg, as A is swept from 0 to 100%. The results are very close.

Formula model is, therefore, limited to this range. For |&| > 20 deg the
data for & = +20 deg are used for the self-aligning torque.

Combined-Slip Examples

In Figure 8, the resulting forces and aligning moments are shown for
fixed slip-angles and varying slip-ratio, ranging from —100% (driving) to
100% (braking with locked wheels). The adhesion and sliding contribu-
tions are shown separately for the forces. The adhesion force is dominating
at small slip magnitudes and vanishes at the point of full sliding. For the
aligning-moment, the contributions from M'(o,,0,) and M"(o,,0,) are
shown separately. It is clear the main contribution to the self-aligning
torque is given by M/, which is the part resulting from the non-symmetric
distribution of the lateral force. The additional part M/, resulting from
tire deformation, is smaller. This part is, however, probably underesti-
mated, since only the deformation resulting from bristle deflection is ac-
counted for. Note the asymmetrical characteristics with respect to driving
(1 < 0) and braking (4 > 0). This is, essentially, an effect of the relation
between the slips & and (4,tan(«)), see (7). The combined-slip forces and
moments agree qualitatively well with observations reported in e.g. [Pace-
jka, 2002]. Figure 9 shows the corresponding case with fixed slip ratio, as
the slip angle is swept from 0 to 30 deg. Negative slip angles are not
shown since the characteristics are symmetrical. Figure 10 is similar to
Figure 7 and shows the combined forces at constant slip angles, as the
slip ratio is swept from —100% to 100%. For small slips, the direction of
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Truck tire, def/vel (col)
Fz= 40[kN], a = 0,2,5,10, 15, 20 [deg]

[kN]

[kNm]

M

Figure 8 Combined-slip forces for fixed «, as 4 is swept from —100% (driving)
to 100% (braking with locked wheels). Top: F, (solid), F,. (dotted), Fy, (dashed).
Middle: Fy (solid), F,y (dotted), Fy, (dashed). Bottom: M, (solid), M/ (dashed), M/
(dotted).

the tire-force is, primarily, determined by the stiffness characteristics of
the tire. For larger slips, when the sliding friction dominates, the force is
collinear with the slip vector. This gradual change in orientation of the
force with increasing slips is an important feature of the model.

Velocity Dependence

The dependence on wheel-travel velocity is illustrated in Figures 11 and 12,
by varying the parameter p, = v/vg. The pure-slip Magic-Formula model
is calibrated with data from tire measurements at the wheel-travel ve-
locity vo.! Tire forces are shown for velocities that are 1-4 times the
wheel-travel velocity of the pure-slip model. The results agree qualita-

TThe exact value of vy is not known for this data. Measurements are normally performed
at around 10 m/s on the used test-bed.

125



Paper II. A Novel Semi-Empirical Tire Model
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Figure 9 Combined-slip forces for fixed A, as o is swept from 0 to 30 deg. Top:
Fy (solid), Fyy (dotted), Fs, (dashed). Middle: F), (solid), F,, (dotted), F, (dashed).
Bottom: M, (solid), M, (dashed), M/ (dotted).

tively well with what is reported in e.g. [Pacejka, 2002]. The slip velocity
at a combined slip 4, «, is vs = v ((l cos ())? + sin? (a)) 1/2. Correspond-
ing pure slips for the empirical pure-slip model are given by vs = lgelvo and
Vg = sin(a})’el)vo. These expressions can be solved for pure slips l‘éel < 100%
and o} < 90 deg, when p? (A2cos? (a) +sin® (a)) < 1, see (B.4). If
p2 (A% cos? (&) + sin® (@)) > 1, which may occur only if p, > 1 or o
is outside the valid range of the pure-slip model, then extrapolation is
necessary. A straightforward method is to use the end points of the mod-
els. The Magic Formula with sound parameters may be used with slip
ratios AJ®! > 100%.
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Truck tire, def/vel (col)
F, =40 [kN], o = -1, -2, -4, -6, =10, =15, —20 [deg]

F [kN]

0
F[kN]

Figure 10 Combined-slip forces for fixed o as A is swept from —100% (driving)
to 100% (braking with locked wheels). Partial sliding (solid); Full sliding (dashed).

Normal-Force Dependence

Normal-force dependence is straightforwardly included in the proposed
model by using normal-force dependent pure-slip models, such as the stan-
dard Magic Formula.

Relations to Other Models

In Figure 13, comparisons are shown between the proposed model, the
BPL model [Bakker et al, 1989], and the COMBINATOR model [Schuring
et al., 1996]. It is clear that the proposed model performs better than
the COMBINATOR model at small slip-angles. The COMBINATOR model
may be written as

F, = F cos(B) (68a)
F, = Fsin(B) (68b)

where
F = Fo,(s) cos®(B) + Foy(s) sin*(B) (69)

The resulting force is always collinear with the slip vector, which is an
assumption with weak physical motivation. In the COMBINATOR model
the lateral force initially increases, as a longitudinal slip is applied. This is
a result of the assumption of a collinear combined-slip tire-force in the full
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Figure 11 Velocity dependence at pure slips. Velocities: v = vy (solid), 2vg
(dashed), 3vy (dash-dotted), 4vy (dotted).

slip range, in combination with the use of the combined-slip magnitude
in the empirical pure-slip models.

It is clear from the figure that the proposed region-invariant model is
very similar to the BPL model. One major reason for this is that also the
BPL model is based on the region-invariant pure slips. The BPL equations

F, =cos ((1—9)B° +vp) F), (70a)

F, =sin ((1—0)8° + 98) Fy, (70b)
where

o2 %arctan(qu/2(0'x,0'y))) (71)

with the parameter ¢; and
A re; re; re; . °
0x = Fox(00,) — sat(y (0, 0y)) (Fox(00y) — FOy(O'oyg)) sin®(°)  (72a)
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Truck tire, def/vel (col)
F, =40 [kN], o = 1, -5, ~20 [deg]

0 10 20 30 40
F, [kN]

Figure 12 Velocity dependence at combined slips. Velocities: v = vq (solid), 2vq
(dashed), 3v, (dash-dotted), 4vo (dotted).

Fy, = Foy(00y) + sat(y(0x, 6,)) (Fox(00y) — Foy(0qy))) cos®(B°)  (72b)

are also clearly similar to the region-invariant model, which may be writ-
ten as

F. = ((1—86)cos(B°) + 0cos(B')) Fo. (73a)
F, = ((1—0)sin(B°) + 0sin(p')) Fo, (73b)

with 6 given by (39). In the BPL model, the orientation of the force is
obtained by a convex combination of angles, corresponding to adhesion
and sliding, respectively. In the region-invariant model the direction is
obtained by a convex combination of adhesion and sliding forces. The re-
sultant magnitude for the BPL model at full sliding is

F = Fo, cos®(B°) + Fyy sin®(B°) (74)

Note that ° depends on the tire stiffnesses and the static friction coeffi-
cient, which do not have any physical significance at full sliding. For the
region-invariant model the corresponding magnitude is

FouFo, /\/ng sin?(f) + FZ cos?(3) (75)
Compare with (69) for the COMBINATOR model.
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Truck tire, def/vel (col) Truck tire, re%/reg (col)
F, =40 [kN], a=-1,-2,-4, -6, ~12 [deg] F, =40 [kN], o0 = -1, -2, -4, -6, ~12 [deg]

F [kN]

-40 -30 =2 -10 0 -40 -30 =2 -10 0
P Py

Figure 13 Combined-slip forces with the proposed model (left plot, solid line) and
the alternative model (right plot, solid line) for fixed slip angles & and varying 4
ranging from 0 to 100% (braking with locked wheels). The COMBINATOR model
(dotted line) and the BPL model (dashed line) are shown for comparison.

6. Summary

The proposed model is based on understanding of the physical sources of
tire forces, as given by the theoretical rigid-carcass brush-model. Based on
the brush model, the combined-slip forces may be described with a scaling
of corresponding empirical pure-slip forces. A procedure is presented to
separate the adhesive and sliding components of empirical pure-slip forces.
From these, combined-slip forces for adhesion and sliding are constructed
separately. This makes sense, since these forces are the result of different
physical processes. The pure slips corresponding to a particular combined
slip are, therefore, also chosen differently for adhesion and sliding. For ad-
hesion forces, the pure slips which describe the same tread-deformation
as the combined slip are used. For sliding forces, the pure slips which re-
sult in the same slip velocity as the combined slip are used. This approach
includes velocity dependence in the model. An alternative model is also
suggested, that is based on pure slips corresponding to the same size of
adhesion and sliding regions, as the combined slip. Velocity dependence is
then not included, but simpler expressions are obtained. The alternative
model is closely related to the previously published BPL model [Bakker
et al., 1989]. In [Gédfvert and Svendenius, 2003] several models based on
other choices of pure slips are investigated.

The brush model includes the major physical processes which are re-
sponsible for the build-up of tire-forces. Additional effects resulting from,
e.g., varying normal-load, flexible carcass, and velocity-dependent sliding-
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forces are implicitly included in the proposed model, if they are present
in the empirical pure-slip models.

Four parameters, each with clear physical interpretations, are intro-
duced in the model. Two of these parameters describe when transition to
full sliding occurs and are of central significance. They can be computed
automatically from the pure-slip models. One parameter describes the re-
lation between the actual wheel-travel velocity and the wheel-travel veloc-
ity of the pure-slip model. The default value of unity means that velocity
dependence is neglected. Finally, one parameter describes an assumption
on the relation between static and kinetic friction. This parameter is set
to unity as default and describes a freedom to adjust the model response,
if desired. The Magic Formula is a natural choice of empirical pure-slip
model and it integrates well with the proposed model.

Good results are obtained in validation with empirical data. Relations
to similar, previously published combined-slip models are analyzed. It is
concluded that the suggested model is more accurate than the COMBINA-
TOR model [Schuring et al., 1996]. The BPL model [Bakker et al., 1989]
presented together with the Magic Formula show similar agreement, but
does not include velocity dependence.

Preliminary studies on extensions of the model to include effects of a
flexible carcass are ongoing. The goal is to include simple models of dy-
namic effects and transient behavior, resulting from carcass deformation.
It is believed that this is possible without introducing overwhelming com-
plexity. Effects of ply-steer, conicity, and camber have not been regarded
to this point. It is expected that also these may be included in the future.
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A. Proofs

Proof of Property 3. Regard the longitudinal sliding force at partial sliding
(v(0x,0) < 1):

Fosx (0«
Foun () e (o) Fox(os)
_ 1 Py (0.,0) (3 = 2(0.,0)) sgn(o)
2a%Cpy(6,)0x (1 — Y(Ox, O))z + e Foy2(02,0) (3 — 2y/(0%,0)) sgn(oy)
V(0:,0) (8~ 20(0,,0) Fo o)
3p (1—y(0x,0))* + w(0,0) (3 — 2y(0,,0))
= 60(y(0.,0))For(0:) (A1)

FOsx (Gx) =

'FOx(O-x) =
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The second equality is from insertion of (18), (23) and (20). The third equality
is obtained by using (14). At full sliding (y(o,,0) > 1), then Fy,.(0,) = 0 and
Fosx(0:) = Fox(0,). Hence, 8(y(0,,0)) = 1. The expressions for 8(y(0,0,)) are
derived analogously. O

Proof of Property 4. Follows from (9), which expresses that the deformations in
the longitudinal and lateral directions are independent. O

Proof of Property 5. The relative velocity v, at the combined slip (o, 0,) and the
wheel-travel velocity v, is given by

vy/0%+ o2
Us = (UL V2 = (A.2)
/(14 0.)? + 02

For the pure longitudinal slip at the wheel-travel velocity vy, = vy and the slip
velocity vosy = s sgn(oy), the slip definition gives:

vel Vosx v, sgn (o) \/02+ oZsgn(o,)

GOx = = =

U_O 2 2 2 2

5 \/(1 +0x)? + 02 \/Gx +0Zsgn(o,)
(A.3)

Vox — Vosx Vo — Us SgIl(O'x)

The lateral slip is shown analogously. O

Proof of Property 6. 1t follows from (41) and (15) that y(c,%,0) = w(0.,0y).
From (17) it then follows that x,(cy.F,0) = x,(0%,0,). The lateral slip is shown
correspondingly. O

Proof of Property 7. Assume o, # 0, then Fy,.(0.) # 0, since y(o,,0,) < 1, and

2
Fou(05,0,) = FOax(Gx)M = Foou(02) (M)

FOax (O-x) 1-—- l//(ax, 0)

— (1= 0y (e 0) Funler) (T2 ) a

The second equality is due to (18) and (19). Inserting (39) and rearranging
yields (42). The scaling factor is non-singular at o, = 0. If 0, = 0 then Fy,,(0,) =
F,.(0x,0,) = 0, which is fulfilled by (42). The lateral expression is derived anal-
ogously. O
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Proof of Property 8. Regard the longitudinal force and assume &, # 0. Then us-
ing (23), (20), and (21):

FSJC 0-907 G
Fu(0x,0,) = FOsx(CfEil)(ively) = [cos(B')|Fox(03;)0x (05 )TN (A5)
Fosx (O-Ox )
with
- FSZ(O-x’ Gy) _ l//z(ax’ O-y) (3 B 2‘/’(O-x’ O-y))
Fio(03:,0)  y?(05,0)(3 — 2y(0¢:', 0))
when y(0,,0,) <1 and y(03,0) < 1. If y(0,,0,) > 1 then y(o,,0,) is replaced
by unity in (A.6). If y(c},0) > 1 then (o3, 0) replaced by unity. Rewriting is
necessary to avoid singular numerics at small slips, due to the factor y2(c},0)
in the denominator. When y(0,,0,) < 1 and y(0}¢,0) < 1 then using (15) and
(40):

vion0) _ (cos(B)) (v - —
V2 (03, 0) (cos(ﬁ")) (;Ov(1+<’x> +<’y—sgn(<fx)\/6x+6y> (A7)

Using the definitions of S and $°, it is then easily verified that:

vel
rx

(A.6)

ffj(ﬁ)) =o: (Gi cos(B) cos(°) + Gi sin(B) sin(ﬁ")) A8)

From the definition it is clear that (o7, 0) is not close to zero when (0., 0,) > 1.
For o, = 0, then cos(f) = 0, which give Fy;, = 0. The lateral expressions are shown
analogously. O

Proof of Property 9. Assume o, # 0 and y(0,0,) < 1, then:

regy Fax (Ox, O)

re; Gx 1 - nyd
For(02,0y) = Foaa(0 = Fuus (o) -2 0= ¥(0:,9))

Foax(00;") o5 (1=w(0p,0))
Oy (1 - W(vaay)) _ reg V/(O-x,o)
; = Foax (00, ) =5
oy (0x,0y) (1 —y(0x,0y)) y(0x,0,)
= (1-6(y(05,",0))) For(00;°) cos(B°)  (A.9)
Finally, recall that y(oy%,0) = y(0,0,). If 6, = 0 then Fy,.(0,) = Fux(0x,0,) =

0, which is fulfilled by (45) since then sin(3°) = 0. The lateral expression is
derived analogously. O

= Foux (Gf)ig)

Proof of Property 10. Regard the longitudinal force. Then, using (23), (20), (41),
and (21):

Fo(04,0,) = —cos(B) th Fi(04,0,) = —cos(ﬂ)ukszz(Géig, 0)
= Fosx(0y,) cos(B) = 0(w(04%,0)) Fox (0,°) cos(B)  (A.10a)

reg

Again, recall that y(c,.%,0) = y(0%,0,). The lateral expression is derived analo-
gously. O
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Proof of Property 11. From (35) and Property 6 it is clear that the adhesion and
sliding pneumatic trails for the combined slip (o,,0,) is equal to the pneumatic
trails for the pure slip (0,04°): #,(0x,0,) = ty,(00;), t:(0x,0,) = t5,(05;). By
using (29) and (35):

Mz,(o-x’o-y) = t/s(o-x’ay)Fsy(Gx’ Gy) + t;(ax’o-y)Fay(ax’o-y)

Fy(o.,0y) re reg\ Fay (0, 0,)
WHM(G on) Foay (0 g)w

= Mos:(00,°) sin(B') + t4,(04,°) Foay (05, ) sin(B°)
= (Mo(00y") — t0a (00 ) Foay(0,°)) sin(B') + o, (00,°) Foay (00,°) sin(B°)
= Mo.(0y,) sin(B') + toa (04,°) (1 — 0(w (0, 05,%))) Foy (00,°) (sin(B°) — sin(B"))
(A.11)

= 10,(90,) Fosy (90,°)

where Properties 9 and 10 have been used in the third equality. The contact length
a in (35) may be computed from (36) as a = 3C./C,. O

Proof of Property 12. For the adhesion part M/, of the deformation torque the
expressions for the adhesion forces given by Property 9 are inserted in (31). The
factor (1—y/(o.,0,)), present in the denominator of (31) and in the numerator of 6,
can then be cancelled to avoid numerical problems. The sliding part (M,.) is given
by (32) and the sliding forces by Property 10. Again, the factor y(o.,0,) present
in the denominator of (32) and in the numerator of 1 — 0 can be canceled. O

B. Implementation Details

This appendix is intended as guidance when implementing the suggested model.
Pseudo-code implementations of Properties 7-12 are given, together with the for-
mulation of some model expressions in A and «.

Pseudo-Code Implementations

Pseudo-code implementation of the semi-empirical deformation-invariant
adhesion-force model based on Property 7.
Require: A, a, (B,C,D,E),,, p
Produces: F,.(1,a), F,,(1,a)
if y(o,,0,) < 1, (B.7) then
0., 0y < 4, a, (B1)
oy, 0y < (B,C,D),,, (52a), (63)
¥(0x,0,) < 04, Gy, 03, 05, (15)
j:(), Qo @}ﬂ, a, (BZ)
F()x(ﬂ,o), F()y(a’()) = 2,0, Qo, (B,C,D,E)x’y, (51), (66)
Oox, Ogy <= Oy, Oy, Property 4
¥(00x,0), ¥(0,00,) < Oox, Oy, 0y, 05, (15)
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FA‘M(A’O’,)’ ﬁay(ﬂ"a) = FA‘OX(AO)’ Foy(ao), l//(Gx,O'y), I/I(O'ox,()), l//(0,0'oy), P, (42)
else

F.(A,a):=0and F,,(1,@) :=0
end if

Pseudo-code implementation of the semi-empirical slip-velocity invariant
slide-force model based on Property 8.
Require: A, a, (B,C,D,E).,, p, p
Produces: F..(1,a), F.,(1,a)
Ay, oyt = A, @, (B.4)
FOx(/l 1, F (agel) < A oy, (B,C,D,E).,,, (51)
Oy, Oy & (B C,D).,,, (52a) (63)
b < /l, a, (4)
if y(o,,0,) <1 (B.7) then
0y, 0y <=1, a, (B.1)
y(0x,0,), ¥(0:,0), ¥(0,0,) < oy, 0,, 05, 05, (15)
B < y(0.,0), w(0,0), (16)
end if
if y(03,0) < 1, (B.8) then
oyl < a, A, (B.3a)
y(o3,0) « oy (15)
6(w(03,0) < w(032,0), p, (39)
else
8(y (03, 0)) =1
end if
if y(0,03) < 1, (B.8) then
03;1 < a, A, (B.3b)
v(0,0%) < oy, (15)
0y (0,0) < o3, p, (39)
else
6,(y(0,03)) := 1
end if
M, T < 0y, 0y, 02, 6%, By B°, ¥(02,0), w(0e, 0), w(0,03), pu, (44)
Fooe (A3 = 0(w (03, 0)) Foe (25T
Fosy(03) = 0(w (0, 033")) Foy (3T
B A, o, oA, Fosy (@), (22) using /sty = Fons(A39)/Foy(03) and
Usy/Use = sin(a)/ (4 cos(@)).
Foa(A,@), Foy(h,@) = Fos(A3), Foy (), 0:(03), 8,(05), B, (43)

Pseudo-code implementation of the semi-empirical region-invariant adhesion-
force model based on Property 9.
Require: A, a (B,C,D,E),,, p
Produces: F,.(1,a), F,,(1,a)
if y(o.,0,) <1, (B.7) then
lf)eg, ay® < A, a, (B.6)
FOx(/”Lreg) Foy(o:reg) < A%, ap®, (B,C,D, E),,, (51), (66)
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oy, 0y < (B,C,D),,, (52a), (63)

0., 0y < 4, a, (B1)

I/I(O'x,O'y), l//(Gx,O), l//(0,0'y) <~ Oy, Gy’ O-;’ O-;’ (15)

B° < y(0:,0), ¥(0,0y), (16)

0(y(ox,0y)) < y(0x,0,), p, (39)

Fur(2, @), Fuy(A, @) <= For (A5%), Foy(ag®), B°, 6(y(0x,0,)), (45)

else

F(A,a):=0and F,,(1,a):=0
end if

Pseudo-code implementation of the semi-empirical region-invariant sliding-
force model based on Property 10.
Require: A, o, (B,C,D,E),,, p
Produces: F, . (1,a), Fyy(A,a)
lf)eg, oyt < A, a, (B.6)
FOx(ﬂ,’eg) Foy(ocreg) < A%, ap®, (B,C,D,E),,, (51)
05, 0, <= (B,C,D),,, (52a) ( 3)
if l//(ax,ay) <1 (B.7) then
0., 0y < 4, a, (B1)
¥(0x,0,) < 04, Gy, 03, 05, (15)
6(y (0, 0y)) < y(0x,0,), p, (39)
else
0(y(0:.0,)) = 1
end if .
Py (A5F) = 6(y (0%, 0,)) Fou (25%)
Fooy(0) := 8(y (0, 0y)) Foy (a5®
B <= A, a, Fo. (A%), FOSy(areg) (22) Using fiy/txy = Fosx(/”t )/Fosy( oF) and
Usy/Vsx = sin(a) /(4 cos(a))
Fra(2,0), Foy(A,@) = By (A5), Foy(a®), 6(w(0.,0,)), B, (46)

Pseudo-code implementation of the semi-empirical region-invariant aligning-
moment model based on Property 11.
Require: A, «, (B,C,D,E),,, p
Produces: M!(1,a)
ay® < 1, a, (B.6)
FOy(ao )’ MOZ( reg) = ageg, (BvC’D’E)y,Zv (51)
03, 0y <= (B, C,D).,, (52a), (63)
B<i a, (4
if y(o,,0,) <1 (B.7) then
0., 0y < 4, a, (B1)
I/I(O'x,O'y), l//(Gx,O), l//(0,0'y) <= Oy, Oy, O-;’ O-;’ (15)
B° < y(0x,0), ¥(0,0,), (16)
6(v(0.,0,)) < ¥(0.,0,), p, (39)
th(Greg) < l//(Gx,Gy) (B c D)y’ (B’C’D)Z’ (48)
. M2, a) < onf, B, B°, Foy(a5) 6(¥(0x,0,)), toa(05y), (47)
else
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M.(A, @) == Mo.(ct}¥) sin(B), (47)
end if

Pseudo-code implementation of the semi-empirical region-invariant addi-
tional aligning-moment model based on Property 12.
Require: A,pc, (B,C,D,E),y, p
Produces: M/ (1,a)
A, ap® < A, a, (B.6)
Fou(A5), Foy () < 20%, ag®, (B,C, D, E),,, (51)
O-;v O-; <~ (B’ C,D)x.y’ (523), (63)
if y(o,,0,) < 1 (B.7) then
0., 0y <4, a, (B1)
v(0s,0,), ¥(0.,0), ¥(0,0,) < oy, 0,, 03, 05, (15)
O, 01 = Y(0,0,), 0% %, (41)
6(¥(0:,5,)) < ¥(0:,3,), p, (39)
Ly, I, <= y(0yx,0y), p, (50) .
ML(2, @) < ¥(0,,0,), Fou(AL), Foy(a), (49)
else
0(y(0x,0y)) =1
Iry,=1I,:=1
M/ (A,a):=0
eAnd if X
Ii‘()sx(l{)eg) = G(W(Gx’ O'y))li‘Ox (j’z)eg)
Fouy (@) = 0(y(0,,0,)) Foy () A A
B = 4, @, Fosu(A5®), Fosy(05®), (22) using e/ fxy = Fose(Ag®)/ Fosy () and
Usy/Vsx = sin(a)/(4 cos(a)).
M(, @) <= Fou(A5%), Foy(rg®), B', Ty, T, (49)
M/ (4, @) == M (2, &) + M(2,a)

Reformulations in 1 and o

The following reformulations of some of the model expressions are needed for
implementation. They are based on straightforward application of the slip trans-
formations (7).

A
Oy = m (Bla)
tan(a
oy = T —(/l) (B.1b)
Ao = Tron — y) (B.2a)
tan(ao) = 0oy = — 0@ (B.2b)

(1= 2) cos(e)
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poy/ (Acos (@))? + sin’ (@) sgn (4)

E)]aecl — (B3a)
1-p, \/(/l cos ())? + sin® () sgn (1)
2 -2
o = poy/ (Acos (@))* +sin® (@) (@) (B.3b)
V1= P2 ((Acos (@) + sin’(a))
A3 = pv\/(/”t cos ())” + sin? () sgn (1) (B.4a)
sin(@)) = po\/ (A cos (@) + sin (@) sgn (@) (B.4b)
on = GM (t273) +(529 %) s (B.52)
=iy (t27a) + (P9 @

2 2
o Acos(a) in(a)
i () + () sen )

0 1+ Grig s(a 2 sin(a 2
0 (1—&)|cos(a)|+0';\/<l%;()) + ( 16(;)> sgn (1)
(B.6a)
(i) ()
tan(ay®) = oy = (= A)[cos(@)] : sgn (a) (B.6b)

v(0:,0,) <1l (ﬁ cos(oc))2 + (sir;(:x))z < (1—2)*cos?() (B.7)

x y

w(038,0) < 1 =

v\/ (A cos (@))” + sin? (@) < 0%Jvo — v/ (4 cos (@))” + sin? (@) sgn (A)| (B.8a)

y(0,05) <1+

v\/(/'t cos (@))” + sin? (&) < 0';\/0(2) —v2 ((Acos ()% + sin®())  (B.8b)
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Paper III

Control of GDI Engines using Torque
Feedback Exemplified by Simulations

Magnus Gifvert Karl-Erik Arzén
Lars Malcolm Pedersen Bo Bernhardsson

Abstract

A novel approach to the control of a gasoline direct injection (GDI)
engine is presented. The controller consists of a combination of sub-
controllers, where torque feedback is a central part. The sub-controllers
are with a few exceptions designed using simple linear feedback and
feedforward control-design methods, in contrast to traditional table-
based engine control. A switching strategy which maintains driving
comfort during combustion-mode changes is also proposed. A novel
silent extremum-controller is presented, and used to minimize the
fuel consumption in stratified combustion mode. The controller has
been evaluated with good results on the European driving cycle using
a dynamic simulation model.

©2003 Pergamon Press Ltd. Reprinted with permission.
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1. Introduction

Increased environmental requirements and demands on decreased fuel
consumption have during recent years led to the development of new types
of combustion engines within the car industry. One of these engine types is
the gasoline direct injection (GDI) engine, also known as the DISI (Direct
Injection, Spark Ignition) engine. The main difference between a GDI
engine and a conventional port fuel injection (PFI) engine concerns where
air and fuel are mixed, and when the mixing takes place. In a PFI engine
the fuel is mixed with the air in the intake ports outside the cylinder. The
air-fuel mixture is entered into the cylinders during the intake stroke.
This gives rise to a homogeneous air-fuel mixture in the cylinders that,
to minimize emissions, should be kept at stoichiometric ratio. In a GDI
engine, instead, the fuel is injected directly into the cylinder late in the
compression stroke. Direct injection in the compression stroke is combined
with a stratified charge, that only needs to be sufficiently rich locally, close
to the spark. This enables the use of extremely lean air-fuel mixtures
which reduces fuel consumption. The difference between PFI and GDI
engines is shown in Figure 1. GDI engines put high demands on the

Plug Fuel Plug
Injector

A Exhaust A Exhaust
i ——/N N —> gases ir — X —> gases
<, Homogeneous Stratified
charge Charge

Intake
stroke

Fuel Injector

T Compression
stroke

\

PFI engine GDI Engine

Figure 1 Differences between a PFI and a GDI engine. In a GDI engine the
top of the piston head is shaped to create a fuel swirl that gives maximum fuel
concentration at the spark.

timing of the injection. Good performance requires that exactly the right
amount of fuel is injected at the correct time.

The stratified combustion mode in GDI engines can only be used at
low or moderate engine loads and for low or moderate engine speeds, e.g.,
in low-speed urban traffic. For high loads the amount of fuel that needs
to be injected is too large to be timely injected. For high engine speeds
the time window when the fuel must be injected is too small. Therefore,
GDI engines also use an alternative combustion mode, the homogeneous
mode. Here, the fuel is still injected directly into the cylinder, but now
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it is done in the intake stroke rather than in the compression stroke. In
homogeneous mode, the GDI engine behaves similarly to a PFI engine.

GDI engines were commercially pioneered by Mitsubishi. However, cur-
rently most major car manufacturers have GDI engines in their produc-
tion, e.g., Ford, GM, and VW. More information on the operation of GDI
engines can be found in [Zao et al., 1997|.

Modern internal combustion engines constitute very complex systems
in need of precise and robust control. The control objectives in engine con-
trol fall into two categories: tracking of reference values such as engine
speed, engine torque or air-fuel ratio, and optimizing operating condi-
tions such that fuel consumption and emissions are kept at a minimum.
The GDI engine is more complex than an ordinary PFI engine and there-
fore requires a more advanced control system. Conventional control of car
engines is normally based on extensive use of engine maps, i.e., multi-
dimensional look-up tables that have been derived through extensive en-
gine test-bench experiments [Gerhardt et al., 1998]. This is an open-loop
approach which can be sensitive to engine-to-engine variations and vari-
ations due to aging and wear. In this paper it is shown, using simulations
based on a calibrated GDI engine model, that it is possible to instead
employ simple feedback control strategies with a low number of tuning
parameters and yet achieve good control performance, provided the effec-
tive torque is available for feedback.

For optimal fuel economy it is essential to run the GDI engine in strati-
fied combustion mode whenever possible. Smooth mode-switching between
the stratified and homogeneous combustion modes is important for driver
comfort. In this paper a mode-switching strategy is presented that mini-
mizes torque bumps and reduces fuel consumption.

In stratified mode the air-fuel ratio may be chosen within an inter-
val. The air-fuel ratio can then be chosen in an optimal manner with
respect to engine efficiency and emissions. In this paper a novel silent
extremum-controller is presented, which is used to find the air-fuel ra-
tio that generates a desired torque with the smallest possible fuel con-
sumption. Engine control is a well known application area for extremum
control, see e.g. [Draper and Li, 1951, Kiencke, 1987]. A problem with the
lean-burn combustion is the increased formation of nitrogen oxides. To re-
duce the pollutant emissions exhaust gas recirculation (EGR) is normally
introduced in the engine. Then there is need for optimizing the amount
of recirculated gas with respect to engine efficiency and emissions. The
extremum-control strategy is also extended to the case where EGR is
present.

The work presented in this paper has been performed within the
EU/Esprit Long Term Research project FAMIMO. Within FAMIMO a
Matlab/Simulink™ dynamic simulation model of a 2 liters GDI engine
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provided by Siemens Automotive has served as a common benchmark for
evaluation of different control strategies. This paper is based on the con-
ference papers [Géfvert et al., 2000b, Géfvert et al., 2000a] and the book
chapter [Johansson and Rantzer, 2002]. Other related results are pre-
sented in [Passaquay, 2000] and [Mollov et al., 2001].

The paper is organized as follows. The overall structure of the bench-
mark used in the simulation studies is described in Section 2. The GDI
engine model used as the basis for the control design is overviewed in Sec-
tion 3. Controller designs and the overall structure of the control system
are presented in Section 4. The results of the controller on simulations
of European Driving Cycle scenarios are presented in Section 5. Compar-
isons are made with other control designs. Finally, conclusions are given
in Section 6.

2. The benchmark

The overall structure of the GDI benchmark is shown in Figure 2. The

European
Driving BENCHMARK
Cycle
Vehicle speed Driver Commands > .
Gear Powertrain
. Model
Driver > Engine
Model Management 9
4 > System EMS Control
Vehicle Signals
speed

Measured and Estimated Signals

Figure 2 Structure of the GDI benchmark.

goal is to design an Engine Management System (EMS), or controller,
that follows the command signals from the driver while minimizing fuel
consumption and maintaining the driving comfort. Additionally, it is re-
quired that the air-fuel ratio is kept at R,r = 1 during homogeneous com-
bustion mode. The engine-speed shall always be larger than a specified
idle-speed limit to avoid stalling, also in the presence of load disturbances.
Minimizing fuel consumption is in principle equivalent to using stratified
combustion mode whenever possible. Maintaining driver comfort involves
minimizing torque bumps due to mode changes and avoiding too large
torque gradients, especially at low gears.
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The EMS control signals are the command signal to the fresh-air throt-
tle (MTC), the ignition-advance angle (IGA), the start of injection (SOI),
and the fuel-injection duration (Tiy;), i.e., the amount of fuel injected. The
start of injection essentially determines the combustion mode that the
engine operates in. The problem of finding optimal /GA and SOI is not
part of the benchmark, and suitable values are assumed to be known for
all operating conditions. The manifold pressure (Ppan), throttle position
(MTCos), engine speed (N), and air-fuel ratio (R,/s) are measured sig-
nals available for feedback. The air inlet temperature and the atmospheric
pressure are measured, but regarded as constant in this study. It is also
assumed that the effective torque (TQE) is available as a feedback signal.
The feasibility of this assumption is discussed in Section 2 below.

The first stage of the benchmark is to design a core controller that
handles torque-tracking and mode-switching, see Figure 3. During this

ENGINE MANAGEMENT SYSTEM
(REDUCED BENCHMARK)

TQEy
Measured and Core EMS Control
Estimated Signals > Controller Signals

Figure 3 Structure of the Engine Management System in the reduced benchmark.

stage a reduced benchmark model is used, where the driver is excluded.
The reference inputs to the EMS are instead effective torque trajectories
generated by calculating the corresponding demanded torque from three
small excerpts, or scenarios, of the full European driving cycle. The sce-
narios are chosen such that the gear is constant.

In the second stage of the benchmark study, the goal is to design an
engine management system for the full benchmark shown in Figure 2.
Instead of a computed torque reference, the command signals to the con-
trollers are now the accelerator, brake, and clutch pedal positions, and
the gear. These signals come from a model that mimics the behavior of
a human driver. The inputs to the driver model are the reference signals
(vehicle speed and gear) from the European driving cycle. The control
problem is extended to also include idle-speed control with the presence
of electric load disturbances. The complete engine management system is
shown in Figure 4.

Torque estimation and sensing

Availability of the effective torque signal TQE relies on either estima-
tion or direct measurements. Real-time estimation of the engine torque
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Figure 4 Structure of the Engine Management System in the full benchmark.
The core controller is extended with the idle-speed controller, the accelerator pedal
interpreter, and switching logic that determines which of these blocks that provides
the torque reference.

is not trivial. Earlier work has mainly focused on estimation of indicated
torque for diagnosis purposes. With the introduction of Electronic Throttle
Control the interest has shifted to construct real-time torque estimators
that can act as virtual sensors in closed-loop engine control. In [Rizzoni,
1989] effective torque estimates are obtained from a second-order passive
circuit model using crankshaft speed fluctuations. [Azzoni et al., 1998]
presents a summary of results concerning the estimation of indicated, ef-
fective, and load torques in IC engines using nonlinear second-order slid-
ing mode observers using driveline and crankshaft speed measurements.
Other related work is presented in [Moskwa and Pan, 1995, Wang et al.,
1997, Gyan et al., 2000, Haskara and Mianzo, 2001]. Torque estimation is
in general dependent on sophisticated and accurate engine models. Hence,
the possibility to use the torque signal to simplify the design of the en-
gine controller has to be weighted against the additional complexity of the
estimator.

Another alternative is to measure the effective torque directly. Magne-
toelastic, or magnetostrictive, sensors are a possible solution to this prob-
lem as they provide low-cost contact-free measurements suitable for harsh
environments. Magnetoelasticity is a property of ferromagnetic materials
which causes the magnetic permeability of the material to change when it
is subjected to mechanical stress. The basic principle of a magnetoelastic
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sensor is to let a magnetic field penetrate the shaft, and detect changes
in flux caused by the torsional stress. In [Sobel et al., 1996, Jeremiasson
and Wallin, 1998, Wallin et al, 2002] practical application of the ABB
Torductor sensor is demonstrated. More work on magnetostrictive torque
measurements is found in e.g. [Fleming, 1989]. Even if these sensors are
generally not found on current production vehicles, they constitute a real-
istic and mature solution to torque measurements in automotive vehicles.

3. The engine model

The engine model is derived and implemented in Simulink by Siemens
Automotive. The model is a continuous-variable mean-value engine model
(MVEM) for one cylinder. MVEMs are generally accepted as the modeling
paradigm for engine control, and are extensively described in the litera-
ture [Hendricks, 1990, Hendricks, 1997, Sun et al., 1999, Andersson et al.,
1999, Hendricks et al., 2000]. Therefore this section will be kept brief, and
the reader is referred to the cited references for further details.

The model is built using equations derived from first principles com-
bined with engine maps derived through test-bench experiments on a real
GDI engine, see [Passaquay, 2000] and [Passaquay et al., 1998]. Hence,
some of the analytical physical relations found in standard MVEMs are
parameterized with look-up tables. The basic version of the model does
not include EGR. However, in Section 4 it is extended with a simple EGR
model. The powertrain model can be divided into two parts: the engine
model and the engine-load model, see Figure 5. The engine part can be
decomposed into three subsystems: air intake, intake manifold, and cylin-
der. The engine-load part includes clutch, gear box, differential, brakes,
and the chassis. The dynamics of the model can be described using three
state variables, and the model has a large number of nonlinearities.

The engine hosts two of the states: the throttle position (MTC.s) and
the intake-manifold pressure (Pman)- The engine is equipped with a con-
trolled electronic air-throttle with dynamics that may be approximated by
a first order LTI system. The throttle position MTC\s is thus described
by

Tyre(d/de)MTC o5 + MTCpos = MTC (1)

The flow of intake air is controlled with the desired throttle-position signal
MTC. The air mass-flow rate through the throttle into the intake manifold
(Qtps) is described by a calibrated look-up table parameterization of the
standard orifice equation as

QTPS = lIJ0 (MTCpos, Pman/Patm) (2)
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Figure 5 The powertrain model is composed of the engine model and the engine
load model. The engine model hosts the throttle position state MTCy.s and the
intake-manifold pressure state Ppan. The engine load model hosts the engine-speed
state N.

The build-up of the manifold pressure Py, is described by the ideal gas
law together with a mass-flow balance equation

(d/dt)Pman = Kp(Qrps — Qey1) (3)

The air-flow into the cylinder (Q.y) depends on the engine speed, manifold
pressure and the volumetric efficiency, and is described by a look-up table

Qcyl = lP7 (Pman, N) (4)

The torque production in the cylinder is described by a nonlinear map-
ping that depends on air-flows, engine speed, and the engine control vari-
ables Tinj, SOI and IGA. The effective torque is the indicated torque gener-
ated by the cylinder (TQI), subtracted by the torque losses due to pumping
work and friction (TQL).

TQE = TQI — TQL (5)
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3. The engine model

The torque losses depend on the engine speed and the air-flow and are
described by a look-up table:

TQL = Ws(Qey1, N) (6)

In stratified mode torque production is modeled by the following nonlinear
maps.

TQI = TQIS,refGS,phaseGS,air
TQIg ot = W10(Mpyel, N)
GS,phase = lIJ11 (IGA - lIJ12 (TQIS,ref’ N)’EOI —IGA — lIJ13 (TQIS,ref’ N))

Gs,air = V34(¥Y33(TQIg e, N) — Mair)
(7)
The indicated torque TQI is modeled as the ideal torque TQIg,s for a
certain fuel-flow and engine speed, penalized by Gg phase for inappropriate
ignition timing, and by Gg i for inappropriate air-flow. In homogeneous
mode the corresponding maps are

TQI = TQIy 1¢fGH phaseGH,air/fuel
TQIyyer = ¥32(Mair, N)
Gt phase = W15 (IGA — W16(Muir, N))
G,air/tuel = ¥Y17(Rajr — VY18 (Mair, N))

(8)

The indicated torque TQI is modeled as the ideal torque T@QIy s for a
certain air-flow and engine speed, penalized by G phase for inappropriate
ignition timing, and by Gy air/fuel for inappropriate air-fuel ratio.

Together with the engine speed N the manifold pressure determines
the amount of air taken into the cylinder, Qair, while Tip; and SOI deter-
mine the amount of fuel injected and the injection timing respectively.
Note that the cylinder subsystem contains no dynamics. The outputs
TQE and R, are thus momentarily determined by the inputs IGA, SOI,
Tinj, Pman, and N. The third state, the engine speed N, is hosted by the
transmission-brake-chassis subsystem, and varies slowly compared to the
dynamics of the engine subsystem. It is described by

J(d/dt)N = TQE — TQR 9)

where TQR depends on the gear, and includes rolling-resistance, aerody-
namic drag, climbing-resistance, and brake resistance. Since it is not an
objective to control N, it will be regarded as an external variable on the
engine subsystem in the core-controller design.
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4. Controller design

The engine is a highly nonlinear multi-input multi-output system. To han-
dle the complexity a bottom-up approach has been adopted. A number of
specialized simple controllers for the different subsystems of the motor
have been designed, and then integrated into a complete control system.

Considerations on model uncertainties and tuning issues led to a con-
troller structure based on extensive use of feedback-loops with simple feed-
forward paths. In combination with the bottom-up approach called for by
the complexity, this led to a structure based on several sub-controllers.
The sub-controllers can be tuned individually, with only rough process-
knowledge, and with only a few parameters to calibrate.

Choice of control variables

In the context of torque control the cylinder operation can be described as
nonlinear static maps, constructed by aggregating the look-up tables ¥;
of the previous section

(Tinj> Praans N, IGA, SOI) ™S TQE (1)
Tii, Poan, N, IGA, SOI) *" 25 QR
)

The variables IGA and SOI are chosen to yield optimal efficiency. Since
N varies slowly it is then sensible to consider a family of maps

Homogeneous
N
(P man; Tinj ) ~ TQE
Stratified

(Pman; Tinj) 'ﬁ TQE

(11)

that are parameterized in N. These maps describe how the generated
effective torque TQFE depends on the manifold pressure P., and the fuel
injection time Tj,; at given engine speeds N. Experiments on the Simulink
model of the cylinder were used to derive these maps. Figure 6 shows the
maps for N = 1500 rpm.

Understanding the characteristics of these maps is an essential pre-
requisite for successful torque control. For example, from the maps it is
easy to see that the sensitivity of TQE to variations in Pp,, is large in
homogeneous mode while it is large to variations in T, in stratified mode.

Recall from the previous section that Ti,; can be set instantaneously,
while P.n is the result of a dynamic response to MTC. In homogeneous
mode the R, constitutes the most critical controlled variable. Therefore
Tinj is chosen as control variable for the R,/¢ in this mode. The variable
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Figure 6 Maps of the cylinder characteristics at N = 1500 rpm in stratified mode
(left) and homogeneous mode (right). The plots show constant-torque level-curves
as a function of the manifold pressure Pnan and the injection duration Ti,;, with
IGA and SOI chosen optimally. The diagonal straight lines show constant R,;.
The shaded area shows the allowed region for stratified mode. The dash-dotted line
marks the constraint on T@QIg,., and the dash-dot-dotted line the constraint on
Mair~

Pphan is then used to control TQE. In stratified mode the only require-
ment on the air-fuel ratio is R,/r > 1. Thus Tj,; is the natural choice for
controlling TQE, and Ppan can be chosen such as to yield the R, that
minimizes the fuel consumption. (It is also evident from Figure 6 that the
torque sensitivity to changes in Py is small for lean air-fuel ratios). It
can be seen in Figure 6 that there exists an optimal combination of Py,p
and Ti, for obtaining a specific torque TQE from the engine in strati-
fied mode. This choice minimizes T},j, which is equivalent to minimizing
instant fuel-consumption.

Manifold pressure controller

In [Kume et al, 1996] it is stated that a quick and accurate control of
the air-flow is necessary to ensure smooth transitions between stratified
and homogeneous mode. Since the air-flow is closely related to the mani-
fold pressure it was therefore decided to control the air-flow indirectly by
controlling Ppan.

The manifold-pressure dynamics (3) can be approximated by the dif-
ferential equation

(d/dt) Pman ~ kiMTClos f(11) — k2N Pryan (12)

where 17 = Pupan/Patm. From the look-up table relating Pp,, and @rps it
was heuristically found that this nonlinearity can be approximated with

fim)=1-n°
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Figure 7 Block diagram showing throttle and manifold-pressure controllers and
the corresponding dynamics. Blocks inside the dashed box are in continuous time.

A proportional control of MTC\ is first applied to obtain a desired
time constant of the fresh-air throttle.

MTC(k) = Kp [MTC pos.a(k) — MTCpos (k)] (13)

where MTC s q is a desired throttle-position. A PID controller is then in-
troduced to control Ppan to follow the desired trajectory Pmanres- To elimi-
nate the gain variations for the Pp,,, dynamics, the control signal is scaled

as
u

MTC = — (14)
f(m)
where u is the output from the PID-controller for controlling P.,. The
f(n) term can be viewed as a local feedback linearization term. Assuming
that MTCpos ~ MTC, the resulting differential equation, seen from the
PID-controller, is

(d/dt) Pman(t) ~ k1u(t) — ko N (£) Paman (2) (15)

Note that the open-loop time-constant from P, still varies with N. Since
N is measured a possibility would be to use gain scheduling. Instead the
PID-controller was robustly tuned using the Nonlinear Control Design
Blockset in Simulink, to handle the variations in N. The resulting closed-
loop system has a time constant of around 60 ms, which appears constant
in the entire work space. The resulting P., controller, hence, is insen-
sitive to variations in N. A feedforward term corresponding to an affine
approximation of the static relation from Ppan to MTC,s was added to
speed up the response to changes in Ppanrer- The result is the cascade
feedback controller-structure with feedback linearization and feedforward
in Figure 7.

Torque controller in stratified mode

As stated above, Tiy; is used for controlling TQE in stratified mode. Since
the references for TQE contain ramp variations it is necessary to have
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two integrators in the controller to achieve good tracking. Therefore a
PII?-controller was used:

Kih Kqh?
g—1 (¢—1)°
In stratified mode a rough linear approximation of the torque generation

map is 0TQE = (60 £ 30)0Tin; + (0.02 £ 0.02)6 Pran. With the unit delay
introduced by the computational delay in the controller a rough model is

60 £+ 30

Cle) =K, +

(16)

O0TQE ~ O0Tn; (17)
The resulting closed-loop system is of third order. A pole-placement de-
sign assuming a nominal gain of 60 gives satisfactory performance and
robustness.

A feedforward term corresponding to an affine approximation of the
static relation from Ti,; to TQE is added to speed up the response to
reference changes.

Torque controller in homogeneous mode

In homogeneous mode a rough linear approximation of the torque genera-
tion map is 6TQE ~ (0.1 £ 0.05)0 Pman (With Ppan and Tinj constrained by
the requirement that R, = 1). Combining this with a linear first-order
system approximation of the controlled manifold pressure dynamics gives

(0.10 % 0.05) (1 — e~"/0-06)
5Pman ref
q-— e—h/0.06 §

OTQE ~ (18)
where h is the sampling time. A PII?-controller was tuned using pole
placement, assuming a nominal gain of 0.1. It was necessary to also in-
troduce a lead compensator to obtain a phase gain around the cross-over
frequency. The torque control is considerably slower in homogeneous mode
than in stratified mode, due to the controlled manifold-pressure dynamics
present in the loop.

A feedforward term corresponding to an affine approximation of the
static relation from P, to TQE was added to speed up the response to
reference changes.

Air-fuel ratio controller in homogeneous mode

The air-fuel ratio control problem in homogeneous mode is not the main
focus of this work. Therefore it is assumed that a well working controller
exists, approximated by controlling R,r using Ty, with a pure feedfor-
ward strategy based on the stoichiometric ratio. This control yields perfect
control of R,; with a delay of one sample.
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Extremum seeking

Extremum control of R,;;. In stratified mode the torque TQE is regu-
lated with the control variable Ti,;. The R,/ can be chosen arbitrarily. In
[Iwamoto et al.,, 1997] it is suggested to use a constant ultra-lean air-fuel
ratio in stratified mode, while in [Jackson et al., 1997] light throttling is
suggested to reduce emissions. In the present work the R, is instead cho-
sen as to maximize engine efficiency, which is equivalent to choose Ppa,
to minimize fuel consumption. Thus for constant TQE and N the engine
efficiency can be described by the fuel consumption Tinj = g(Pman), See
Figure 6. The minimum of this function is dependent on operating con-
ditions such as N and TQE, but also on e.g. aging effects on the engine.
An extremum controller can be used to find and track this minimum dur-
ing engine operation, without any other prior knowledge on the shape of
g than an assumption of convexity. The controller applies a perturbation
0 Ppan to the base manifold pressure Ppanbase- The effect of the perturba-
tion on the engine output-torque TQE is eliminated by closed-loop control
using Tin;. In this way the effects of the perturbations are only visible
internally in the controller as correcting variations AT, in the fuel mass-
flow. The suggested structure with the interconnection of an extremum
controller and a controller that eliminates the effects of the perturbation
signals on the process output is therefore denoted a silent extremum con-
troller. To the authors knowledge this is a new construction. The gradient
direction of the engine efficiency with respect to the manifold pressure is
computed from the perturbation and the corresponding variation in the
fuel mass-flow. The base manifold-pressure is then changed in the nega-
tive gradient direction. The control structure is shown in Figure 8, and
may be implemented as
Pman,base(k) =
Pman,base(k - 1) - 7(|ATinj (k)l) sgn ( ATan (k)

APoun (%) k)) + AS Prnan (k)

where

APman(k) = Pman(k) - Pman(k - 1)
ATinj(k) = Tinj(k) - Tinj (k - 1)
ASPpan(k) = 6 Pman(k) — O Pman(k — 1)
where y(-) is a function chosen to give an appropriate step length. The
perturbation signal is chosen as § Py, = A sin wt. The consecutive correc-

tions make the base manifold pressure converge to a value corresponding
to the optimal R, for the present operating conditions.
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Figure 8 Structure of the silent extremum control strategy.

Note that the extremum-controller does not use any information about
the engine, but only relies on measurements collected during normal en-
gine operation. The silence property of the controller is critically depen-
dent on the closed-loop torque control. It would be possible to use control of
other engine outputs such as engine speed instead. A review of extremum
control can be found in [Sternby, 1979]. Some approaches to off-line opti-
mization of GDI engines are presented in [Kolmanovsky et al.,, 1999].

Extremum control of R, and EGR. In [Sasaki et al, 1998] it is re-
ported how EGR reduces fuel consumption and NO, emissions in a GDI
engine running in stratified mode. An interesting feature of the results
is that the fuel consumption attains its minimum at the desired EGR op-
eration point regarding pollutant emissions. Therefore extremum control
of EGR = Qgrcr/ (Qrps + Qrgr) with minimization of Ty as control ob-
jective may be feasible. The recirculated exhaust-gas mass-flow Qggr is
controlled with the EGR-valve command signal ETC. If it is desired to
optimize fuel consumption with respect to both P,,, and EGR simulta-
neously it is necessary to modify the previous approach, such that the
extremum controller can separate the effects of the perturbation signals
on Pp,n and EGR on the engine output, i.e., in effect on Ti,j. This may be
achieved by choosing orthogonal perturbation signals. The effect of small
deviations 6 Pnan and SETC from a base manifold-pressure Ppyan pase and a
base EGR-valve position ETCy.s can then be described by the first order
approximation

+ OTn;

| é97}rg
base o Pman

SETC SETC

base

Tinj ~ Tinj O Pran +

base

With 6 Ppan = apsin(mp wt) and SETC = agsin(mg 0t) with integers
mp # mpg, it follows after multiplication of the expression above with a
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perturbation signal, and integration over % periods, that the gradient can
be computed as

aTinj mp@ /t

= — OPpan(s)Tini(s) ds
aPman base ka%” t—k27 | ( ) J( )
8Tinj mg@ /t

= OETC(s)Tini(s)d
OETC |y RGST Jiton)o (8)Tini(s) ds

After an integration period, Ppanpase and ETCp,se are updated with a
step in the negative gradient direction. This corresponds to a steepest-
descent optimization, which is known to have slow convergence. A possible
refinement would be to estimate also the Hessian matrix, and use more
elaborate methods to compute the step.

To evaluate the extremum controller on combined EGR and Py, opti-
mization the calibrated engine model was extended with a simple isother-
mal EGR model [Hendricks et al., 2000], where the EGR flow is described
by the standard orifice equation. A more accurate EGR model for tran-
sient behavior would be obtained by using an adiabatic manifold pressure
model as in [Fons et al, 1999], but for the purposes of this study the
isothermal model is considered to be sufficient. An efficiency map derived
from the results in [Sasaki et al.,, 1998] was added to the torque produc-
tion model. For a certain TQE, N and EGR an efficiency factor on the
indicated torque was computed by multi-linear interpolation of the ex-
perimental data. This is believed to yield at least a crude approximation
of real engine behavior. Moreover, the results of the extremum controller
are valid even though the real efficiency dependence would deviate from
the model, since the lack of a priori knowledge of the exact shape of the
target function is one of the distinguishing features of extremum control.
The resulting efficiency maps are shown in Figure 9.

Idle-speed control

The objective of the idle-speed controller is to keep the engine speed at
a nominal speed Nq.. Undershoots below the stalling limit N, are not
permitted. Load disturbances may be present due to electrical equipment
being turned on or off. Large load disturbances are preceded by a warn-
ing signal to the controller, indicating that a large load is pending. The
controller may delay the arrival of the large load for a short while. This
can be used to prepare the idle-speed controller for the forthcoming load,
and is a common solution in modern vehicles.

In line with the simple controller structures used in the core controller
the idle-speed controller has also been kept simple. It consists of a simple
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N = 1200 rpm, TQE = 10 Nm N = 1200 rpm, TQE = 30 Nm
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N =2400 rpm, TQE = 30 Nm
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Pman 400 0 EGR

Figure 9 Maps of cylinder characteristics regarding fuel consumption T}y,;, show-
ing how Ppan and EGR can be chosen optimally to yield a certain desired TQE for
a given N.

PI-controller where the proportional gain depends slightly on the engine
speed. The input to the idle-speed controller is the idle-speed error, i.e,
Niqe — N, and the output is the torque reference. The warning signal
for large loads is used to add a constant value to the integrator state of
the Pl-controller. This is a simple solution that prevents any dangerous
undershoots in the engine speed when the large load arrives.

Switching strategies

An elaborate switching-strategy is used for switching between homoge-
neous and stratified mode. The mode-switches should ideally be performed
without large torque-bumps. The strategy tries to switch mode where the
torque level curves in homogeneous mode and stratified mode meet. To
achieve this the R,/r = 1 constraint in homogeneous mode is temporarily
relaxed during the mode-switch.

The engine should run in stratified combustion mode whenever pos-
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sible. The controller thus has to detect when conditions for stratified
operation are fulfilled, and then perform a mode-switch. When the con-
straints are no longer fulfilled the combustion mode immediately has to be
switched back to homogeneous. The constraints for running in stratified
mode have in the benchmarks been defined as:

o TQIg e < 50 (essentially a bound on Tiy;)
e M, is large enough (essentially a bound on Puay)
e N < 3000

The constraint limits of the physical engine are confidential, therefore the
model constraints are set to typical values.

Only the first constraint poses a real challenge. Since T}y; varies quickly
at fast torque-reference changes, the constraint may be violated with short
notice. To handle such situations a simple T@QIg ¢ predictor was imple-
mented as

TQI of(kh + t) = TQIg oi(kh) + (TQE(kh) — TQE4(kh — h))T /A (19)

With a prediction horizon 7' = 0.2 s the need for mode switches can be
detected in advance, and constraint violations can be avoided.

The mode-switches should ideally be performed without large torque
bumps. By superimposing the torque level curves of Figure 6 the plot in
Figure 10 is obtained. In this plot it is observed that there exist points in
the (Pman, Tinj)-space where the torque difference between homogeneous
and stratified mode is zero. A key observation is that these points lie
close to a line described by a constant air-fuel ratio close to the lean limit,
R,/s ~ 1.5. The mode-switch strategy adopted in this work is to try to
perform all combustion-mode switches on this line. Descriptions of similar
mode-switch strategies are described in [Iwamoto et al., 1997, Kume et al.,
1996, Zao et al., 1997, Druzhinina et al., 1999|.

The mode switching strategy is best illustrated by paths in a torque-
level diagram as in Figure 11. In this diagram lines of constant torque
in homogeneous and stratified mode are plotted, together with lines of
constant air-fuel ratio, stratified-mode operation constraints, and the line
representing zero torque difference.

In the following subsections the switching strategies between the strat-
ified and homogeneous modes are described in some detail. The mode
switching logic is modeled as a state machine that is implemented using
Simulink Stateflow™. The letters used in the descriptions below refer to
the paths in the figure.
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Figure 10 Static cylinder map (Pman, Tinj) — TQE for stratified and homogeneous
mode. The bold line indicates a set of points where the torques in homogeneous and
stratified mode are equal.

Switch from stratified to homogeneous mode. This mode-change
poses the greatest challenge because of the constraint on TQIg,¢ to be
upper bounded in stratified mode. A mode-switch is initiated when TQI g ,f
is predicted to violate the stratified constraints within 0.2 s. The mode-
switch consists of a number of submodes:

A — B: In this step Ppan is decreased as quickly as possible to reach the
zero torque-difference line before the TQI g ,.¢ limit is reached (torque
is probably increasing rapidly). The extremum controller is switched
off, and a reference value Ppanyer corresponding to R, = 1.5 is
passed to the Ppa,-controller.

B — C: If the TQIg ¢ limit is reached T},; has to be kept constant until
R /¢ has reached the zero torque-difference line. At this point the
TQE-controller is switched off, and Ti,; is frozen to its present value.
Therefore as Pyan, and in effect R, decreases, the torque error
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Figure 11 Illustration of the switch strategy between homogeneous and stratified
mode. The path A - B — C — D illustrates a switch from stratified to homo-
geneous mode where the torque limit of the stratified mode is reached before the
switch is ended. The mode switch occurs at C and the switch of control strategy
occurs at D. The path E — F — G illustrates a switch from homogeneous to strati-
fied mode. Here the control-strategy switch occurs at E and the mode-switch occurs
at F.

increases.
C: The actual mode-switch takes place close to the zero torque-difference
line R,/r ~ 1.5.

C — D: After the mode switch Ppay is used to regulate R, )¢ to its nom-
inal reference in homogeneous mode. The torque is controlled with
Tinj-

D: When R, is close to the nominal reference the homogeneous-mode
controllers are switched on, which use Ti, to control the air-fuel
ratio, and Py, to control the torque.

Switch from homogeneous to stratified mode. A mode-switch from
homogeneous to stratified mode is triggered when the constraints for run-
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4. Controller design

ning in stratified mode are fulfilled. This switch does not impose as critical
timing conditions as the switch in the opposite direction, since the torque
is decreasing, and TQIg,.¢ is moving away from its bound in stratified
mode. A certain margin is required regarding TQI ¢ to avoid constraint
violations during the mode-switch, and to avoid a situation with instant
chattering mode switches.

E — F: A controller that regulates the torque with T},; is switched on,
while Pp., is ramped up to the zero torque-difference line.

F — G: The actual mode switch takes place close to the zero torque-
difference line. Py, is ramped up to a suitable starting position for
the extremum controller.

G: The extremum-seeking controller is switched on.

The mode-switching strategy described above temporarily, during the
switching, relaxes the constraint that the air-fuel ratio should be equal to
1 in homogeneous mode. This increases the amount of emissions slightly.
Since the benchmark does not include an emissions model it is difficult
to evaluate the severity of these additional emissions.

Complete controller structure

Reduced benchmark. The resulting controller structure is shown in
Figure 12. The core controller consists of five sub-controllers. The Pyan
controller is central in the total controller design. In stratified mode the
extremum controller minimizes the fuel consumption by producing a suit-
able reference to the Pp., controller. The TQE controller controls the
effective torque using Tinj. In homogeneous mode, the TQE controller con-
trols the effective torque by producing a suitable reference to the Pyan
controller. A simple controller regulates the R,/ in homogeneous mode
using Tinj. The control signals IGA and SOI are obtained from maps. The
mode-switches are controlled by a discrete-event logic controller.

The sub-controllers that are used in either homogeneous mode, strat-
ified mode, or during mode switches, have to be switched in and out in
a graceful manner. To ensure this an extensive tracking-scheme is in-
cluded in the core controller. The same tracking-scheme is used to prevent
integrator-windup when the actuators saturate.

The core controller is a discrete-time controller with sampling period
5 ms. Anti-aliasing filters were added to the measured signals. Please
refer to [Astrom and Wittenmark, 1997] for more details on design and
implementation of dicrete-time controllers.
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Figure 12 Overall structure of the sub-controllers in the core controller.

Full benchmark. The controller structure for the complete engine
management system is shown in Figure 4. The accelerator-pedal posi-
tion is mapped to a corresponding torque reference using a simple linear
transformation where the accelerator-pedal range 0 — 100% is mapped
to the range TQE . ;,(N) — TQEna.x(N), where the limits depend on the
engine speed. The idle-speed controller is switched in when the acceler-
ator pedal is fully released, or when the clutch is fully disengaged and
the torque reference generated by the idle-speed controller is larger than
the torque reference generated by the driver. The latter part of the condi-
tion is used to prevent engine stalling during the switch from idle-speed
control to driver control during gear switches. A rate limiter is used on
the torque reference to improve the performance during gear-switches. To
avoid unnecessary mode-changes it is not possible to switch from homo-
geneous mode to stratified mode during a gear-switch (when the clutch is
disengaged).

The resulting control structure is of multi-level cascade type. The out-
ermost level is the driver or the idle speed controller. The next level is the
torque controller in the core controller. In homogeneous mode the torque
controller generates the reference for the Pp.,-controller which is also a
cascade controller. Hence, in the extreme case the system contains four
controller levels.
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5. Results

5. Results

Reduced benchmark

The core controller was tested in Simulink simulations with the reduced-
benchmark model. The tests include three different scenarios of different
durations and torque references, and six different engine configurations:

1. The nominal model without measurement noise.

2. The nominal model with a unmodeled 10% torque loss to simulate
aging phenomena and engine-to-engine variations. Without mea-
surement noise.

3. The nominal model with a unmodeled 10% torque gain to simulate
engine-to-engine variations. Without measurement noise.

4. The nominal model with measurement noise.
5. Configuration 2 with measurement noise.
6. Configuration 3 with measurement noise.

The main demands of the control system are that the torque should be
within 2 Nm from the reference during normal operation, that torque-
bumps at the mode-switches should be less than 10 Nm and that the
air-fuel ratio R, should be controlled with an accuracy within 2%.

The presented core controller gave good performance in simulations,
well within the specifications. It was compared with other more traditional
controllers that used feedforward from detailed inverse engine maps, and
competed well in tracking performance. The extensive use of feedback also
made the present controller more robust to engine variations. The torque-
gain variations did not affect tracking or mode-switch performance signif-
icantly. The controller worked well also in presence of noise, even though
noisy signals were not explicitly taken into account in the design proce-
dure. Figure 13 shows the noise-free simulations of the torque response
in a torque scenario at gear 1.

The mode-switch from homogeneous to stratified mode takes place at
t ~ 2.6 s. The simulations show that the torque is followed with good ac-
curacy and that the mode-switch is carried out practically without bumps.
The price paid for the small torque-bump is that the R,/ deviates more
from the reference than specified during the transition phase in the mode-
switch.

The periodic variations that are present in the MTC, Ppan and Tip;
signals in stratified mode, are due to the perturbation signal applied by
the extremum controller. The perturbation signal was chosen as 6 Ppa, =
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Figure 13 Results for torque scenario at low gear. Stratified mode is entered and
the extremum controller is started at ¢t = 2.6 s. Note how the perturbation signal is
visible as a periodic variation in MTC and Ppan, but invisible in TQE. The extremum
controller converges to minimal Tj,; in approximately 1.5 s, and is then able to track
the optimum. The optimal values are computed by means of numerical optimization

on the simulation model.

30sin(107t) mbar, and Pyanpase Was updated every 50 ms. Note that the
effect of the perturbation signal is not visible in TQE. The controller cor-
rectly finds the optimal Pp,,, with a convergence time of about 1.5 s. In a
real engine the presence of periodic pumping fluctuations in the manifold
pressure [Hendricks et al., 1994] that interferes with the perturbation sig-
nals may have a deteriorating effect on the extremum controller. A remedy
would be to use the controller of Section 4, where the perturbation signal

may be chosen orthogonal to the pumping fluctuations.
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Results with EGR. The extremum control of EGR was evaluated on
simulations on the full benchmark extended with the EGR model as de-
scribed above. In Figure 14 is shown how the extremum controller per-
forms when optimizing P, and EGR simultaneously. The engine enters
stratified mode at ¢ = 10.5 s. The Ppan extremum controller is started di-
rectly when entering stratified mode, while the EGR extremum controller
is started at ¢ = 17 s. Convergence is somewhat slower than in the pre-
vious case when only P, is optimized. This can partly be explained by
the inefficient steepest-gradient step in the optimization. The perturba-
tion signals was chosen as SETC = 0.5sin(27t) and 6 Pyan = 10sin(37t).
Integration is done over one period, and ETCyase and Ppan base are updated
every 1 s.

Notice how the effect of the perturbation signals is completely invisible
in TQE. The perturbation signals were chosen more or less arbitrarily, and
the indicated performance of the controllers may be improved further with
more careful choices.

Full benchmark

In the full benchmark the evaluation scenario consists of the full European
driving cycle including gear switches and idle-speed phases. The core con-
troller without EGR control is used together with the idle-speed controller
described in the previous section. The reason for not incorporating EGR
in these evaluations is that EGR was introduced to the benchmark at a
late stage. Therefore the EGR was not present in the evaluation criteria,
and was not part of the solutions of all participating research groups. In
the reduced benchmark it was important to achieve good torque-tracking
performance. This resulted in the additional I? terms in some of the PI-
controllers. In the full benchmark, torque tracking is no longer of major
importance, since the torque reference is now an internal signal in the
EMS. As a result of this it is probably possible to reduce the complexity
of the core controller even further.

The engine speed and the vehicle speed for the full driving cycle are
shown in Figure 15. The idle-speed has been defined as Njge = 1000
rpm and the engine speed at which the engine starts misfiring has been
chosen as Ny = 900 rpm. To evaluate the idle-speed controller, load
disturbances [ corresponding to electrical loads are introduced during the
idle-speed control parts of the driving cycle. The scenario contains two
types of loads. Small loads are modeled as non-measurable constant loads
of size 3.5 Nm. Large loads, corresponding, e.g., to the air-conditioning
system, are also modeled as non-measurable constant loads, now of size
15 Nm.

A typical gear-shift phase is shown in Figure 16. The accelerator pedal
is released during the gear-switch. A combustion-mode switch from homo-
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Figure 14 Results from driving-cycle scenario at gear 3 and velocity 40 km/h
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simultaneously converge to optimal base values.
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Figure 15 Engine speed and vehicle speed with the complete engine management
system in a simulation of the European driving cycle. Gear switches and idle-speed
control engagement and disengagement can be seen in the engine speed signal.

geneous to stratified mode takes place immediately before the gear-switch.
After the gear-switch the system switches back to homogeneous mode.
Small irregularities in the torque signal occur during the mode-changes.
During a short interval the idle-speed controller becomes active.

The controller was evaluated with the same configurations as for the
core controller. The simulations are evaluated using three different crite-
ria values that were defined in the benchmark:

e Crhrottle = Tsamp - O, [MTC (k) — MTC(k — 1)|/ Tscenario is @ measure of
the variations in MTC .

* Coons = | Querdt/ (pfuer - [vdt) is a measure of the fuel consumption
(liters / 100 kilometers)

e Cgiobal 1s the average value of five criteria that measure the per-
formance of the air-fuel ratio control in homogeneous mode, penal-
ize large torque-gradients, penalize torque bumps caused by mode
changes, measure the performance of the vehicle-speed control, and
measure the performance of the idle-speed control.
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Figure 16 Accelerator pedal (top), torque and torque reference (middle), and com-
bustion mode and idle-speed mode during a gear-switch phase. The mode-switching
states as defined above are indicated in the figure.

All three criteria should be minimized.

During the full driving-cycle 26 combustion-mode changes are per-
formed. The engine spends about the same amount of time in homo-
geneous mode as in stratified mode. The perturbation signal of the ex-
tremum controller was chosen as dPpnan = 5sin(2.57t) mbar, which is
significantly smaller and slower than in the core controller simulations.
This is to reduce the cost of throttle actuation that is part of the evalua-
tion criteria. The mean fuel consumption was 6.78 1/100km, compared to
6.88 1/100km for a controller running with fully-open throttle in stratified
mode. The results of the present work thus indicate that throttling may
be used to improve fuel consumption. It should be emphasized that these
results apply to the benchmark engine model, and that it is uncertain how
they translate to a real engine.

The controller has been compared with two other designs: (MPC), a
model-predictive controller based on a piecewise-linear model of the GDI
engine, developed using clustering-based identification on the Simulink
engine model [Mollov et al., 2001], and (PWL), a design based on feedfor-
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ward using piecewise-linear inverse-approximations of the different engine-
maps, combined with feedback [Passaquay, 2000]. The latter control de-
sign is relatively close in spirit to a production engine management sys-
tem, with the exception that piecewise-linear models are used instead of
look-up tables. A summary of the results is shown in Figure 17. The ap-
proach taken in the present work proved to yield better fuel economy and
tracking performance for all configurations. The throttle command-signal
cost Cinrottie 18 somewhat higher in configurations 1-3, due to the probing
actions of the extremum controller. This cost may be reduced by a more
clever choice of probing signals. There is no significant deterioration in
throttle cost in the noisy configurations 4-6. The better result with respect
to fuel consumption can be explained by the online optimization using the
extremum controller, in combination with the torque control algorithms.
In the PWL design ignition timing is used for fast torque control, which
results in lower efficiency of the engine, and as a result higher fuel con-
sumption. In the global criteria, which is essentially a measure of tracking
performance and the ability to switch mode without large torque bumps,
it is interesting to see that the present design is significantly more ro-
bust to gain variations from the nominal design in configuration 1. This
is due to the extensive use of feedback, which results in robustness to en-
gine variations. Also here the introduction of noise does not significantly
deteriorate performance.

6. Conclusions

Conventional engine management systems are dominated by feedforward
control based on look-up tables containing inverse approximations of dif-
ferent engine maps. The reason for this is the lack of inexpensive sen-
sors for, e.g., engine torque and in-cylinder pressure. Such open-loop ap-
proaches are sensitive to engine-to-engine variations and aging and wear
phenomena. Since feedback is not possible without a sensor, the look-up
tables must be very accurate. Development of the tables is time-intensive
and costly. This is one of the reason for the large interest in the engine-
control community for different data-based nonlinear approximation schemes,
e.g., neural networks and fuzzy systems.

The work presented in this paper indicates that much simpler control
designs may be used with very good results, provided that the effective
torque produced by the engine is available for feedback. The work has
aimed at the design of a robust, simple and efficient EMS for a GDI
engine. A bottom-up approach has been adopted, where standard build-
ing blocks like linear PID-controllers and static affine feedforward have
been used extensively for building a controller for torque, idle-speed, and
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Figure 17 Criteria results. The MPC design results for Cyopa has been truncated
to keep the results from the present work and the PWL design distinguishable.
There are no results available for the MPC design for configurations 4-6.

combustion-mode control. The controller also includes extremum control
of air-fuel ratio and EGR to minimize fuel consumption and emissions.
The feedback controllers rely on the availability of the effective torque
signal. The silent extremum control strategy that is developed also re-
quires torque feedback to eliminate effects of perturbation signals on the
engine output. The suggested silent extremum-control structure may find
applications in other similar control problems. It has the useful property
of optimizing a target function with respect to a control variable by adding
disturbances that are invisible in the system output.

The EMS was evaluated in computer simulations on the full European
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driving cycle with good results that compare well with traditional table
based engine control with respect to tracking performance, ride comfort,
and fuel consumption. The strategy was proven to be robust to engine
variations and disturbances.

The results show that it is possible to design engine management sys-
tems with less prior knowledge of engine model parameters if feedback
control and online optimization are used extensively. The reasons why the
control design works as well as it does are the inherent robustness of feed-
back to uncertainties, the linearizing nature of feedback, the extremum-
based model-free on-line optimization, and the switching strategy that
minimizes fuel consumption and torque bumps.
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Paper IV

On the Effect of Transient Data-
Errors in Controller Implementations

Magnus Gifvert Bjérn Wittenmark Orjan Askerdal

Abstract

Computer-level faults leading to data errors in computations are pre-
dicted to occur increasingly frequent in future microprocessors. This
work discusses the impact of such errors on closed-loop performance
in implementations of digital control systems. A method to render a
control system more robust to data errors by introducing artificial
signal limits and then combine them with an anti-windup scheme is
presented and exemplified.

©2003 The American Automatic Control Council. Reprinted with permission.
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1. Introduction

As computers, rather than electro-mechanical systems, are increasingly
used for implementing control algorithms, control systems become more
vulnerable to computer level failures due to faults in semiconductor de-
vices. Such faults are classified as: (i) transient faults which are short-
duration faults that are induced by neutron and alpha particles, power
supply and interconnect noise, and electrostatic discharge, (ii) intermittent
faults which are re-occurring short-term faults that occur due to marginal
hardware or aging effects, and (iii) permanent faults which have the same
causes as the intermittent faults, but reflect irreversible physical changes.
The trend with decreasing transistor and interconnect dimensions, lower
power supply, and higher operating frequencies contributes to increasing
the occurrence rates of transient and intermittent faults, while improve-
ments in design and manufacturing have led to decreasing permanent
failure rates, less than 15 FIT (Failures In Time, or failures in 10° hours
of operation) for microprocessors in 2001 [Constantinescu, 2002]. This pa-
per will therefore focus on transient faults.

A microprocessor is built from SRAM memory cells, latches, and com-
binational logic. Faults in the microprocessor may either result in control-
flow errors, in which case the instruction execution order is erroneous, or
in data errors, in which case the executing program delivers erroneous
results. Many control-flow errors may be detected with watch-dog timers.
Modern microprocessors have built-in protection against transients faults
in memory cells (cache) using e.g. error-correcting codes and parity checks,
while the remaining parts are essentially unprotected. Methods to imple-
ment protection against transient faults in other locations than memory
cells often involve redundant micro-controller subsystems (ALU etc.) as
in [Slegel et al, 1999], but they result in more complex and more expen-
sive devices. Hence, remaining failures are data errors due to transient
faults in the combinational logic or latches. In [Shivakumar et al., 2002]
it is predicted that the transient fault rate per chip of combinational logic
circuits will increase nine orders of magnitude from 1992 (~ 107 FIT)
to 2011 (~ 10% FIT), when the failure rate will be comparable to that
of unprotected memory elements. The corresponding fault rate for the
present generation of microprocessors is ~ 1 FIT. The trend of increas-
ing fault rates is also reported in [Hazucha, 2000], where it is predicted
that a 32 Mbit static memory implemented in a 0.1 gm process will fail
on the average each 5.7 years at sea level. A result that is expected to
hold also for other logic circuits, such as flip-flops, latches, registers, and
combinational circuits.

In safety-critical applications it is imperative to have error detection
and recovery functionality to meet the high demands on dependability. In
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some areas, such as the aircraft industry, fault-tolerance is achieved by
redundant hardware and high-end devices. In more cost-sensitive areas,
such as the automotive industry, expensive solutions may not be feasible.
Assuming a microprocessor with a (constant) transient failure rate of 10
FIT that hosts e.g. a braking functionality in a car, the mean time to
computer failure (possibly leading to catastrophic failure for the vehicle)
is more than 11,415 years for a single vehicle. For a series of 100,000 cars,
the mean time to failure in one of the cars is 42 days. If a microprocessor
executes a control algorithm that is likely to tolerate a transient data
error, this device may not necessarily have to be as fault-tolerant, and
can thus be less expensive. Therefore it is of interest to investigate the
impact of transient data errors on hardware hosting implementations of
safety-critical control algorithms.

Understanding the effect of data errors on general computer function-
ality is an intensively researched area, e.g., [Pradhan, 1996]. Methods for
analyzing the effects of timing errors on control systems were presented
in, e.g., [Kim and Shin, 1994, Wittenmark et al., 1995]. Analysis of effects
on system stability of data errors caused by EMI bursts was investigated
in [Kim et al., 2000]. However, catastrophic failures in a safety-critical sys-
tem may occur before the system reaches instability, e.g. if some constraint
on the control error is exceeded. Recent results [Cunha et al., 2001, Vinter,
2001] show that many data errors will have a limited effect on control per-
formance, i.e., control systems often have an inherent resilience or inertia
to data errors. This path is pursued further in this paper. It is discussed
how the implementation of the control algorithms influences the toler-
ance to data errors resulting from computer node failures. Related work
is published in [Askerdal et al, 2002], where classical frequency-domain
methods are used to investigate the effects of computer failures on linear
feedback control systems.

The paper is organized as follows: In Section 2 a general model for the
effect of data errors on a control algorithm is stated. Thereafter, controller
realization and scaling is discussed in Section 3. Sections 4 and 5 show
how computed signal bounds together with an anti-windup scheme may
improve the recovery from data errors. This is illustrated with an example
in Section 6. The results are discussed in Section 7, and summarized in
Section 8.

2. Modeling Data Errors Caused by Computer Node Faults
Let

z(k+1) = ®.z(k) + Tuc(k) + Ty(k)

0]
u(k) = C.z(k) + D¥u.(k) + DYy(k) (1)
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be a state-space realization of a general linear two-degrees-of-freedom
dicrete-time controller with internal state z, command signal u., process
output y, and control signal u. The controlled process is assumed to be a
linear time-invariant system

Y(s) = G(s)U(s) (2)

with zero-order-hold sampling. A pseudo-code implementation of (1) would
be

repeat:
uc := read_from_interface();
y := read_from_sensors();
u := compute_control_signal(z,uc,y);
write_to_actuator(u);
z := update_controller_state(z,uc,y);

wait_for_next_sample;

This algorithm would be implemented and executed in a computer node
like in Figure 1. Erroneous computation results due to transient data
errors would eventually be stored in u or z, and would propagate to the
controlled process, and through the feedback loop. As illustrated in the fig-
ure, the internal components of a computer node are: communication con-
trollers, memories, microprocessors, and internal communication buses.
All these components may be affected by faults. As the communication

T
Application 1 Communication
Interface i Interface
Memory

1

H

i Communi- .
Sensors, P ! eation Comm;mcanon

1 us
Actuators H ' controller

1

1

1

Figure 1 A General architecture of a computer node.

controller handles the information exchange with other nodes, quantities
measured by sensors may become erroneous due to faults in the commu-
nication controller. The data path of a microprocessor consists of caches,
registers, buses, and functional units (i.e., ALU, multiplier, etc.). If a fault
occurs in any of these parts, it will affect the ongoing calculation if the
faulty part is activated, rendering the result of that calculation to be
incorrect. The communication inside the computer node is, generally, per-
formed using buses. If a fault occurs on such a bus, the data currently
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being transferred will be affected and the result may be a data error in
any of the calculated data.

Data errors may be regarded as bit-flips in the digital representa-
tion of the affected variable or signal. Single-bit errors tend to be more
common than multiple-bit errors [Askerdal, 2000]. In a N-bit fixed-point
representation with M fractional bits the number range is R = [-2VN "M ~1,
2N-M-1 _ 2-M] with a resolution of @ = 27 . With this representatlon
the magnitudes of the errors will be in the same range as the control
signals (assuming that the data have been properly scaled). In the IEEE
floating-point standard with f fraction bits, and e exponent bits the range
isR=[—(2—21).227-1 (2—2°1).22" 1_1] and bit flips in the most sig-
nificant exponent bits may lead to very large errors. A reasonable model
of data errors is additive impulse disturbances with magnitude of rect-
angular distribution within the number representation range. The data
error disturbances may then be included in (1) as

2(k +1) = ®oz(k) + Tuc(k) + Ty(k) + n.(k) @)
u(k) = Cez(k) + Di<u.(k) + DYy(k) + nu.(k)

where 1,(k) and 1, (%) are impulse disturbances due to data errors affect-
ing the computation of the controller state and control signal, respectively.
Since transient data errors occur sporadically, it may be assumed that an
error manifests in either 1.(k) or 1, (k).

3. Controller Realizations

With a change of state variables z(k) = T'z(k) in (3) the controller real-
ization becomes

Z2k+1)= <i> (k) + Tuc (k) + T2y (k) + n.(k) @
u(k) = Cc2(k) + Dgeuc(k) + D?y(k) + nu(k)

with &, = T®.T-!, T% = TT'%, [Y = TT? and C, = C.T~!. Note that 7,
is not transformed in (4) since it appears internally in the controller im-
plementation. Combining the controller realization (4) with a state space
realization of the sampled controlled process (2)

x(k+ 1) = dx(k) + Tu(k)

¥(k) = Cx(k) (5)
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results in the closed-loop dynamics

E(k+1) = Dué(k) + Tiuc(k) + Thn.(k) + Tl (k)
y(k) = C&(k) (6)
u(k) = Cir& (k) + Dieuc(k) + 1. (k)

with & = (x, 2) and

®+TID)C TCT!
Do = ¥ -1
TT:C T®.T

D 0 r
(— M- _ M _
m‘@w>rw(ﬁ %_@)

C;=(C 0) Cj=(DlC CT™)

The impulse-responses from 77, (k) and 7, (k) to y(k) are hy, (k) = C°, @51

k>0, and hy, (k) = C®%51T7, k > 0. Inspection of @, reveals that the
structure '
r_1 k k

Pa = (T* T*T‘l) (™)
is preserved for all 2 > 1. Hence, the impulse-responses will have the
structures Ay, (k) = C+T~! and h,, (k) = C«T for k > 1. Obviously &, (k)
is invariant under the change of state variables, while %, (%) is not. With a
large diagonal state scaling T' = A, the output response to impulse errors
on the states can be made arbitrary small. However, the state scaling is
constrained by the available numeric precision.

The problem to find the controller realization, i.e. find the T, such
that the output response y(k) to the disturbance 77,(%) is minimized with
respect to some measure, under the constraint that the state scaling is
kept appropriate for the available numeric representation is treated in e.g.
[Moroney et al., 1983, Rotea and Williamson, 1995]. The results are opti-
mal realizations in the context of round-off errors, which have the same
problem structure, but where the disturbances are close to stationary
white noise processes. With y(k) = H;_ (q)n.(k), 2(k) = H.(q)u.(k), solu-
tions to the minimization of | H,, ||, with respect to T', subject to the state
scaling constraint ||H,|; < y are presented for p,q € {2,000} in [Rotea
and Williamson, 1995]. For data errors it may be more natural to regard
p =q =1, i.e. peak-to-peak gain. Even more natural would it be to mini-
mize ||Ay, ||, since the disturbances are assumed to be impulses. However,
in practice it is likely more feasible to optimize the realization with respect
to the all-time present round-off noise than rare and sporadic data errors.
In the following it will thus be assumed that the transformation T is
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4. Signal Bounds

given, and we concentrate on the analysis of the influence of 77, and 77, on
the closed-loop performance. Hence, we can consider the representations
(3) and (5) of the controller and the process.

4. Signal Bounds

If a bound on the command signal u, is known, then /., bounds on con-
troller states and the control signal may be computed using /; norms on
impulse responses [Hanselmann, 1987]. The controller state and control
signal are given by

k
ai(k) = 3 hill — uc()) (82)
j=0
k
u(k) = 3" hu(k — j)ue() (8b)
j=0

where {h;(k)} and {h,(k)} are the impulse-response sequences of the
closed-loop system from the command signal u.(k) to the state variable
z;(k) and control signal u(%). Bounds on z; may be computed by applying
the Holder inequality on (8a):
b k p 1/g
() < D Ihs(k = el < [DIGIP] T [ lwel?] " (9)
J=0 Jj=0

j=0
where ;1) + % = 1. If the maximum absolute value of the command signal

is known |u.(k)| < M, then Equation (9), with p = 1 and ¢ = oo, gives

k
|2i(k)| < MZ|hi(j)| (10a)

Correspondingly a bound on u(%) may be expressed as

k
u(k) < M3 |h ()] (10b)
Jj=0

It is straightforward to include the effects of other bounded inputs to
the closed-loop system, e.g. load disturbances, in the bounds of Equations
(10). The bound (10a) may also be used for /; state scaling, as described in
[Hanselmann, 1987]. If the closed-loop system is well designed with proper
damping, the bounds are not expected to be very conservative, which is
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also confirmed in [Hanselmann, 1987]. If the signal bounds are exceeded
it can be concluded that an error has occurred in the system. Hence,
the signal bounds may be used on-line to actively detect deviations from
normal operation, similarly to the approach in e.g. [Stroph and Clarke,
1998]. Note, however, that in the cited work the bounds appear to be
computed on the controller in open-loop, which result in over-estimation
of the bounds by factors of magnitudes in comparison with the closed-loop
bounds. The approach taken in the present work is to introduce explicit
bounds in the controller, that correspond to those of (10), and then use
well-known anti-windup methods to handle these signal limitations in a
graceful manner. This will give the system an inherent robustness to data
errors that exceed the signal bounds.

5. Anti-windup

In the presence of control signal limitations, the control signal actually
delivered to the controlled process will be u(k) = sat(v(k)), where v(k) is
the linear control signal. When the output signal is saturated the feed-
back path is broken and the controller states are driven in open-loop,
leading to deteriorated performance or even instability. If the controller
has integral action this phenomenon is denoted integrator windup. To in-
hibit this behavior various anti-windup schemes may be applied [Edwards
and Postlethwaite, 1998]. Anti-windup should always be implemented in
a controller with actuator saturation. In this work an explicit artificial
limitation according to (10b) is introduced to make the system robust
to data errors. In practice an actuator limitation will also be present. If
the actuator saturation limit is smaller than the artificial limit (10b),
then the smallest limit should be used. The observer-based anti-windup
of [Astrém and Wittenmark, 1997] is a general method where the control
signal error is fed back to the controller. With observer-based anti-windup
the controller (3) is modified as

z(k+1) = ©.2(k) + Ty(k) + Tieu (k)
+K ( (k) —v(k)) + n.(k)
= &.2(k) + [Vy(k) + Tu, (k)
+ Ku( ) +1:(k)
v(k) = Cez(k) + DYy(k) + Diuc(k) + nu(k)
u(k) = sat( (k)

with &, = ®,—KC,, IY = Y — KD}, and ['% = I'“% — K D%, The gain K is
chosen as to obtain the desired observer dynamics given by ®.. The anti-
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6. Example
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Figure 2 Blockdiagram of closed-loop system with artificial control-signal bound
and anti-windup.

windup scheme will now reduce the effect of data errors that are causing
the controller output to exceed the estimated limits. Note that the ob-
server based anti-windup operates on all controller states, while certain
other schemes only operates on the integrator state. Hence, errors in any
of the controller states are eliminated due to the anti-windup. Also note
that the observer-based method does not require any additional states to
be introduced. In the context of data errors this is important, since data
errors affecting explicit anti-windup states would not be handled grace-
fully by the system. The closed-loop system resulting from combining (11)
with (2) is shown in Figure 2.

6. Example

As an illustration of the inherent tolerance to transient faults that may
be achieved with the combination of signal bounds and anti-windup, we
study the control of the simple servo process

100

¢ = 51 10)

(12)

A discrete-time two-degrees-of-freedom tracking controller is synthesized
using the polynomial pole-placement design method of [Astrom and Wit-
tenmark, 1997]. The controller is designed for a closed-loop bandwidth of
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Figure 3 Closed-loop system response to a command signal step. Computed
bounds on u and z are shown. (Left: u. (dotted), y (solid); Middle: u (solid), bounds
(dashed); Right: z; (solid), ze (dashed), bounds (dashed))

. = 15 rad/s, observer dynamics of 2w,.;, and integral action. The sam-
pling time is set to 0.01 s. A minimal second-order modal-form state-space
realization of the controller is used for implementation, with z = (z1, 2).
In this realization z; is an integrator state, and z; may be interpreted as
an observer state. The command signal u. is assumed to be bounded by
|uc (k)| < 1. The /; state-scaling of (10a) is applied such that |x;(%)| < 1.
The control signal bound according to (10b) is [u(k)| < 1.88. (The cor-
responding open-loop bound according to [Stroph and Clarke, 1998] is
|u(k)| < 341.) The anti-windup scheme of (11) is implemented, with K
chosen as to obtain dead-beat dynamics, to obtain the closed-loop system
of Figure 2. In Figure 3 the closed-loop step-response to a command-signal
unit step is shown. Note that the computed state-bounds are very tight,
while the control signal bound seems to be a little more conservative. In
Figure 4 the closed-loop response to a data error 7., (k) = 55 (k), affecting
the computation of the integrator state z;, is shown in the case when the
artificial signal-limit and anti-windup are not applied. It can be seen how
the integrator state slowly recovers, while the control error grows large.
In presence of actuator limitation large data-error amplitudes even result
in instability. Figure 5 shows the corresponding response with application
of the artificial signal limit |u(k)| < 1.88, in combination with dead-beat
anti-windup. In this case the controller state recovers within a few sam-
ples, and the control error is moderate. Figure 6 shows the largest absolute
control-error that results from various magnitudes on the data errors 7,,
7., and 1,,. Four different system settings are shown for comparison: (i)
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Figure 4 Closed-loop system response to a data error 7., (k) = 55 (k), on controller
state z;, without signal limitation and anti-windup. Computed bounds on « and z
are shown. (Left: u. (dotted), y (solid); Middle: u (solid), bounds (dashed); Right:
z1 (solid), zg (dashed), bounds (dashed))
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Figure 5 Closed-loop system response to a data error 7., (k) = 55(k), on controller
state z1, with signal limitation and dead-beat anti-windup. Computed bounds on u
and z are shown. (Left: u. (dotted), y (solid); Middle: u (solid), v (dashed), limits
(dashed); Right: z; (solid), zg (dashed), bounds (dashed))
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Figure 6 Closed-loop system response to impulse data errors. Control-error mag-

nitude versus data-error magnitude. (Upper: 77,; Middle: 7, ; Lower: 7.,)
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7. Discussion

No control-signal limits or anti-windup. Here the graph is a straight line
with a slope equal to the /1-norm of the impulse response. (ii) Dead-beat
anti-windup. Note that the response to data errors affecting the control
signal (17,) leads to larger control errors in this case. This is because the
data error is interpreted as a saturation by the anti-windup, which is fast
enough to react immediately. Important to note is also that the control
error magnitude does not increase with the data error magnitude for large
data errors. (iii) Dead-beat anti-windup only on the integrator state (this
is common in e.g. PI-controllers). This is normally sufficient for handling
actuator limitations, but in the case of data-errors the performance is
inferior compared with full-state anti-windup. (iv) Dynamic anti-windup
with a bandwidth of 2w.;. Here the response to data errors entering the
control signal is better, since the anti-windup is too slow to react imme-
diately on the error impulse. The response to data errors on the state is,
however, worse than for the dead-beat design, as is clear from the figure.
The recovery time is also significantly slower compared to the dead-beat
design, which may be seen from time-domain response plots.

7. Discussion

In general, it can be noted that the integrator state z; is most sensitive
to data errors, which seems very intuitive since it depends on feedback
of the control error to decay, while the controller state zo is stable with
a short time constant and decays by itself when the loop is broken by
saturation. Another general observation is that the control-signal bound
is computed from bounds on the command signal and, in consequence, is
related to the expected magnitude of control errors during normal opera-
tion. Hence, the artificial limits and the anti-windup scheme will capture
data errors resulting in control errors larger than those expected during
normal operation. The proposed method may also be combined with the
dynamic bounds of [Stroph and Clarke, 1999], to increase the coverage for
data errors.

Since the controller state z is bounded by (10a), it may seem natural
to introduce explicit limits also for this variable. However, simulations
with saturations on the controller state indicate that the performance
improvement is minor. The increased complexity resulting from additional
saturations in the loop also makes the system difficult to analyze, even if
it seems to perform well in presence of data errors.

In presence of stochastic signals, such as measurement noise, there is
a probability of false error detections. This may be handled by computing
the resulting variance of the control signal. The deterministic control-
signal bound (10b) can then be adjusted with some measure depending
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on the variance. The size of the adjustment will determine the probability
of false detections.

Sporadic false detections will affect control performance, as the anti-
windup then intervenes. By using slower anti-windup dynamics the noise
sensitivity is decreased.

If a rate bound on the command signal is known |Au. (k)| = |u.(k) —
uc(k —1)| < M, then state and control-signal rate bounds may be com-
puted in analogy with (10). An artificial rate bound on the control signal
may then also be introduced in the controller, and used together with the
anti-windup scheme. Note that the noise sensitivity will be worse than for
the case with magnitude bounds, since the rate of the control signal will
depend on the noise variance.

8. Summary

Data errors resulting from transient faults in the computer hardware may
be modeled as impulse errors entering the control algorithm internally.
The effect on closed-loop performance therefore depends on the controller
realization. Previous methods to optimize controller realizations with re-
spect to round-off errors in finite-precision numerics are applicable also
in the context of transient data errors. Given a controller realization,
robustness to data errors may be achieved by introducing artificial sig-
nal limitations based on [,,-bounds, in combination with an anti-windup
scheme. As one may expect, the integrator state of the controller is most
sensitive to data errors.
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