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OPTIMIZATION OF THE POWER DISTRIBUTION BY CONTROL ROD

MOVEMENTS IN BOILING WATER REACTORS

Gustaf Olsson
C. Lin

K. Doi

B. Frogner

- \Abstract

An optimization and prediction method has been developed that :
allows autcmatic calculation of a rod sequence to obtain a

prescxa:bed power distribution in a BWR. Durmg the sequence

ati-them themmal margins are tested in order to obtain ’

a feasible rod with* “awal table. Compar:.sons are made with

Oyster Creek cycle 8 data and successful: results can be reported. " .
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1. INTRODUCTICN

THe purpose of this working paper is to discuss and present
Seg ULences

results concerning optimization of control rod zeswemeces

during large power manuevers in BWR's. An algorithm has been

developed and tested, that will find a rod manuevring

r‘:
procedure to go from one p prescribed to another prescixbed

power distribution. Constraints due to technical specifications
and fuel considerations are included into the system.

The optnmlzatlon mut;\.ne is oon51dered part of a larger ;
start-up optimization problem and solves the statical optimzation
problem, when the xenon concentratlon :Ln the core is considered

oonstantﬁiﬁhé###ﬁ#éﬁﬁ%i%ﬂ%#(not necessaJ:J.ly in equilibrium).

An essential part of the overall problem has been to find suitable
approximations of power changes caused by rod movements. A nonlinear
predictor of local power changes has been developed and presented

in a separate working paper (l).

The report is presented in the following way. Section 2 describes
shortly the overall start-up reactor optimization problem and

its characterization by ‘a series of ## smaller optimizationds pro blewms,




[.2

Section 3 describes a general formulation of the optimization

problem, The performance index as well as the different

constraints are discussed.

are described.
Some optimization results, comparing real operating data from the

Oyster Creek cycle 8 are presented in section 5. There are several
parameters that the user can manipulate in order to influence
the optimization procedure. These choices are discussed in section 6.

Suggestions for further work are $igdé#iéd mentioned in section 7.




2. BWR START- UP OPTTMIZATION

The problem of large power maneuvers has been considered within

the PSMS project (Power Shaper Monitoring System) supported by
EPRI. However, with the current version of PSMS the user has

to Wh supply information about &8 the rod withdrawal sequence

to the PSMS program package. To find such a sequence that is
feasible may be an awkward and cumbe.rsome task considering

the huge number of constraints and independent control variables.
The paper #$u#ii p;esents the results of an algorithm that

will systematically search for the best rbd with.drawal sequence

in order to achieve a specified power distribution;

i,

Typieal start-up at beginning of cycle

A typical start-up path is shown in gfgure 1. A more detailed
description of ##é¢ such a preconditioning cycle has been discusseé.
elsewhere, see . (2). let it éuffice to describe the path
just in such a detail, that the present optimization problem is

clearly illustrated and put into the proper perspective.

2.
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2l

.The optimization path fram (1) to (7) can be split up according
‘to the independent variables avaidable. Nothing is known
a priori about the boundary conditions in the intermediate
points (2) - (6). Therefore, in order to find solutions of
the subproblems, same boundary conditiqns for the intermadiate

points have to be calculated.

ebiadddtast | s
The path fram (6) to (7) is.s-traightfomaxd, and basicly the
core flow #i is increased with maximm speed, limited only
by the envelope cl’nracterlstlcs. 'I'he.refore ; knowing the des:.red
rod patte.rn ###### and des:.red power dJ.strJ.butJ.on ah (7) the
reactor equations can be J.ntegrated backwards .to (6), where
an envelope can be establishéd. As a safe approximation,

| the xenon concentration can be considered time-

invariant during this procedure.

The rod withdrawal from (1) to (2) is the subject of this report.
The time for the rod withdrawal is very short in comparison with -
the total start-up time. Therefore, no preconditioning is made
during this phase., If the power distribution at (6) has Kighérlarger

ues than that of (2), then preconditioning ie nccessary. This is
sgetched in f:g&se 2.



Fig 2. Decision about preconditioning.
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The loop from (2) to (5) is time variable, but simplified by the
fact, that only one independent vari\_zilble is J'c_’nvolved.
##é As the core flow is increased at the maximm allowable
speed betveen (2D and (3) £igura 3 illustrates, that only

two time po:.;ts!have to be determined in this search. The

criterion for this phase of the optimization would be to

obtain such a xenon build-up, that the envelope at (6) could
be reached with the prescribed rod configuration./pStill
no algorithms have been developed for this phase, since the

xenon concentration has to be considered time-variable.

f This has to be done with a minimm of productivity loss.

A Core Flow

(2) (%)

(2) I |

(5)

= {/'/rl(

Figure 3. The xenon xild-up phase (2) = (5).
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A more detailed account of the decisions to make considering
. the overall optimization is indicated in the flow diagram
of Appendix 1. Note, that these programs have not been

written yet; only the steady state part of them.

oh

it

R.5



3. FORMUIATION OF THE OPTTMIZATION PROBLEM

Basicly the problem consists of finding a strategy for rod
wothdrawal so that the power shape will approach a desired
distribution. This has to be done, so that all constraints

for rod movements and fuel properties are taken into consideration.,

Performance index

The performance index for the optimization part (1) to (2)

(see fig 1) can be expressed as a statical relation Bétwédd
S * c 2- \3
S ° .. -DS. . " N
PI Z(p Sijk P 'Sisk ) ( )
ijk

*
where s;.ij = the target nodal power in node i,j,k,

normalized by the core average power

Sijk = the actual calculated normalized power in
node i,j,k
p* = desired bulk power

pc calculated actual average power

it

1he structure of the performance index is crucial for the success
of the optimization. A slightly diffesent from of performance
i%dex has also been tested,that compensate for average power

errors more efficiently,

3
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ijk ijk P ijk )
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il

the #¥ bulk power at the target

)
|

the calculated bulk power
/¥ = an integer exponent

In the tests the taJ:get power dlstrlbutlon has been the same
for all fuel bundles, i.e.

* _ * )
Sigk T %k | et

~ in f_bbtr};(}.l) ahd._ (3.2) /

(3.3)

However, #h##Me#ddd the radial distribution of the target distribution
can be taken into consideration, subroutine WEITPI, appendix #. <.



3. 2 &

/ A consequence of thls is, that the
2 coni:rﬂmtlms from fuel bundles at the perpphery will be 51gm.f1cant,

as the target dlStlblIthn is oonstant 1.1’1 the radlal dJ_rect_Lon. The

where

% = Z 1]k » '

n= number of fuel elements in one horizontal plane

The results in secﬂp”ﬁﬂ-ﬂhewmm L

will demonstrate the difference between the cost function assumptions.

4



Active rods

The rod participating in the rod withdrawal scheme are divided

into groups, where all rods within each group ﬁ%geidentically.

The rods acting as independent control variables are ke called

‘active 5?35%' The grouping of the rods has to be made in such

a way that the S@erﬁmih“gion principle can be applied with

reasonable accuracy. This means, that the rod tips of two

adjacent groupsdaa::iﬁe sepa_rated at least ﬁig distance corresponding

to four nodes, see further ref (1).

Moreover, in the power prediction tisssssswadle it is asaumed, that
each rod only influences the 4 x 4 neighbouring fuel bundles.
Thus, the fuel bundles influenced by each rod are listed in a file,

see subroutine BUNSER, appendix . 2.

.
For each rod group there is a maximum and minimum inse¥tion depth
defined, which creates § constraint of the control variables.
Moreover, 15

(In the algorithm iiewre=ts-mi=m a precaution/made to avoid
"ringing", i.e. the oscillation of a rod between two positions.

Such a problem might appear close to an optimum point.



e

Fuel property Oonstram't-éh""—— e

The following §8£ifi$6&é margins have to be tested for each indiviaul

rod movement, -

APLHGR - average planar linear heat generation ratio
e

IHGR - linear heat generation ratfe

CPR - critical power ratio

envelope

39



The calculation of all these prope.tt:.es has to be made for geach
node iﬁ and will be very comberscme unless suitable approximations
-.T:are .d:-iL Such approximation methods are discussed in (1) and will
" be further described in section &

Ty Inltlal values

. As the optum.zatlon starts w:.th n-oore power and thermal maxgm
"}j'calculatlon with the DCAM code all J_m.tlal conditions for DCAM

naturally have to be suppl:l_ed In parta.cular the rod pattern :

s drm g
St Lo T

_;-“arxi the themal power and core flow a.re glven. bbreove.r, i _-_--1_“_

7_"— the actual xenon ooncentratlon J.s spec:.f:.ed and is assumed to

: be stationary dur:l.ng the optunlzat_'l_on.

In appendix 1 an input procedure is indicated, that will be implemented

soon in the future., The present input format is different.

Final values _

.Only the target value of the power dlstrlbutlon and the bulk power

are given. The final rod pattern :stnot specified. It will be 0 =

a functiofn of the given §ih#} target power distribution.



et L Ee SCJ’:’EM@ : =T
: The PhllOSOPhY of the search nsted. is ba5101y a fea51b1e

i 'd:a_rectlon smh-mthod _'I'here efe l‘mvever, two featuxes

S that charager_lze the pmblem and demamis spec:n.al solutlons.

- One is the dzscrete nature of the rod w:n.thdrawals. The other

1s the laxge number of"constra:mts to be chgcked

e i —-_..-.-.._.-_

: P i
ﬂ%ﬁ##iﬁﬁéﬁ# _ mteger values of t.he mdependmt varla]ﬁes. it

. t:_-The other corxﬂltlon mkes :.t mrea.]_lstlc to fmd 1:.he fea51ble

et

B e ANy -
D The sédtidid is d_‘LVlded into several parts | -.

‘“'"i': the .‘Lnltla.l caluulatlons , @8& search dJ_rectJ.on calculatJ.onS
' the linear search procedure, the test for constraints and the
" determination of the final solution., A systematic description

‘»';_of the flow of the program is found:in appendix & 2 ,

* Initial caloulations . - ‘

The initial powej: distribution and corresponding values of the

thermal margins are calculated, using the DCAM code. This calculation
(or re Iiucncc 1né)

constituie® the starting point/ which will be called the "origin"

in the following discussions. The calculation is made in routine

ORIGIN, see appendix B. 2.



Gradient calculation for the meonstrained problem

There is mo analytlcal way to determine the partlal

der:watlves of the cost ftmctlon with respect to the act:.ve rod

el = e ol

groups. Instead they are calculated numer:l.cally. One rod gmup :

i1

N atatnnelsw:.tlﬁramonenode, andDCAMcalmJlatesthepmer
andthennalmazgm changes. =

The cha.nges are calculated and determ:.ne# the gradlent,, see the subroutlne )

- A

If the absolute value of the gradlent is small enough or if the gradient
ottt -
is pos:.tJ.ve, then ‘a further-seessh is made in the "feasible direction

search" sesseow, Co W, a eorch d//ee/—to% =3 below

The reason for the renewed attempt is the numerical accuracy. The DCAM core
Close (v e menlnpuma
calculation of course has a limited accuracy. i
the influence of power calculation errors-is amplified in the gradient calculation.
As ‘the rod movements are defined only by integers, the calculated
gradient is truncated to the nearest integers. This can be illustaated

. '
by fige L//shcwmg the case for two rod groups ry and Ty D

&
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The gradient direction J. is truncated to the points, Fhese- that

poimts will define the path for the linear search, see below.

at
The thermal margm is tested fer the first point along the path.

The power chenge and thermal margin change J:sf'caljculated fxom booed on
duet
sw_:e.rspoxltlon of the changes caused ‘by each indiviasd rod g'roup. :

ThlS is shown to be relevant, ‘as long as the ¥#¢§ rod groups

or rod t::Lps of t.he dlfferent grogggfgircé?ggpzrated in space, see (1). —

__';_.-—”’/’

If any thermal margin is violated at the first point along the péi:h,

" then a feas:.bledJ_rectlon is calculated, ‘see below. .
Cffi LA ;;_;',;.:;';f:~l: B AT ' - B 2.
_.-fhe-gradient calcip‘latmns. are performed in routine CALGRD, appendix #.




Calculation of feasible direction

s searchud
The feasn.ble dJ_rectlon e eaieu&:ateé if any theJ:mal

margJ.n has been v101ated at the fJ.rst step along the path, defined
by the gradlent calculatlon. As there lS no analytlcal e.xpressn_on

of the constramts an exhaust.we search for the feas:.ble dJ.rectlon is

made. The ﬁé#&i partlal derlvatlves" = calculated é##iiié earller

are used once mcr_/. Each control rod group is hinged tr:.ed in

three p051t_10ns , one node withdrawal or - insertion or ﬁ$ the orlgln position.
Por—b!—grcﬂps-this-mns As the euperggéa':e*;;: prmcrple is applled

the computatlon 1.s fast The feas:.ble d.u:ectlon is smply def:l_ned

as the allowed dnrectlon that gives the maxmmm decrease of the cost

txon—zs-then—truncated-xnﬁ-a—m—

R N e e R S

An illustration is made in f:Lg 5~ , where the
dashed lines indicate the search for the feasible direction.

Mge of the cost’ functlon is not sufficiently negative

wit
in any direction the search/stlll continueg. This is made in

order to av01d local minima g&mm-ly close to the ekl
m.mmmmmmmmm

1ol abive—ereersy ’I'he camplete search is-mem made for the minimum
value of the cost function in a grid, containing two rod withdrawals

or
&£ insertions for each rod group. The power and thermal margin

made  wite
calculations are now-bases=en the non-linear prediction, based on

the one node DCAM calculations, see "linear search"Bé below.

The pomt having the minimm value of the cost function will now be

defi as the origin for the nemt search direction. The Susb f‘ou""(‘,
%rmu'u e Catcwulofions [s called FERDIR
Er——————— e

aud €o overCorme  poiSlC __numer cqy I T
. ) accrtacsee s,
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ic
Linear search and power change predﬁtion

The rod withdrawals or insertions have been defined fram the

feasible direction or the gradient calculations, and the

possible path is stored. The path is defined, so thét the

rod group with mm the largest movement is changed one

node for each step, .OLL frgue {8
: {see appe.nd_uc é’)

I.n a:b#rout:me 'IMI‘ES’Sfthe power prediction and the thermal margn.n ’

prediction are performed according to the method descrlbed in ref (l)

Before the power predJ.ctJ.on is made 1t 1s exam:.ned if the rod

wed
mtkﬂrawal or insertion is alloui'.‘l accordmg to the rod mvem\ent

oonstra%gis subroutine DIRI'EI‘ If any rod movement violates
the rules the action will be the same as if a thermal margin has

been violated.

The PRI predictadforthe—

For one step at a time along the search path the power is predicted
Pr Lvious o]
based on the/ one step calculatlons,..made-aark-.'. 'fhe thermal margins

are tested. If ### no thermal margin is violated, then the prediction
continues along the p##s path for NSMAX steps, where NSMAX typically
may be S—Bé/'lhere a 'target' is defined, see below.

CUC/I‘&ZVP
If any thermal margin is violated in a s;-n-ﬁ-s step, then a new search

e ou.s S'éC},

direction has to be found. i##&_iian The , where no margin

was violated will be defined as a new origin. If this new origin is
one \_-_-,\/5?_5‘? 1 :
close enough to the old exigén (normally less than 3 stepd) ,then the

rew gradient is calculated without making any new DCAM calculation,

( (NSMAX=5 has been used in the tests, section 5).



- J——

This is called an "approximate direction derivative", and is described
below. If the new origin is more than about three steps away from

the old one, then the new origin is defined as the 'target'.

If no constraint is ézund along the linear search the minimum point
along the linear path is found. Again if this minimum is

close enough to the Hif##4 reference point (less than NSTEP1 steps)
the approximative derivative is calculated. Otherwize the minimum

point is defined as the target.

A
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Approximate direction derivative

m@hﬁe approximate direction derivative $&ké8 calculates

the gradient analogous to the first gradient calculation. The only
difference is, that DCAM calculations are not used to find the
performance index changes for one node rod withdrawals fram the

$é4 24434 reference point. Instead the nonlinear power prediction methed
is. used to—-£ind-theg-changesT AS sOOn as the gradient is calculated

the same kind of truncations of the search path and tests of

C
thermal margins are performed as desdribed earlier.

; owev”
Target calculation and %we:r change correction

/ /
- s

After 5-8 steps fram the reference point/a new DCAM calculation

has to be performed in order to keep the accuracy of the calculations.

This s calle
ThE(ﬁgint,—#me;a—the_TY"nM caleulatiomts—meade +s—defiredas the 'target' .
The actual power predicted by DCAM is campared with the approximate
prediction at the target, and the difference forms the base for

the correction of the previous predictions.
{asF re/oum /Doww"
Each power and thermal margin prediction between tl%e_%.iqa'ﬂ ard the

target are mew corrected arnd the thermal margins are teste” once
sFcll
more. If/ no thermal margin e&3 is mst violated along the path



then the target is defined as the new origin in subroutine TGTINT,
appendix 2. If, however, any thermal margin is violated along the
path then a new DCAM calculation is made at the last feasible
point along the path. In other words, the control is given back
to subroutine ORIGIN, see dpd##iappendix 2.
//_,)
P——__

Cgthe new orlgln the calculation of the search direction is

repeated all over again and a new 1inear search can éd#i subsequently

be performed.

Determination of final solution

Several parameters are déined, that will determine if the final
solution has been reached.
The ‘natural' stop of the algorithm is, when the gradient is
small enough, In a feasible direction calculation it may not be
possible to find any feasible direction that will §&§fmake
the cost function decrease. Then a variable MIEST is set O
and the optimization stops.

maximum,
Them/of steps taken, i.e. the il total number of
rows in the rod withdrawal table is given by the user (NSMAX)

and limits the calculation.



5. RESULTS

The rerformance of the optimization algorithm has been tested

by using Oyster Creek data, cycle 8., Different number of rod

groups Kd4#badhiwdirisédi#dld as well as different rod groupings
have been #&8#éd used in the calculations. Several initial conditions
were tried in order to examine the risks to get trapped in local

The problem of local minima will be illustrated by the figures 6 and 7.
Five rod groups were used, and their positions are indicated in the
diagrams. The initial conditions are the same and the target is defined
as the axial distribution $$3% at the ;57% bulk power as indicated

in the figures.

The first four steps are identical. In figure 6 then a local minimm is
found. In figure 7 the feature of the feasible 7
Fhe-change-of—the=fesstible direction was then changed, that allowed

a search of all changes within two nodes instead of one. Thus the

local minimum could be avoided, and the algoritlm found exactly the

same target distribution as the one used in Oyster Creek.

8 9
In figure # and 8 different initial conditions have been applied,
but the target axial distribution is now a trapezoidal shape, similar
for all fuel #### bundles, i.e. the performance index of (3.1) with

(3.3) taken into account_.) : %

C;E‘;r the two different initial conditions the same final rod pattern is achieved.

Even if the final distribution looks satisfaetory, the bulk power is
too much different from the desired value only 94% instead of 99%.

This gives the motive to change the performance index slightly.

Cry
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The cost function (3.2) has been applied in figure 10. B&ER1L
’I‘hé initial condition and the rod configuration is the same as
those of fig 9. For a performmance index with N=1 the results are
identical between figures 9 and 10. For N=2 and N=3, however, the
final $688$ bulk power is becaming much closer to the desired
bulk power. N=3 seems to be a satisfactory exponent in order

to achieve good resulting target distributions.

The optimization of figure 10 with N=3 is further illustrated by
figures 11 and 12. The target radial distiibution has been uniform,
déspsd The resulting radial distribution calculated fram the
algorithm is shown in figure 11 and is compared with the actual
distiibution, achieved in Oyster Creek. ¥hdé##é8ddt The actual change
of the péfdihiliéd cost function along the search path is demonstrated
in figure 12. Notice the dramatic §HEfGESESSERS break after 4

steps. ¥héfidsiHstepss

A further improvement of the final distribution can be achieveq
if the performance index is changed to the form (3.4). The perfl:pheral
elements contribute too much to the previous cost functions, causing
distorted optimm walues of the distribution. With the cost function
(3.4) and keeping N=3'the resulting distribution is demonstrated

in figure 13.

.2
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6. PARAMETER CHOICES

There are several parameters that will affect the result of the
optimization. Here the parameters for the DCAM calculation are not

mentioned, only those of the optimizer.

The performance index has been described in section 3. It may, however,
be easily changed, if a more favourable structure would be found. It is
defined in a separate subroutine. The possibilities with the existing
structure of the cost function have not been exhausged The radial

wieghting function may b also be used as a tool to obtain better results.

The control rod configuration has to be chosen by the user. Not only
the number of rod groups, but also their l.ocation}aadﬂefezzmm%m-i:ats/
can be set differently. During the computation different rod groups
may be set active and others passive. 6ne example may be, that only
shallow rods are allowed to move at all during the first phase of the
optimization. Not until any constraint has been hit the deep rods

are set active.

The parameter NSTEP1 (allowing the approximative derivative to be used
within a certain distance fram the origin) or the NSTEP (maximum number of
steps between the origin and the target) may be chosen differently

when more experience of different cores has been gained.



7. SUGGESTIONS FOR FURTHER RESEARCH

The steady state optimization may certainly be improved further.
i\laturally a crucial point is the accuracy of the non linear power
prediction that now allows 6-8 steps of prediction. Even if this
is #pd# superior to any other known predictor it may be further
improved. Particularly the prediction of the LHGR and the envelope
may be made even more accurate, if more structure of the margin

coefficients is taken into account.

Further experiences have to be obtained about local minima.

och possible to ways to avoid them. 7

As described in section 2 the eptimization steady state o-ptimization
is only a part of the transient optimization, that will be the
ultimate goal for this ##é## work. However, it appears that the
steady state optimization may be the crucial step on the way to solve

- the overall reactor start-up problem.
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Olsson, G., T. Fukuzaki, C. Lin. K. Doi and B. Frogner:
"prediction of power and thermal margin changes for rod
withdrawals in BWR's", working paper under contract RP-1442

sponsored by EPRI, Systems Control Inc., 1981

Frogner B., N. Sechan and A. Cohen: "Core power distribution
control for BWRs during large power maneuvers", working paper
SCD project 7429, EPRI project RP 1120-2, Systems Control

Inc., Jan 1979
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