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Abstract 

 

This thesis explores the transport of thermally and optically excited electrons in 
various nanowire structures. On one hand, electrons are thermally excited when the 
temperature is nonzero, and the thermal energy help them surmount energy barriers 
that are present in the material. On the other hand, when the electron distributions 
at different part of the material are out-of-equilibrium due to thermal or optical 
excitations, an electrical current is created, converting the thermal and optical 
energy into electricity. Thus, in this thesis, the transport of thermally and optically 
excited electrons is studied to extract the electronic properties of nanowire 
heterostructures and to investigate the limit of energy conversion in thermoelectric 
and photovoltaic devices.  

First, the measurement of thermionic emission current, which is the thermally 
induced electron flow over energy barriers, is used to study the electronic properties 
of InAs crystal phase heterostructures. The band offset, polarization charges, and 
carrier density differences between the zinc blende and wurtzite crystal phases are 
investigated. In addition, quantum dot states can be formed within a wurtzite 
segment or between two closely spaced wurtzite segments in an otherwise zinc 
blende nanowire. The quantum dot formed between two wurtzite segments can be 
further split into two parallel coupled quantum dots. Numerical simulations are used 
to understand the formation and the interaction between the two quantum dots. 

Secondly, the thermoelectric response of pure zinc blende InAs nanowires is 
studied. At low temperatures, the quantum confinement effect can be observed, and 
the electrons exhibit quasi-1D transport. Conductance quantization and Seebeck 
coefficient oscillation as a function of gate voltages, characteristic of quasi-1D 
system, are observed. More importantly, a theoretical limit for the power factor of 
non-ballistic 1D channels is found and tested experimentally.  

Finally, the transport of optically excited electrons in InAs-InP-InAs 
heterostructure nanowires is studied. Electron distributions that are out-of- thermal 
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equilibrium with, more specifically hotter than, the lattice and the environment are 
created through optical excitation with photon energies significantly larger than the 
band gap. An energy barrier formed by the InP segment is used to selectively extract 
high energy electrons and convert their kinetic energy into electrical potential. 
Nanophotonic effects including optical resonances in nanowires and localized 
surface plasmon resonances in metal nanostructures are used to create a nonuniform 
hot-electron distribution around the InP barrier. In particular, the hot-electrons can 
be generated locally near the controlled position of the plasmonic metal 
nanostructures, which facilitates an in-depth study of their transport. 
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Popular Science Summary 

Fascinated by mysterious phenomena, such as the forces produced by rubbing a 
piece of cloth on amber and lodestones that attract iron, early scientists and 
engineers set out to explore the laws of electrical and magnetic phenomena. In the 
16th century, the scientific method had been established and used to study these 
phenomena, first by Williams Gilbert. Thanks to the discoveries and inventions by 
many scientist, such as Alessandro Volta’s electrical battery and Michael Faraday’s 
electrical motor and generator, a unified theory of electromagnetics was put forward 
by James Clerk Maxwell in 1873 [1]. The theory not only explains all the electrical 
and magnetic phenomena observed to that time, but also predicted many more.   

With the ever-improving understanding of electricity and magnetism, there is a 
burgeoning of electromagnetic technologies at the turn of the 19th century, including 
the telephone, radio communication systems, electrical power generators, electrical 
motors, and the electric-powered incandescent light. However, the nature of 
electricity remains a mystery. What is the carrier of the electric current? In the 19th 
century, many experiments on the electrical discharge in vacuum tubes were carried 
out to answer this mystery. Finally, negatively charged particles with mass 1/1837 
that of an atom, thereafter named electrons, were widely accepted as the most basic 
carrier of electric current after Joseph John Thomson announced the result of his 
carefully conducted experiment in 1897 [1]. Quickly thereafter, the development of 
vacuum tube electronic devices enabled many applications, including the radio, 
television, radar, and computer in the early 20th century.  

However, vacuum tube electronic devices were limited by problems such as high 
cost, breakability, cumulative size and power consumption. Meanwhile, the study 
of semiconductor physics were just falling into places: electron transport in solid 
could be understood through the band theory derived from quantum mechanics [2]. 
Based on the theoretical understanding and the capability to grow purer 
semiconductors, transistors were created by John Bardeen, Walter Brattain, and 
William Shockley in Bell lab. During this time, light-induced current was also 
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observed in semiconductor p-n junctions, which later became the foundation of 
photovoltaic solar cells.  

Semiconductor electronics soon gave birth to many more applications including 
the laser diode and LED. All these applications rely on the capability to manipulate 
the composition of semiconductors to control the transport of electrons. Gradually, 
it became possible to change the composition of semiconductors on the scale of a 
nanometer (a billionth of a meter). As of today, semiconductors can take many 
nanoscale 3D shapes: nanowires, quantum dots, nanosails, etc., either through top-
down or bottom-up fabrication approaches. Electron transport is drastically 
modified in these nanostructures, which brings many new possibilities accompanied 
by as many puzzles.  

In this thesis, we investigated electron transport in semiconductor nanowires 
under the influence of light and heat. When light and heat are used to drive the 
electrical current, their optical and thermal energy can be converted into electrical 
energy, which are the physical principles behind sustainable energy technologies 
such as solar cells and thermoelectric generators. Because nanowires can have 
different crystal, optical, thermal, and electrical properties compared to bulk 
semiconductors, they provide new possibilities to make these energy conversion 
processes more efficient. The results of this thesis are some steps taken to better 
understand the electronic properties of nanowires and the limit of energy 
conversion. First, we studied electron transport in nanowires with crystal structures 
that exclusively form in the nanoscale. Secondly, we tested the fundamental limit of 
converting thermal energy into electricity. Finally, we build a new type of solar 
energy conversion device based on nanoscale optical and electron transport effects.    
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Chapter 1 
 
Introduction 

1.1 Electron flow in crystals 

In isolated atoms, electrons occupy atomic orbitals around the nucleus. For the 
electrons to travel across space, an energy larger than the binding energy (or 
ionization energy) is needed to separate the electrons from the ions. In a crystalline 
solid, atoms are brought together and arranged in periodic arrays. The atoms are 
held together by various types of chemical bonds through the interaction of electrons 
in the outer shells of the atoms, i.e. valence electrons, and the ions [3,4]. Due to 
these interactions, the discrete atomic levels broaden into bands of electronic levels 
and the electrons can move inside the crystal. To account for these interactions, 
electrons in the crystals are often thought of as quasi-particles that have different 
effective mass than real electrons.   

 

Figure 1.1: Electron energy distribution under nonequilibrium conditions created when 
(a) the device is connected to a battery, (b) the device is in a temperature gradient, and 
(c) the device has am asymmetric absorption of light. 

 

In thermodynamic equilibrium, electrons fill these energy levels with an average 
occupation number given by the Fermi-Dirac distribution 
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,                     (1.1) 

with electrochemical potential  and temperature T. When a device is in 
thermodynamic equilibrium ( and T are constant throughout the whole device), 
although electrons can move in the crystal, there is no net flow of electrons and 
energy. Different parts of the device need to be out-of-equilibrium to give rise to 
electric current. For example, this can be achieved by connecting the device to a 
battery where the anode has a larger  than the cathode. Therefore, electrons in the 
system are no longer in diffusive equilibrium [5] and there will be a net electron 
flow (Fig. 1.1(a)). Similarly, when there is a temperature gradient in the device, 
electrons in the system are not in thermal equilibrium. Consequently, there will be 
a net heat flow, and often also a net electron flow (Fig. 1.1(b)), which leads to the 
thermoelectric effect. Another situation that can give rise to a net flow is when 
electrons absorb light and get excited to higher energy levels, where they are out-
of-equilibrium with other electrons and the lattice. Additionally if the device has an 
asymmetric structure or light absorption profile, the optically excited electrons from 
different parts of the device are out-of-equilibrium and will create a net electron 
flow (Fig. 1.1(c)), which allows conversion of light into electricity through, for 
example, photovoltaic and photo-thermoelectric effects. 

When an electron travels in a realistic crystal, it can collide with impurities, and 
excitations such as phonons, photons, or other electrons. Due to these collisions, the 
initial momentum of the electron is destroyed after some distance, which is called 
the mean free path [6]. When the device length is comparable to the mean free path, 
electrons undergo no or few scattering events and the transport is ballistic or quasi-
ballistic. In a ballistic conductor, electrons are transmitted with a unitary probability 
(Fig. 1.2(a)). The scattering events can be separated into inelastic scattering (with 
phonons, photons, and electrons), which destroys phase coherence, and elastic 
scattering (with static impurities) that does not. Thus quantum interference effects 
can occur in devices with length shorter than the phase-relaxation length. In contrast 
to these mesoscopic transport phenomena, if the device length is much longer than 
the mean free path and the phase-relaxation length, electrons undergo a series of 
scattering events as they traverse through the device, which is the regime of 
diffusive transport. At equilibrium, the trajectory of an electron can be visualized as 

a random walk. However, in the presence of an electric field ��⃑ , the electrons acquire 
an additional velocity between two scattering events and give rise to a net current 
density 

� =
����

�∗ ��⃑ ,                     (1.2) 

with electron density n, mass me, charge e, and scattering time t as described by the 
Drude model (Fig. 1.2(b)).  
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Figure 1.2: Schematic representation of (a) ballistic electron transport viewed as a 
transmission problem and (b) diffusive electron transport described by the Drude model. 

1.2 III-V semiconductor nanowires 

Crystals of group IV elements (Si, Ge), III-V and II-V compounds primarily have 
covalent bonds, where the valence electrons are shared between neighbouring atoms 
and are not strongly localized near the core ions [4]. These semiconductor materials 
have electrical conductivity between conductors and insulators, which can be 
understood from the presence/absence and size of band gap near the Fermi level. In 
terms of technological applications, Si is the most important semiconductor thanks 
to it being the 2nd most abundant element in the earth’s crust and that the Si-SiO2 
interface can form without a large density of electrically active defects, which are 
important for the functionality of MOSFETs [7]. III-V compound semiconductors, 
by offering many complimentary qualities, are probably next in importance to Si. 
Many of the III-V semiconductors have direct band gaps in the range of the energy 
of optical and infrared radiation, which are important for optoelectronic applications, 
and many also have small electron effective mass that leads to high mobility. In 
addition, several combinations of III-V compounds (GaAs and AlAs) have very 
close lattice constants. Thus heterostructures of these compounds and their alloys 
can be used for band engineering.  

Since a few decades, III-V semiconductors can be grown in nanowire structures. 
Nanowires have diameters on the order of a nanometer (10-9 meter) and much longer 
lengths. This slender structure allows some unique material, electronic, thermal, and 
optical properties, which are central to different studies in this thesis. 

First, the nanowire geometry allows for strain relaxation in the lateral directions. 
Therefore, compared to thin films, nanowires with low defects densities can be 
grown on different substrates, and heterostructures of lattice-mismatched material 
combinations can be formed. In addition, in bulk, all III–V compounds except III-
N exhibit a cubic zinc blende (ZB) structure, whereas nanowires can contain both 
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zinc blende and wurtzite (WZ) structures, which are crystal polytypes that have the 
same in-plane atomic structure but different stacking sequences along the growth 
direction [8,9]. These small structural differences lead to different electronic band 
structures for ZB and WZ. The electronic properties of InAs nanowires with ZB/WZ 
heterostructures are studied in papers I and II.  

Second, when the diameters of semiconductor nanowires are comparable to the 
Fermi wavelength, which is the de Broglie wavelength of electrons at the Fermi 
energy, the motion of electrons is restricted in the lateral direction, resulting in 
discrete energy levels. The electrons are only free to move along the nanowire axis. 
Thus, even though nanowires are 3D objects, the electrons can show quasi-1D 
transport characteristics. The thermoelectric transport of quasi-1D nanowires is 
studied in paper III. Furthermore, pairs of tunnel barriers can be introduced in a 
nanowire, from heterostructures or electrostatic gating, which confine the electrons 
in all three dimensions to form quantum dots. Quantum dots formed in InAs ZB/WZ 
nanowire heterostructures are studied in Paper I and II. 

Third, the dimensions of nanowires are close to the wavelength of optical and 
near infrared electromagnetic waves, which result in optical resonance effects 
[10,11]. The resonance modes can be controlled by tuning the size, geometry, and 
orientation of the nanowires. They lead to enhanced light absorption in 
subwavelength structures, which opens up opportunities to realize high-
performance nanowire optoelectronic devices. In addition, metallic plasmonic 
elements can also be integrated to further concentrate the electromagnetic wave in 
the near field. Optical hot-carrier devices based on nanowires and hybridized 
nanowire-metal plasmonic antenna structures are studied in Paper IV and Paper V, 
respectively.  

 

The rest of the thesis is organized as follows: 

Chapter 2 introduces the different nanowire materials, nanowire device 
structures, and measurement techniques that are used in the papers included in this 
thesis.  

Chapter 3 discusses the electronic properties of InAs ZB/WZ nanowire 
heterostructures. Overall, we find that the ZB/WZ heterojunction has a type-II band 
alignment. In addition, carrier concentration differences and polarization effects 
also contribute to the formation of an energy barrier when a WZ segment is present 
in a ZB InAs nanowire. From temperature-dependent electrical measurements, these 
effects are assessed quantitatively in paper I. At low temperatures, electron transport 
through the WZ barrier is dominated by quantum tunnelling; thus quantum dots can 
be formed in WZ/ZB/WZ heterostructures and probed by transport measurements. 
The formation of parallel-coupled double quantum dots through electrostatic gating 
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is studied in paper II. This chapter serves as an introduction to the physical picture 
behind Paper I and II.  

Chapter 4 introduces the thermoelectric effect, focused on the thermoelectric 
transport properties of quasi-1D electron systems. Observation of quasi-1D electron 
transport in nanowires requires that the quantum confinement energy is comparable 
to the Fermi energy and larger than the thermal energy (kBT), and that the nanowire 
is homogeneous without unintentional formation of bound states. The 
thermoelectric properties of nanowires that show quasi-1D electron transport are 
studied in Paper III and an introduction of the theoretical background is given in 
that chapter.   

Chapter 5 gives an introduction to the physical phenomena relevant for the 
realization of an optical hot-carrier device based on single-nanowire and single-
nanowire-metal plasmonic antenna structures studied in Paper IV and V. It includes 
a description of nanophotonic effects, as well as the generation, relaxation, and 
transport of the hot-carriers. 
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Chapter 2  
 
Nanowire device fabrication and 
measurement 

This chapter introduces the nanowire materials covered in the thesis, and also the 
principle, design, fabrication, and measurement of single-nanowire field-effect 
transistor devices.  

2.1 The nanowire material 

The nanowires used in this thesis are grown through epitaxy. Epitaxy is the growth 
of crystalline materials on crystalline substrates, which determine the crystal 
structures of the grown materials. The pure and crystal-phase heterostructure InAs 
nanowires are grown by metal organic vapor phase epitaxy (MOVPE), which is 
versatile and the most common nanowire growth technique [12]. The InAs/InP 
heterostructure nanowires are grown by chemical beam epitaxy (CBE), which is 
suitable for growing heterostructures with sharp interfaces thanks to its lower 
growth rate and ability to abruptly switch precursors during growth [13].  

2.1.1 MOVPE growth of InAs nanowire and InAs crystal-phase 
heterostructure nanowire 

The InAs nanowires in Papers I-III were grown by low pressure MOVPE on (111)B 

InAs substrates catalyzed by Au aerosols seed particles (40-60 nm) which determine 

the nanowire diameters. Trimethylindium (TMIn) and arsine (AsH3) were used as 
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group-III and group-V precursors. The growth of ZB crystal phase along  [1�1�1�] 

direction and WZ along  [0001�] direction can be precisely controlled by tuning the 

ratio of III-V precursor flow, the total precursor flow, and the growth temperature 

[8,14].  

In Papers I and II, InAs nanowires with controlled ZB/WZ heterostructures were 
grown for the study of their electronic properties. The growth temperature (= 470o) 
and TMIn flow were held constant whilst a higher AsH3 flow was used to switch 
the crystal phase from WZ to ZB. In Paper III, nanowires with homogeneous ZB 
crystal structure are used for the study of one-dimensional electron transport.  

The ZB/ WZ heterostructure can be observed by resolving the atomic structure 
in transmission electron microscopy (TEM) as shown in Fig. 2.1(a). Moreover, 
electron channelling contrast imaging (ECCI) using scanning electron microscopy 
(SEM) can also be applied to image the ZB/ WZ heterostructure (Fig. 2.1(b)). In 
ECCI, electron channelling, which refers to electron propagation deeper into the 
crystal at specific incident directions [15], allows imaging of the crystallinity 
through a diffraction contrast. This technique is suited for imaging nanowire devices 
as it does not require further sample preparation.  

 

Figure 2.1: (a) High resolution TEM image of the position in the InAs nanowire with 
the ZB/WZ/ZB crystal structure sequence. (b) Crystal phase resolved by ECCI in the 
SEM. 

2.1.2 CBE growth of InAs/InP heterostructure nanowire 

The InAs/InP heterostructure nanowires in Papers IV and V were grown by CBE on 
InAs (111)B substrates also catalyzed by Au aerosols seed particles (40-60 nm). 
TMIn, tertiarybutylarsine (TBAs) and tertiarybutylphosphine (TBP) were used as 
precursors. To switch between InAs and InP, first the TMIn source was switched 
off, then after 5 s the group-V sources were switched on/off simultaneously, and the 
TMIn source was switched on again after another 5 s [16]. TEM analysis (Fig. 
2.2(a)) shows that the nanowires have WZ crystal structure. The InAs/InP 
heterostructure can also be resolved with SEM as shown in Fig. 2.2 (b).  
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Figure 2.2: (a) InAs nanowire with two thin InP barriers resolved in TEM and (b) InAs 
nanowire with one InP barrier resolved in SEM. 

2.2 Metal-oxide-semiconductor nanowire field-effect 
transistor 

The single-nanowire back-gate metal-oxide-semiconductor field-effect transistor 
(MOSFET) is a basis for the different devices studied in this thesis. In such devices, 
the nanowires have Ohmic contacts to the source and drain terminals (Fig. 2.3 (a)), 
and are capacitively coupled to a back-gate (Fig. 2.3 (b)), which is separated from 
the nanowires by the Si/SiO2 substrate. In MOSFETs, when an electrical potential 
is applied across the gate and source terminal, the induced electric field modifies 
the electrical conductivity of the conducting channel between the source and drain. 

 

Figure 2.3: (a) SEM of a single-nanowire back-gate MOSFET. (b) Schematics of the 
side view of the device structure and the electrical measurement circuitry. 

2.2.1 Field effect 

The nanowire MOSFET structure forms a capacitor, where the gate voltage Vg (Fig. 
2.3 (b)) can be used to modify the electrostatic potential and thus the carrier 
concentration in the semiconductor. Following Gauss’s law, the electrostatic 
potential V is described by Poisson’s equation 
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∇ ∙ (����∇�) = ����,                 (2.1) 

with, vacuum permittivity 0, dielectric function r, and the total volume charge 
density 

���� = �(� − � + ��
� − ��

�),              (2.2) 

where p, n, Nd
+, Na

- are the hole, electron, ionized acceptor and donor density 
respectively.   

The electron and hole concentrations can be calculated from the density of states 
(D(E)) and the Fermi-Dirac distribution 

� = ∫
�

�

���
�����

�(�)
�

�
��,                (2.3) 

with chemical potential . The spatial distribution of the electrostatic potential and 
carrier concentration as functions of Vg can be obtained from a self-consistent 
numerical solution of Eq. 2.1-3.  

2.2.2 Single-nanowire MOSFET fabrication 

The first step to fabricate the devices is to mechanically transfer the nanowires from 
the growth substrate to a measurement substrate, which is degenerately n-doped Si 
covered by 100 – 200 nm thick layer of thermally grown SiO2. The back of the 
measurement substrate is covered by a Au film, which acts as a back-gate, whereas 
the front is covered by Au structures that will be used as EBL markers and 
coordinate references as shown in Fig. 2.4(a,b). These Au structures are fabricated 
in advance using EBL, UV lithography, and evaporation.  

 

Figure 2.4: A measurement substrate under (a) an optical microscope and (b) an SEM.  

 

Suitable nanowires are identified by low-resolution SEM and selected for device 
fabrication. Afterwards, the samples are spin-coated with a positive resist, 
polymethyl methacrylate (PMMA 950 A5), and baked for 10 minutes. Electron 
beam lithography is used to create openings for the desired metal structures. The 
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exposed resist is dissolved after immersion in the developer for 45 s. The contact 
area is first treated with O2-plasma ashing to remove resist residue. Then the native 
oxides on the exposed InAs surface is removed by wet etching in either 
(NH4)2Sx:H2O (1:20) for 1 min (Paper I, II, IV, V) or HCl:H2O (1:10) for 10 s (Paper 
III). Finally, a film of 25 nm Ni and 75 nm Au is evaporated onto the sample and 
then lifted off in acetone at up to 55 oC. 

2.3 Thermoelectric measurement 

For the thermoelectric measurements in Paper III, a Joule heater is added adjacent 
to one end of the nanowire to create a temperature gradient, and a set of four-probe 
metal lines is added to both the source and drain contacts for temperature 
characterization using resistance thermometry (Fig. 2.5 (a,b)).  

 

Figure 2.5: (a) SEM of a single-nanowire back-gate MOSFET with a side Joule heater. 
The source and drain are also four-probe contacts used for resistance thermometry. (b) 
Side-view schematics of the device structure and the thermoelectric measurement 
circuitry. (c) Top-view schematics of the resistance thermometry circuit. 

2.3.1 Conductance, Seebeck coefficient, and power 

Under a temperature gradient, a thermoelectric voltage Vth and current Ith are 
induced in the nanowire device. Vth is the electrical potential across the device when 
the current is zero, i.e. the so-called open-circuit condition, and its proportionality 
to the temperature difference across the device T is given by the Seebeck 
coefficient S.  

Vth = ST.                   (2.4) 

In the linear regime, the I-V relation becomes 

I(V) = G(V + Vth),                 (2.5) 
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where G is the conductance of the device. In Paper III, G and S were extracted 
simultaneously from an I-V measurement under a known thermal bias T as shown 
in Fig. 2.6.  

 

Figure 2.6: Measured I(V) under a thermal bias T. G and S can be extracted 
simultaneously from the linear fit. 

 

Furthermore, the power dissipated (generated) by the device is given by the 
product I×V (-I×V). Finally, the maximum thermoelectric power output Pmax of the 
device is given by 

Pmax = IthVth/4 = S2G(T)2/4,               (2.6) 

which occurs when the connected external load has the same resistance as the device 
[17].  

2.3.2 Resistance thermometry 

The temperature difference T is measured with resistance thermometry. The 
electrical resistance of metals increases with temperature due to increased electron-
electron and electron-phonon scattering rates, therefore it can be used to determine 
the temperature. However, at low temperatures, except in superconductors, electron-
impurity scattering leads to a non-zero resistivity that remains constant or increases 
(Kondo effect) with decreasing temperatures [4]. In gold, as shown in Fig. 2.7(a), 
the temperature dependence of the resistivity disappears near 10 K, which limits the 
temperature range that resistance thermometry can be applied.     

The design of the four-probe contact is to enable detection of the local resistance 
and temperature of the metal close to the nanowire-metal contact. The resistance is 
extracted by passing a small AC current (~ 20 A) through the outer pair of probes 
and measuring the voltage across the inner pair of probes as indicated in Fig. 2.5(c). 
A Stanford SR830 lock-in amplifier is used for supplying the AC current and lock-
in detection of the voltage.  
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First, the temperature dependence of the resistance is calibrated by changing the 
temperature of the copper sample holder in the probe station (Fig. 2.7 (a)). Then, 
the temperatures near the two separate nanowire-metal contacts can be characterized 
as functions of the heating current Ih. Ih ~ 10 mA is typically used in this thesis, 
which creates a T = 5 – 0.5 K (Fig. 2.7 (b)) depending on the base temperature (10 
– 40 K) and the distance between the two 4-probe contacts.   

 

Figure 2.7: (a) Temperature dependent resistance measured by a 4-probe measurement. 
(b) Temperatures of the two contacts (TH at the contact close to the heater and TC at the 
contact further away from the heater) under application of the heating current Ih at 20 K 
base temperature. 

 

2.4 Scanning probe thermometry 

Due to electrical-thermal energy conversion phenomena such as Joule heating, 
thermionic emission, and thermoelectric and Peltier effect, electron flows can 
induce a nonequilibrium temperature distribution. Scanning probe thermometry can 
resolve the temperature distribution with sub-10 nm resolution [18]. In scanning 
probe thermometry, a sharp tip is brought into thermal contact with the sample 
surface. By scanning the tip across the surface, a spatial map of the tip-sample heat 
transfer is obtained with sensors connected to the tip. The heat flux is determined 
by both the tip-sample temperature difference and thermal resistance. Therefore, 
because tip-sample thermal resistance varies significantly with the surface 
topography of both the sample and the tip, sample temperature cannot be 
straightforwardly extracted from the measured heat flux  [18–20]. 

In ref. [18,20], the tip is heated by a DC current and the sample temperature is 
modulated by an AC current. The AC current frequency is sufficiently low so that 
the sample temperature reaches a steady state. As described in the paragraph below, 
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through detecting both the DC and AC (through lock-in technique) heat flux, the 
sample temperature modulation Tsample and the tip-sample thermal resistance Kts 
can be obtained. Here, the scanning probe thermometry setup uses atomic force 
microscopy as a platform. Thus, the sample temperature and topography are imaged 
at the same time. The tip-sample distance is detected through the laser beam that is 
reflected by the cantilever, which is in turn deflected due to the atomic force 
between the tip and the sample (Fig. 2.8 (a)). The relative position of the sample and 
the tip are controlled through a closed-loop piezo-scanner[20].  

 

Figure 2.8: (a) Side-view schematics of the device structure and the scanning probe 
thermal microscopy measurement. (b) The electrical and thermal circuit of the scanning 
probe.  

 

 The cantilever, which is made of highly phosphorus-doped Si, incorporates a 
region with lower doping that acts as a resistive temperature sensor/heater. The 
heater and the tip are heated with a constant DC current I, and their temperature can 
be expressed as   

Tsensor = RT + Tsensor,out,                (2.7) 

when the tip is out-of-contact with the sample. Tsensor,out is related to the heating 
power IVout and cantilever thermal resistance Kcantilever by 

Tsensor,out = IVout / Kcl,                 (2.8) 

where V = Vout is the voltage at the sensor. The electrical and thermal circuit are 
shown in Fig. 2.8 (b). When the tip is in contact with a sample whose temperature 
is dynamically modulated with an AC current and expressed as 

Tsample = RT + Tsample,1 (1+ sint            

for example, the temperature of the sensor will change accordingly to 

Tsensor = RT + Tsensor,out + Tsensor,DC + Tsensor,1sint      

The conservation of energy gives the relation 
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where Vin is the voltage at the sensor when the tip is in contact with the sample and 
can be expressed as  

Vin = Vout +VDC+ V1sin(t)     .         (2.12) 

In the linear regime, the electrical resistance of the sensor Rsensor increases linearly 
with the temperature as  

Rsensor = Rsensor,RT (1+Tsensor).              (2.13) 

Based on Eq. 2.7 - 2.13, Tsample,1and Kts can be extracted from the measured VDC, 
V1, and V2with the relation 

Δ�������,�� = Δ�������,���
����

���������
.            (2.14) 

2.5 Photocurrent-voltage measurement 

In the photocurrent - voltage measurements, the electrical response of the device 
under the excitation of light is measured. In Papers IV and V, the light source is a 
supercontinuum laser with a broad spectral width covering 600 – 3000 nm and 
roughly 400 fs pulse width. A monochromator is used to transmit only light with the 
selected band of wavelengths.  

 

Figure 2.9: (a) Optical devices and components used to control the properties of light. 
(b) Schematics of the side view of the device structure and the photocurrent-voltage 
measurement circuitry. 

 

 In Paper IV, the electrical measurements are performed in a probe station with a 
circuitry shown in Fig. 2.9 (b), which allows temperature control between 10 and 
300 K, and where the light is transmitted through an optical fiber. In Paper V, the 
measurement is performed in a table top room temperature setup, which allows the 
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modulation of light intensity and polarization with a neutral density filter and 
polarizer, respectively, and the light can be focused onto the device with an 
objective (Fig. 2.9(a)). The photocurrent is measured by setting V = 0, at the so 
called short-circuit condition. The photovoltages are extracted from I-V 
measurements similar to thermoelectric voltages in section 2.3.1.  
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Chapter 3  
 
Electron transport in nanowire 
polytypic heterostructures 

Semiconductor nanowires often contain stacking faults and/or polytype structures, 
which are crystal structures built by stacking nearly identical atomic layers in 
different sequences. The electronic properties are influenced by the crystal 
structures and the mixing of them. This chapter is based on Paper I and II, which 
are studies on the electronic properties of InAs nanowire zinc blende/ wurtzite 
heterojunctions. 

3.1 Polytypism in semiconductor nanowires 

For bulk inorganic semiconductors, the most common crystal structures are zinc 
blende (ZB) and wurtzite (WZ). For example, bulk nitride-based III-V materials 
crystalize in hexagonal WZ, while bulk non-nitride III-V and Si crystalize in cubic 
ZB and diamond structures, respectively[4]. ZB and WZ are crystal polytypes with 
the same in-plane structure with respect to the most common growth direction 
<111>. Only their stacking sequence along the growth direction differs, with 
ABCABC for ZB and ABAB for WZ (Fig. 3.1). The letters A, B, and C refer to a 
bilayer of group III and V atoms. Higher order polytypes, including 4H (ABCB) 
and 6H (ABCACB) can also be present[21,22]. Importantly, different crystal phases 
can coexist in nanowires[8,23]. 
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Figure 3.1: Bonding chains of ZB and WZ polytype. The ABC… stacking sequence of 
ZB and AB… of WZ are shown. 

3.2 Band diagram of InAs ZB/WZ heterostructures 

For electronic and optoelectronic applications of semiconductor nanowires, it is 
important to understand how polytypism affects electron transport. Similar to other 
heterostructures, the electronic transport in polytypic heterostructures can be 
deduced from the respective electronic properties of the two polytypes, which are 
influenced by crystal-, interface-, and surface- related effects.  

 Theoretical calculations have predicted some general trends concerning the 
electronic properties of bulk non-nitride III-V compounds with ideal ZB and WZ 
crystal structures. For example, the conduction band minimum of WZ is generally 
(with few exceptions) higher than that of ZB[24,25]. Furthermore, non-nitride III-
V compounds with WZ crystal structures exhibit spontaneous polarizations which 
are small compared to nitride III-V compounds[26]. 

In InAs nanowires containing both ZB and WZ crystal phases, electrical 
characterization on nanowires with native oxide has revealed that WZ segments 
introduce significant barriers in the conduction band [8,23,27,28]. Below, a 
description is given on how different effects can lead to conduction band energy 
barriers in ZB/WZ/ZB InAs nanowires. 

3.2.1 Band offset 

The electronic band structure is closely linked to the crystal structure. Density 
functional theory (DFT) calculations have predicted that (at 0 K) WZ InAs has a 36-
70 meV larger band gap compared to ZB, and that the WZ conduction band edge is 
86-126 meV higher than ZB[24,29,30]. The corresponding conduction band 
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diagram is shown in the schematics (Fig. 3.2(a), neglecting any other effect at the 
ZB/WZ interface). 

 

Figure 3.2: Schematics of band diagrams resulting from the individual effect of (a) 
conduction band offset, (b) carrier concentration difference, and (c) interfacial 
polarization charge between ZB and WZ. 

3.2.2 Carrier concentration difference 

InAs with native surface oxides has a high density of donor-type surface states[30], 
leading to the surface pinning effect with the Fermi level in the conduction band. 
Therefore, InAs generally has n-type carriers. The density of surface states depends 
strongly on the oxide species and the nature of the crystal facets[30,31]. 
Consequently, it is likely that ZB and WZ will have different surface state densities. 

Moreover, during nanowire growth using metal-organic precursors, the 
background carbon can be incorporated into the surfaces of already-grown segments 
[8,23,32]. Carbon, being an amphoteric dopant in III-Vs, acts as donor in InAs. It is 
unclear whether carbon incorporation in the ZB and WZ phases occurs in the same 
manner. Also for crystal structure engineering, ZB and WZ are usually grown at 
different III/V ratio and/or different temperatures, which will also likely influence 
carbon incorporation. 

In the case where the carrier concentration in WZ is lower than in ZB (nWZ < 
nZB), the WZ segment included in an otherwise ZB nanowires will create a potential 
barrier as shown in the conduction band diagram in Fig. 3.2(b) (neglecting any other 
effect at the ZB/WZ interface). 

3.2.3 Polarization effects 

In III-V compound, the group III ion cores (e.g. As5+) attract slightly more valence 
electrons than group V ion cores (e.g. In3+)[4], like anions and cations, respectively. 
Thus the atomic bond is slightly ionic. When the symmetry of the atomic bonds is 
broken, whether spontaneously or as a result of external fields, polarization fields 
arise because the centers of the positive and negative charge do not overlap. Under 
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equilibrium, the atomic bonds form regular tetrahedra in ZB, but are slightly 
distorted from regular tetrahedra in WZ and lead to spontaneous polarization 
Psp[26,33]. DFT calculations have found that the atomic bond in the  [0001] 
direction is shortened compared to a regular tetrahedron in non-nitride III-V 
materials (arsenide, phosphide, and antimonide) and elongated in nitride III-V 
materials. Correspondingly, DFT shows that Psp are generally positive (pointing in  
[0001] direction) for non-nitride III-Vs (Fig. 3.3) and negative for nitride III-Vs. 

 

Figure 3.3: Schematics of the WZ crystal structure, in which the atomic bond deviates 
from a regular tetrahedron (black dashed line). According to DFT simulations, when the 
bond in the  [0001] direction is shortened, a positive Psp is present. 

 

When atomic bonds are altered under strains, an additional polarization, 
piezoelectric polarization Ppz is created. Ppz is related to the strain tensor �� by the 
piezoelectric tensor eij,  

���,� = ∑ �����
�
��� ,                   (3.1) 

where Voigt notation is in use with 1 = xx (displacement gradient  ��� =
���

��
), 2 = 

yy, 3 = zz, 4 = yz, 5 = zx, 6 = zy.[34] During epitaxial growth of heterostructures 
based on two materials with different in-plane lattice constants, an elastic strain and 
thus a piezoelectric polarization are generated. For nanowires, processing-related 
strain, such as nanowire bending and strain from the metal contacts, can also induce 
non-negligible strain and piezoelectric polarization.      

The overall lattice (or ionic) contribution to the polarization can be expressed as 
Eq. 3.2 and is related to the polarization charge density pol by Eq. 3.3. At 
heterojunctions, an abrupt change in the polarization field leads to a sheet of 
polarization charges. For a ZB/WZ/ZB structure, polarization charges of opposite 
signs form at the two opposite interfaces and result in an asymmetric electrostatic 
field as can be observed in the conduction band diagram schematics (Fig. 3.2(c)). 

Pion = Psp + Ppz.                   (3.2)     

���� = −∇����.                   (3.3) 
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3.3 Semiclassical transport in InAs ZB/WZ 
heterostructures 

In heterostructures, it is important to consider electron transport in each individual 
material as well as at the heterojunctions. Paper I focuses on electron transport 
across relatively thick barriers (> 40 nm) at relatively high temperatures (> 100 K). 
Under this condition, the potential varies slowly compared to the de Broglie 
wavelength of the electrons, thus the semiclassical model is used to describe the 
electron motion[35]. In the semiclassical model, electrons are represented by wave 
packets constructed using energy states in a crystal. They can be treated like 
classical particles that have well defined positions and momentums, and respond to 
external fields according to Newton’s law. The equations of motion for such 

electrons under the influence of an electric ��⃑  and magnetic ���⃑  field are 

ℏ
���⃑

��
= −� ���⃑ (�, �) +

�

�
�⃑(��⃑ ) × ���⃑ (�, �)�, and           (3.4) 

�⃑(�) =
��(��⃑ )

���⃑
,                    (3.5) 

where ħ��⃑  is analogous to the momentum of classical particles, yet the electron 

velocity �⃑ (��⃑ ) should be inferred from the group velocity of the wave packet 
[4,35,36].  

 Based on this picture, electron transport can be calculated from the 
nonequilibrium distribution of electrons, which can in turn be obtained by solving 
the Boltzmann transport equation. The simpler drift-diffusion equation derived from 
the linearized Boltzmann transport equation is commonly used to analyze electron 
transport in homogeneous semiconductors and semiconductor heterostructures with 
continuous band structures. However, it cannot be applied in the existence of an 
abrupt (compared to the relaxation length of electrons) change in band structure. 
Electron transport at such heterojunctions needs to be considered explicitly, in 
particular when the electron faces a step-up potential[37]. At high temperatures, 
electron transport at the interface of an energy barrier occurs predominantly through 
thermionic emission; but carrier tunnelling is more important for thin barriers and 
low temperatures. 

The current at the heterojunction is considered as a boundary condition that is 
related to bulk current by the continuity equation[37] 

��

��
=

�

�
∇ ∙ �� + ��,                  (3.6) 
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with electron density n, electron current density Jn, and net electron generation rate 

Un, which balances the number of electrons. In the steady state, 
��

��
= 0 and Eq. 3.6 

simplifies to  

∇ ∙ �� = 0,                    (3.7) 

when the net carrier generation rate Un = 0.    

3.3.1 Boltzmann transport equation and drift-diffusion equation 

The average state of electrons in a system can be described by a distribution function 
g(r, p, t), which gives the probability of finding an electron at time t, located at 
position r, with momentum p. At thermodynamic equilibrium g(r, p, t) is equivalent 
to the Fermi-Dirac function f. Under nonequilibrium conditions, electrical 
conduction can be calculated from g(r, p, t). The (linearized) Boltzmann transport 
equation  

��

��
+ � ∙ ∇�� + � ∙ ∇�� =

��

��
�

���
+ �(�, �, �)          (3.8) 

then serves as a bookkeeping equation for g(r, p, t) that accounts for any mechanism 
that might change g(r, p, t), including the net in-flow of electrons into the position 

� ∙ ∇��  or momentum space � ∙ ∇�� , collision 
��

��
�

���
, and the net electron 

generation �(�, �, �) as shown in Fig. 3.4.[36] In relaxation time approximation, 
��

��
�

���
is replaced by 

�

�
 with the mean electron relaxation time .  

 

Figure 3.4: Schematics of the bookkeeping characteristics of the Boltzmann transport 
equation described in Eq. 3.8 [36] 
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Then, through multiplying the Boltzmann transport equation Eq. 3.8 by the 
momentum p and sum over the momentum space, the well-known drift-diffusion 
equation  

� = ����� + ���∇�,                 (3.9) 

with electron mobility �� =
��

�∗ and diffusivity �� =
���

�
�� can be derived.  

3.3.2 Thermionic emission 

In the thermionic emission theory, carriers with energy greater than the barrier are 
considered to pass through ballistically, while carriers with energy less than the 
barrier energy are totally reflected. The overall carrier transport in the 
heterostructure can be considered as thermionic emission at the heterojunctions in 
series with drift-diffusion transport in the rest of the transport channel. When the 
resistances of the rest of the transport channel are relatively small, thermionic 
emission at the heterojunction is the rate limiting process and the voltage drops 
primarily at the interface (Fig. 3.5). Under this condition, the electrical current 
density J can be described by the thermionic emission equation[37–39] 

� =
���∗�

�� ∫ ��

�(����)

��� �1 − exp �−
���

���
�� ��

�

��
= ��� exp �−

���

���
� �1 −

exp �−
���

���
��,                   (3.10)  

Where V0 is the barrier energy relative to the conduction band edge, Eb = V0 – Ef is 
the activation energy barrier, Vi is the voltage drop at the heterojunction that 

electrons are injected, and A = 
���∗���

�

��  is the Richardson constant. 

 

Figure 3.5: Schematics of thermionic emission over an activation energy barrier height 
Eb. 

3.3.3 Extraction of the activation energy barrier 
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The activation energy barrier height Eb is the energy needed by a carrier at the Fermi 
level to enter the conduction band of the barrier. When the voltage drop Vi at the 
heterojunction is larger than kBT, only electrons entering from one side of the barrier 
are important and the electrical current density can be approximated as J = 

��� exp �−
���

���
�. The temperature dependence of the current can be used to extract 

the value of Eb.  

In Paper I, five sets of InAs nanowires with ZB/WZ/ZB crystal structures, each 
having an average WZ lengths LWZ = 8, 19, 45, 82, and 210 nm, were investigated 
experimentally by temperature-dependent electrical characterization. The strong 
temperature dependence of the current was interpreted as a result of the thermionic 
emission over the WZ energy barrier. The gate- and bias-voltage dependent 
activation energy barrier for nanowires with LWZ = 45, 82, and 210 nm can be 
modelled by numerical simulation (Box 1). Important coefficients such as a ZB/ WZ 
conduction band offset of 135 ± 10 meV, interfacial polarization charge density on 
the order of 10-3 C/m2, and carrier concentration an order of magnitude higher in ZB 
than in WZ, were extracted. Given the small value of the polarization charge, the 
energy barrier height is mainly determined by the carrier concentration difference 
and conduction band offset. However, the polarization charge has an important 
influence on the shape of the barrier. 

On the contrary, for LWZ  ≤  20 nm, experimentally observed values of the 
activation energy barrier are significantly lower than the simulated values. This 
indicates that tunneling transport has become increasingly important. 

Box 1 Numerical simulation 

For coupled differential equation such as Eq. 3.7 and Eq. 3.9 with boundary 
condition (Eq. 3.10), analytical solutions do not exist or only exist for some 
highly symmetric structures. Therefore the next best thing is to search for 
approximate numerical solutions. In numerical analysis, discretization methods 
are used to approximate the partial differential equations with numerical model 
equations, which are then solved with numerical methods. Finite element method 
in Comsol and Finite difference time domain method in Lumerical (Chapter 5) 
are used in this thesis to simulate the electronic and optical properties, 
respectively. 

Finite element method (FEM)  

The FEM makes use of the weak formulation, or vibrational formulation[40,41]. 
The weak formulation turns the differential equation into an integral equation. It 
is called “weak” because it relaxes the requirement in the original PDEs that all 
the terms must be well defined at all points. The solution to the integral equation 
in discretized sub-domains then forms the solution of the entire structure.  
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3.3.4 Thermal-electrical energy conversion in thermionic emission 

During the thermionic emission process, carriers with high kinetic energies are 
injected over the barrier while carriers with low kinetic energies are reflected (Fig. 
3.5). This process makes the carrier distributions on both the emitter and collector 
side out-of-equilibrium with the lattice. On the emitter side, the carriers overall 
become colder and will absorb heat from the lattice to resume equilibrium, whereas 
the carriers on the collector side will release heat to the lattice. Thus, thermionic 
emission can be used as a cooling method.  

In analogy to the charge flow expression in Eq. 3.10, the heat flux carried by the 
thermionic emission current is given as[39] 

�� =
���∗

�� ∫ �(� − ��)�

�(����)

��� �1 − exp �−
���

���
�� ��

�

��
.      (3.11) 

Overall heat is removed from the emitter side and deposited on the collector side. 
On each side, the heat will then be exchanged between electrons and the lattice over 
the energy relaxation length[42].  

3.3.5 Scanning probe thermometry  

Scanning probe thermometry is used to image the temperature profile of a InAs 
ZB/WZ/ZB nanowire transistor as studied in Paper I when an AC current IAC = 
I0sin(t) is applied. The overall temperature modulation of the sample can be 
expressed as  

T(x,y,z,t) = T1(x,y,z)sin(t) + T2(x,y,z)sin(2t).       (3.12) 

T1(x,y,z) and T2(x,y,z) are resolved simultaneously as shown in Fig. 3.6 (b, c).   

 

Figure 3.6: (a) InAs ZB/WZ/ZB heterostructure resolved ECCI in SEM. Inset: SEM 
intensity profile along the nanowire axis where the ZB (gray) and WZ (red) segments 
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can be distinguished. (b) T1(x,y,z) and (c) T2(x,y,z) measured with the scanning 
probe thermometry with an AC current around 35 A at  ≈ 8 kHz. (b, c) Image credit: 
Fabian Könemann.   

 

 In Fig. 3.6 (b), theT1(x,y,z) data shows that the temperature decreases on one 
side of the WZ barrier and increases on the other side when an electrical current is 
passed through the device, which is consistent with the thermionic emission or 
Peltier effect[18,42]. When the bias is smaller than kBT, the heat flux due to 
thermionic emission or Peltier effect has a linear dependence on the electric current. 
Thus, the temperature modulation through Peltier or thermionic effect has an 
angular frequency 1

 In contrast, in Fig. 3.6 (c), theT2(x,y,z) data shows that the temperature 
increases all over the device, which can be attributed to the Joule heating effect. The 
electrical energy dissipated in the device is I2R with electrical resistance R. Thus the 
temperature modulation due to Joule heating has an angular frequency 2.     

3.4 Quantum transport in InAs ZB/WZ heterostructures 

Carriers with energies lower than the barriers are allowed to tunnel through them 
according to quantum mechanics. The tunnelling probability increases as the barrier 
gets thinner. In Paper I, for LWZ ≤ 20 nm, the activation energy barrier extracted 
from the experiment is lower than the simulated value. The deviations are attributed 
to the increasing importance of the tunnelling current.   

When two tunnel barriers are placed close to each other, they form a quantum 
dot (QD) with discrete electronic states. The energies of these states are determined 
by Coulomb interaction between the electrons in the QD as well as quantum 
confinement of the electrons[27,43].     

3.4.1 Constant interaction model 

The QD is tunnel-coupled to the source/ drain contacts and capacitively coupled to 
the gate contact as shown in Fig. 3.7(a). In the constant interaction model[44], it is 
assumed that the total energy of electrons in the QD is given by the sum of the single 
particle energy �i plus the electrostatic energy. Thus the energy needed to add N 
electrons to an empty QD is given as 

�(�) = ∑ ��
�
��� +

����

���
+ ��(∑

��

��
��

�
��� ),           (3.13) 
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where Cj is the capacitance between the QD and the contact j with electrostatic 
potential Vj and C = Cj is the self-capacitance of the QD. By adding one extra 
charge the electrostatic energy in the QD is changed by the charging energy 

�� =
��

��
.                     (3.14) 

The energy needed to add the Nth electron can be deduced as 

�� = �(�) − �(� − 1) = �� +
��

��
�� −

�

�
� + �(∑

���

��
��

�
��� ).    (3.15) 

which is Ec + (�N - �N-1) higher than the (N-1)th state. The Coulomb charging effect 
becomes important when Ec is larger than both the energy uncertainty of the 
electronic state (fulfilled when the QD conductance is lower than conductance 
quantum e2/h) and the thermal energy kBT.   

 

Figure 3.7: (a) Schematics of a QD tunnel coupled to the source/drain contacts and 
capacitively coupled to the gate contact. (b) The energy diagram of a QD coupled to the 
source and drain with chemical potential S and D, respectively. Electrons can 
sequentially tunnel through the QD when there are electronic levels lying within the 
source-drain bias window. (c) Electron transport is blocked in the Coulomb blockade 
regime. 

 

In an electrical measurement, the gate voltage can be used to continuously 
change the electrostatic energy of electrons in the QD. When Vg is tuned so that an 
electronic state lies between S and D, the electrons can sequentially tunnel in and 
out of the state and form electrical current (Fig. 3.7(b)). On the contrary, when there 
is no electronic state between s and d, the transport is blocked (Fig. 3.7(c)), which 
is referred to as the Coulomb blockade effect. Overall when sweeping Vg at a small 
constant source drain bias, the current through the QD will show Coulomb 
oscillations.  
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The parameters of the QD including Ec, �i, and the capacitances can be extracted 
quantitatively by analysing the sizes and shapes of Coulomb diamonds in a charge 
stability diagram. In such a diagram, the differential conductance dI/dV is plotted as 
a function of V and Vg. Within the diamond area the conductance is essentially zero 
due to Coulomb blockade, whereas the blockade is lifted outside the diamond edges.   

3.4.2 Quantum dot within an individual WZ barrier 

The simulated band diagram of the ZB/WZ/ZB heterostructure shows that due to 
the conduction band offset, it is possible to form a shallow quantum dot within 
relatively longer WZ barriers for a small window of Fermi levels (Fig. 3.8(a)). 

 

Figure 3.8: (a) The simulated band diagram of ZB/WZ/ZB InAs heterostructure (b, c) 
Coulomb oscillation and the charge stability diagram showing Coulomb blockade 
pattern observed experimentally in devices with LWZ = 82 nm. 

 

In Paper I, Coulomb oscillations and Coulomb diamond patterns were repeatedly 
observed in nanowires with LWZ = 210 and 82 nm in the low temperature (T = 10 K) 
measurements. The amplitudes of the Coulomb oscillations depend strongly on Vg, 
as is expected for shallow barriers. In addition, from the Coulomb diamonds, gate 
capacitances of 2.3 and 4.4 aF are extracted for devices with LWZ = 210 and 82 nm, 
respectively. The scaling of the gate capacitances with LWZ supports that the QDs 
were formed within the WZ barrier.  

3.4.3 Quantum dot in WZ-ZB-WZ heterostructure 

A more reliable way to form QDs is through confinement by two closely spaced 
WZ barriers. Such QDs have better defined barrier widths and heights.  

The quantum confinement is not only affected by the QD geometric structure, 
but is also influenced by the electrostatic potential landscapes induced by net 
charges on/within the nanowire and voltages applied on the electrodes. In Paper II, 
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a pair of side gates are placed next to a QD formed by growth of InAs WZ/ZB/WZ 
heterostructures (Fig. 3.9(a)).  Through tuning the back and side gate potentials, the 
QD can be split into two smaller QDs. Charge stability diagrams characteristic of 
parallel-coupled double QDs with varying coupling strengths (from a honeycomb 
structure to nearly parallel straight lines) were observed in electrical measurements 
at T ≈ 100 mK.   

 

Figure 3.9: (a) Schematics of a QD defined by double WZ barriers in a ZB InAs 
nanowire. (b) Schematics of the parallel double quantum dots formed through tuning 
the side gate voltage VL and VR and Vg. (d-g) The electrostatic potential and the 
electronic wave function in the QD under two different gating configurations. 

 

The two QDs can interact through capacitive and tunnel coupling. The 
experiment shows that different combinations of VL,R and Vg can change the interdot 
tunnel coupling strength by an order of magnitude.  

The interdot tunnel coupling is analogous to molecular bonds. In the strong 
tunnel coupling regime, electrons can tunnel coherently between the QDs at a large 
rate[43]. This occurs when the wave functions of the two QDs are delocalized and 
have significant overlap. The overlapping wave functions then form hybridized 
states, so-called bonding and antibonding states (Fig. 3.9(b)), over the entire double 
dot system. The energy difference between the bonding and antibonding state is 2t, 
where t is the tunnel coupling strength used in the two-level model to describe 
double dot interaction.     

In Paper II, the finite element method is used to simulate the wave functions and 
energy of the bonding and antibonding states at different gate configurations. First, 
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the electrostatic potential V(x) is simulated by solving the Poisson’s equation (Eq. 
(3.1)). Afterwards, the Schrödinger equation  

−
ℏ�

��

���(�)

��� + �(�)�(�) = ��(�),             (3.16) 

at the given V(x) is solved to obtain the electronic state energy E and wave function 
(x). The solutions correspond to electronic states in an unoccupied QD. To 
simulate occupied QDs, the Poisson’s equation and the Schrödinger equation need 
to be solved self-consistently.  

The simulation results show that it is indeed possible to split one QD into double 
QDs by controlling the gate voltages. In particular, if considering various positive 
trapped charges on the side facets (Fig. 3.9(a)) a wide range of gate configurations 
can lead to the formation of double QD states.  

In addition, the simulation results with two different gate configurations (Fig. 
3.9 (d-g)) exemplify how different combinations of gate voltages change interdot 
tunnel coupling. It is clearly visible from the electrostatic potential and the electron 
wave functions that gate configuration II creates a stronger quantum confinement 
than gate configuration I. It leads to a stronger the mixing of the wave functions and 
a larger splitting of the bond and antibond states 2t under gate configuration II. The 
simulated 2t are 2.1 meV and 4.8 meV for gate configuration I and II, respectively. 
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Chapter 4  
 
Thermoelectric effect in 1D 
nanowires 

As a result of the nanowire geometry and the long Fermi wavelength of 
semiconductors, it is possible to observe (quasi-)1D electronic transport in high 
crystalline quality semiconductor nanowires at sufficiently low temperatures. 1D 
electronic transport in thin nanowires has been predicted to give rise to high 
thermoelectric power factors and energy conversion efficiencies[45,46], which has 
triggered a widespread effort to develop nanowire-based thermoelectric materials. 
This chapter introduces Paper III, which reports on an upper limit of the 
thermoelectric power factor of 1D nanowires, based on theoretical discussions and 
experimental measurements of InAs nanowires that exhibit quasi-1D electronic 
transport.   

4.1 Thermoelectric effect 

The thermoelectric effect refers to that a temperature difference across a material 
produces electricity, and reversely that an electric current creates a temperature 
difference across a material. Macroscopic thermoelectric effects were discovered 
and studied in the 19th century by physicists including Thomas Seebeck, Jean Peltier, 
and William Thomson[47,48]. The discoveries have led to applications in solid-state 
power generation, refrigeration, and thermometry. A microscopic understanding 
only came after the development of quantum mechanics that led to band theory and 
quantum statistics.  
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 For a material connected to two reservoirs with electrochemical potentials L and 
R, and temperatures TL and TR as illustrated in Fig. 4.1, in the linear regime (T = 
TL – TR << (TL + TR)/2 = T and eV = R - L << kBT) the electric current I and heat 
current IQ can be described by linear response equations[17,49]   

� = �� + ��Δ�,                  (4.1) 

�� = ���� + (� + ����)Δ�,              (4.2) 

where G is the electrical conductance, S is the Seebeck coefficient (also called 
thermopower), and K is the thermal conductance. S and K are defined as the voltage 
difference and heat flow per temperature difference at the open circuit condition (I 
= 0).  

 

Figure 4.1: Schematic illustration of contributions of each term to the electron and heat 
flow, -I and IQ in Eq. 4.1 and 2, between the two reservoirs. 

 

 The thermoelectric power output (= –I×V) at a given T reaches a maximum 
value when V = ST/2 and the maximum power output Pmax (W) and power output 
density pmax (Wm-2) are given as[17] 

���� =
�

�
���Δ��, and                 (4.3) 

���� =
�

�
���(

��

��
)��,                  (4.4) 

where L is the distance between the hot and cold reservoir. The products GS2 and 
S2 are thus known as the power factors. In addition, the total energy flow from the 

right contact to the left contact (= -I×V + IQ) at T = 0 is maximized when V = ST/2 
and the maximum energy flow I,max is given as  

��,��� =
�

�
�����.                  (4.5) 

The energy flow will, however, decrease monotonically as T decreases.  

 The efficiency of the conversion from heat to work can be expressed as  

� =
�(�×�)

��
,                    (4.6) 
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which can be maximized by taking a derivative with V. The maximum efficiency is 

���� = ��
√������

√������
,                 (4.7) 

with the Carnot efficiency �� = 1 −
��

��
≈

∆�

�
 in the linear regime, and the figure of 

merit 

�� ≡
����

�
.                    (4.8) 

Similarly, the coefficient of performance (COP) of thermoelectric cooling, defined 
as the heat current extracted from the cold system per electric power input[17], is 
given as  

��� = ����
√������

√������
,                (4.9) 

where COPC =  
��

�����
≈

�

∆�
 is the limit calculated from a Carnot cycle.  

4.2 Size effects in nanowires 

In nanostructures, electron transport exhibits different quantum phenomena when 
the physical dimensions are comparable to (1) the de Broglie wavelength, (2) the 
mean free path, and (3) the phase relaxation length. These systems are called 
mesoscopic systems[6], as they are in between macroscopic objects and microscopic 
objects like atoms.  

4.2.1 Quantum confinement effect in nanowires 

Within the effective mass approximation, the electron wave function in a crystal 
containing perturbations can be approximated as the product of the wave functions 
of the perfect crystal and an envelope function (x). The Schrödinger equation 
simplifies to the effective Schrödinger equation for the (r) 

�−
ℏ�

��∗ ∇�
� + ��(�)� �(�) = ��(�),             (4.10) 

with electron effective mass m* and the energy potential Vb(r)[50]. For a perfect 
infinite crystal, Vb(r) = 0 and one possible solution in one-dimension is  

�(�) = ����,                   (4.11) 

where the wavevector k can take any real value and the electrons are free to move.  
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However, if the size of the crystal is finite or a quantum well is formed, the 

motion of the electrons is restricted and the energy levels become discrete. For 

example, for a crystal extending between x = 0 to L, the potential energy can be 

expressed as 

�
�� = 0, 0 < � < �

�� = ∞, � < 0, � > �
                 (4.12) 

and the following boundary conditions apply 

�
�(0) = 0

�(�) = 0
.                    (4.13) 

Thus, the wave functions are 

��(�) = sin (���),                  (4.14) 

with discrete wavevectors  

�� =
��

�
, and energies 

�� =
ℏ���

�

��∗ ,                    (4.15) 

where n = 1, 2, 3….  

 In a nanowire, electrons are constricted in the nanowire cross-section plane, but 

they can move freely in the axial direction (z-axis). Thus, the 3D envelope function 

can be expressed as[50,51] 

�(�, �, �) = �(�, �)�����.               (4.16) 

And the Schrödinger equation becomes 

�−
ℏ�

��∗

���(�,�)

��� −
ℏ�

��∗

���(�,�)

��� + �(�, �) +
ℏ���

�

��∗ � �(�, �) = ��(�, �)�����. (4.17) 

By solving Eq. 4.17, for example for a InAs (m* = 0.026 me[24]) nanowire with 

60 nm diameter hexagonal cross-section as studied in paper III, the wave functions 

in the cross-section plane and the quantized energy levels (n) can be obtained (Fig. 

4.2(b)).  
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Figure 4.2: (a) Schematics of a nanowire with a 60 nm diameter hexagonal cross-
section as studied in Paper III and the corresponding definition of the axis directions 
used in this section. (b)Wave function intensity |�|2 and quantization energies �� of the 
first five electronic states in the nanowire cross-section. (c) The energy dispersion 
relation of the corresponding quasi-1D states. 

 

 Overall, the energy dispersion relation becomes 

� = �� +
ℏ���

�

��∗ ,                   (4.18) 

as shown in Fig. 4.2 (c). Each parabola is a continuum of one-dimensional states 
associated with one discrete state (in the cross-section plane). These one-
dimensional states are also called 1D subbands, 1D modes, and 1D channels. The 
quantum confinement effect becomes significant when the quantized energy level 
spacing is similar to, or larger than, the Fermi energy and thermal energy, which is 
equivalent to when the nanowire diameter is below or comparable to the electron 
Fermi wavelength and the thermal de Broglie wavelength.  

4.2.2 (Quasi-) ballistic transport and the Landauer formula 

In addition to its small cross-section, the length of nanowire devices is also often 
comparable to other characteristic length scales of electron transport, such as the 
electron mean free path and the phase relaxation length, which can be as long as 
several ms in high crystalline quality semiconductors at low temperatures[6,51]. 
The mean free path is the distance an electron travels before its initial momentum is 
lost, whereas the phase relaxation length refers to the distance an electron travel 
before its initial phase is lost.  

 When the nanowire length is below or similar to the electron mean free path, 
electrons experience no or few scattering events in the conduction channel; the 
electron transport is ballistic or quasi-ballistic. Landauer’s scattering theory, which 
describes electron transport properties in terms of the probability that the electrons 
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go from one reservoir to another[17], is widely used to interpret transport 
measurements in this regime.  

 To go from the left to the right reservoir as shown in Fig. 4.3, the electrons will 
transmit across the reservoir/sample interface, the sample, and the sample/reservoir 
interface. In the reservoirs, the current is carried by many transverse modes, whereas 
in a mesoscopic sample there are few modes. Due to current conservation, the total 
transmission from all the modes in the reservoir (labelled r) into a given mode 
labelled s in the sample is [6,17,52] 

�� = ∑ |���|�
� ≤ 1,                  (4.19) 

where trs is the transmission amplitude from mode r to mode s. In an ideal contact, 
where the change from the reservoir to the sample is smooth, Ts = 1 and the total 
transmission at the reservoir/sample interface is proportional to the number of 
modes M(E) in the sample that are coupled to the reservoir at energy E. Conversely, 
at the sample/reservoir interface, the total transmission is proportional the number 
of modes in the reservoir at energy E, which is extremely large compared to M(E). 
If we assume the average probability that electrons can be transmitted across the 
sample is T(E), the charge and heat current from the left to the right reservoir are 
expressed in Landauer formula as[6]  

��→� =
��

�
∫ �(�)�(�)��(�)��,             (4.20) 

��,�→� =
�

�
∫(� − �)�(�)�(�)��(�)��.           (4.21) 

The prefactor 2 in Eq. 4.20, 21 accounts for the spin degeneracy. 

 

Figure 4.3: Schematic representation of electron transmission from the left reservoir to 
the right reservoir 

 

 Usually the electron phase relaxation length is several times longer than the mean 
free path in the same sample[51]. The reason is that elastic scatterings (with rigid 
scatterers, like static impurities and energy barriers) do not contribute to phase 
relaxation[6,53]. Only inelastic scatterings (with fluctuating scatterers, like lattice 
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vibrations or electrons) lead to the destruction of phases. Thus, quantum interference 
can be observed in diffusive samples with dimensions larger than the mean free 
path.   

4.3 Thermoelectric coefficient of quasi-1D systems 

Based on the Landauer formula, coefficients that determine the thermoelectric 
power output/ cooling power, including the conductance and the Seebeck 
coefficient, can be calculated for a quasi-1D system.  

4.3.1 Conductance and Seebeck coefficient 

Inferring from Eq. 4.1, 2, 19, 20, the conductance G (= 
�� (���→����→�)

��
) and SG (= 

�

�

��� (���,�→����,�→�)

��
) can be expressed in linearized equations as[49,50] 

� =
���

�
∫ �(�)�(�)

���

��
��,              (4.22) 

�� =
��

��
∫(� − �)�(�)�(�)

���

��
��.            (4.23) 

 For an InAs nanowire with geometries illustrated in Fig. 4.2, the number of 
modes as a function of energy M(E) (E = 0 is taken at the conduction band edge of 
bulk InAs) is shown in Fig. 4.4 (a). The calculated G and S as functions of  
considering ballistic transport (T(E) = 1) and T = 10 K are shown in Fig. 4.4 (b). It 
can be observed that each spin degenerate 1D mode can contribute a maximum 
conductance of 2e2/h, which is referred to as the conductance quantum. 

 

Figure 4.4: (a) Visualization of the number of modes M(E) coupled to the reservoir at 

energy E for the InAs nanowire with a 60 nm diameter cross-section and 
��(�,�)

��
. (b) The 

calculated conductance G and S as functions of . 
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Heisenberg’s uncertainty principle, Et ≥ h, provides another way to obtain the 
conductance quantum. The current can be expressed as I = e/t, where t is the time 
it takes a charge to traverse the system. In the meantime, the bias gives the 
uncertainty in energy E = eV. Therefore the uncertainty principles gives that � =

��

����
≤

��

�
[54,55].               

It can be inferred from Eq. 4.23 that S is non-zero whenever the dynamics of 
electrons with energy above  are different than the dynamics of electrons with 
energy below . Thus, for a ballistic quasi-1D system, S is zero except when -�� 
is below or comparable to kBT or  < ��. 

4.3.2 Power factor limit of a 1D channel  

From Eq. 4.22 and 23, the power factor S2G can also be calculated. In ref.[56,57], 
only one 1D mode is considered and it is found that the thermoelectric power output 
is maximized when T(E) is a Heaviside step function. The maximum power output 
for a 1D mode, referred to as the quantum bound, is PQB = A02k2T2/h with A0 ≈ 
0.0321. Thus from Eq. 4.3, it is equivalent to saying that the quantum bound of the 
power factor for a spin-degenerate 1D mode is 

(���)�� = 2 × 4��
��

�
��

� ≈0.73 (pW/K2).          (4.24) 

The step transmission function is fulfilled in ballistic 1D channels, thus S2G 
calculated for the ballistic quasi-1D system shows a maximum S2G ≈ (S2G)QB for  
�� − �� >> kBT (Fig. 4.5). However, S2G of a quasi-1D system can potentially 
exceed (S2G)QB when �� − �� is below or similar to kBT and electrons are conducted 
through multiple 1D modes. 

 

Figure 4.5: The calculated power factor S2G of an InAs nanowire with a 60 nm 
diameter cross-section. 

 Paper III extends the results in ref.[56,57] to find the power factor upper limit 
for a non-ballistic 1D channel, i.e. when T(E) is less than unity. Consider a realistic 
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1D channel with transmission probability t(E) shown in Fig. 4.6, which can be 
expressed as  

t(E) = Tmax(E),                    (4.25) 

where Tmax describes the maximum height of t(E), and (E) is a normalized function 
that describes the shape of t(E). S2G calculated from t(E) is necessarily less than or 
equal to S2G calculated from a virtual transmission function Tmax(E), where (E) is 
a Heaviside step function. Thus by inserting Tmax(E)  into Eq. 4.22, 23, a power 
factor limit  

(S2G)limit = Tmax×(S2G)QB                  (4.26) 

is obtained. The increasing trend of (S2G)limit with Tmax is consistent with 
experimental results in Paper III.  

 

Figure 4.6: The transmission probability t(E) = Tmax(E) of a hypothetical 1D channel 
and a step function with the same height Tmax(E).  

 

(S2G)limit can be further extended to the limit of S2 if a classical scaling of the 
transmission probability[58]  

� =
�

���
,                     (4.27) 

with the channel length L is considered.  is a constant on the order of the mean 
free path that represents the channel length when the transmission probability is 0.5. 
A detailed explanation of this scaling relation is given in Box 2 below. Combining 
Eq. 4.25, 26, the upper limit of S2 can be expressed as 

(���)����� = (���)����� ×
�

�
≤ (���)�� ×

�

�
,         (4.28) 

with nanowire cross-section area A. The expression of (S2)limit  highlights one of 
the most important advantages of using nanowires as thermoelectric materials: the 
thermoelectric power output density can be increased simply through reducing the  
nanowire diameter.  
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Box 2 Classical transmission probability 

In the non-ballistic transport regime, if all the quantum interference effects are 
neglected, the total transmission probability of successive scattering sections 
labelled 1 and 2 in Fig. B2.1 can be written as[7,58]  

��� = ����(1 + ���� + (����)� + ⋯ ) =
����

����������
, and that 

�

���
=

�

��
+

�

��
− 1. 

Thus, Eq. 4.27 is obtained by finding an expression that satisfies  

�

�(�����)
=

�

�(��)
+

�

�(��)
− 1. 

 

Figure B2.1: Schematic representations of different transmission paths through two 
successive scattering sections. 
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Chapter 5 
 
Photo-excited hot-carrier effect in 
nanowire heterostructures 

The unique optical, electronic, and material properties make semiconductor 
nanowires promising candidates for realizing optical hot-carrier devices. In this 
chapter different aspects of such devices, including nanophotonic effects and the 
collection of nonequilibrium carriers, are discussed. 

5.1 Hot-carrier based optoelectronic devices 

The term “hot carrier” broadly refers to electric charge carriers (i.e. electrons in 
metals, and electrons and holes in semiconductors) that have gained excess kinetic 
energy due to external perturbations like electric fields or optical excitations and 
have a nonequilibrium distribution[59]. In conventional p-n junction photovoltaic 
solar cells, the photo-excited electrons and holes have lost most of their excess 
energy and have relaxed to near the band edge before being collected to different 
sides of the diode[60]. The thermal relaxation of the carriers and the transmission 
of photons with energy below the bandgap are the most important fundamental loss 
mechanisms in conventional solar cells[61,62].  

For these reasons, hot-carrier solar cells are designed to collect the photo-excited 
carriers before they fully relax to near the band edge. Thermodynamic analysis has 
shown that more power can be extracted from carriers that have a higher temperature 
than the collector[63–65]. Many device concepts have been proposed and tested; 
these devices generally use energy barriers to extract hot-carriers with different 
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nonequilibrium characteristics that can be categorized into thermal and non-thermal 
distributions, which are generated through plasmon decay in metals and direct 
photo-excitation in both metals and semiconductors [66–70].  

 In photodetectors including photoconductors, p-i-n photodiodes, and Schottky 
photodiodes (operated with electrons-holes generated in the semiconductor), the 
photo-excited carriers have relaxed to near the band edge as they transport across 
the absorption region. Therefore, the photocurrent signal recovery time can last as 
long as the carrier recombination lifetime [71] and limit their application in high-
speed photodetection [72]. From this perspective, hot-carrier photodetectors based 
on internal photoemission in Schottky diodes (operated with electrons generated in 
the metal) [73–75] have a significant advantage because the thermalized carriers are 
blocked off by the Schottky barrier and the signal recovery time is thus only limited 
by the much more rapid carrier thermal relaxation [66,76]. However, the 
photodetection speed is also limited by factors including the carrier transit time, RC 
time constant, carrier trapping, and the connection to external circuits [71].      

Despite these advantages, hot-carrier solar cells and photodetectors still face the 
challenge of low internal quantum efficiency [70,74,77,78]. Thus more 
understanding of hot-carrier transport and new device schemes are desired. Paper V 
demonstrates a nanowire-metal plasmonic antenna hybrid device, as shown in Fig. 
5.1. In these devices, optical absorption is enhanced due to the plasmonic effect. In 
addition, the position and the energy of the generated hot-electrons can be controlled 
by the position of the plasmonic antenna (the electric field is concentrated in the gap 
of the antenna dipole [79,80]) and the energy of the incident photons, respectively, 
which permits a detailed study of their transport.  

 

Figure 5.1: SEM images of InAs-InP-InAs nanowire-metal plasmonic antenna hybrid 
devices. The InP segments are false colored in blue.  

5.2 Optical effects in nanowire-based structures 
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The dimensions of the semiconductor nanowire and the metal nanostructures in 
single-nanowire devices are comparable to the wavelength of light. Therefore, they 
can be designed to exhibit unique optical responses, such as enhanced absorption, 
based on different light resonances. These effects can be understood based on 
Maxwell’s equations and the optical properties of the constituent media. 

In a medium, a polarization P and a current J can be induced in response to an 

electric field ��⃑ . If the medium is linear and isotropic, their relation can be described 
by the equations [50,81] 

���⃑  = 0��⃑  + ��⃑  = r0��⃑ ,                  (5.1) 

J = ��⃑ ,                     (5.2) 

with the electric displacement field ���⃑ , vacuum permittivity 0, dielectric function r, 
and conductivity . For a single Fourier component of the electric field E()exp(ikr 
- t), with wavevector k and angular frequency , the Maxwell–Ampère equation 
is [50,81] 

∇ × �(�) = �(�) +
��(�)

��
= �(�)�(�) − �������(�) = −������� �(�).  

                       (5.3) 

The complex dielectric function �̃ () expressed as 

�̃(�) = ��(�) +
��(�)

���
= �� + ���             (5.4) 

thus contains both the conduction and the polarization response to an oscillating 
electric field. The complex refractive index ��() = n() +i() with the refractive 
index n() and the extinction coefficient () are given as ��()2 = �̃(), thus 

�(�)� =
��

�
+

�

�
���

� + ��
�, and              (5.5) 

�(�) =
��

��
,                     (5.6) 

which is in turn connected to the absorption coefficient () by 

�(�) =
��(�)�

�
.                   (5.7) 

In metals, the dielectric function is dominated by the conduction of free 
electrons. The interaction of the free electrons with light can be understood based 
on the classical equation of motion, which is described in the Drude model. The 
natural resonant frequency of the collective movement of the free electrons called 
the plasma frequency p with 

��
� =

����

���∗,                    (5.8) 
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can be derived from the model [81]. p of metals is usually in the deep UV range, 
for example p is around 9 eV for gold [82]. When the incoming light has frequency 
 < p, the free electrons have a large in-phase movement, creating a large negative 
polarization. Thus Re [�̃()] of metals are characterized by large negative values 
(Fig. 5.2(a)).  

 

Figure 5.2: The complex dielectric function of (a) Au [83] and (b) InAs [84]. 

 

In semiconductors, the density of free carriers is much lower and the plasma 
frequency is usually in the THz range. Therefore, in the visible to infrared range, 
the dielectric function is dominated by the atomic polarizability and interband 
transition of electrons. The atomic polarization arises from the motion of electrons 
that are bound to the ion core [4,85] and it gives a large positive Re [()] in the 
visible to infrared range in semiconductors. However when strong interband 
transition occurs at higher photon energy, it will also induce a negative Re [�̃()] 
(Fig. 5.2(b)).    

5.2.1 Optical resonances in nanowires 

Given the large positive Re [()] and n(), strong optical resonance modes can 
exist in single nanowires with subwavelength dimensions and in nanowire arrays. 
For light incident perpendicular to the axis of a single nanowire, the interference of 
light reflected at the boundary leads to optical resonance modes. Such a resonance 
is often called the leaky mode resonance because a significant part of the field 
resides outside of the nanowire [11,86].         

By approximating the nanowire to an infinitely long cylinder, the Lorenz-Mie 
theory provides analytic solutions to Maxwell's equations [10,11]. Thus, the 
scattering and absorption of electromagnetic waves by objects with dimensions 
smaller than the wavelengths with either spherical or infinite cylindrical geometries 
can be calculated. In Fig. 5.3, the calculated absorption efficiency, defined as the 
absorbed power/ (incident irradiance (Wm-2) × particle cross-sectional area 
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projected onto the plane perpendicular to the incident direction (m2)), of a 
cylindrical InAs nanowire with 60 nm diameter is shown. The incident light is 
perpendicular to the nanowire axis with transverse-magnetic (TM, electric field // 
nanowire axis) and transverse-electric (TE, electric field  nanowire axis) 
polarization. A light concentration effect can be observed around the resonant 
energies.  

 

Figure 5.3: The absorption efficiency of an infinitely long cylindrical InAs nanowire 
with 60 nm diameter calculated based on the Lorenz-Mie theory. The light is incident 
perpendicular to the nanowire axis with electric field perpendicular (TE) and parallel 
(TM) to the nanowire axis.   

5.2.2 Plasmonic effect 

In metals, the large negative Re [�̃()] leads to a surface plasmon polariton mode at 
metal-dielectric interfaces, and localized surface plasmon resonances in metal 
nanostructures [81]. In these excitations, the electromagnetic fields are coupled with 
the oscillations of the conduction electron. The surface plasmon polaritons are 
propagating waves that need to be excited through techniques that fulfill phase-
matching. The localized surface plasmons are non-propagating excitations that can 
be excited through direct illumination. Both types of resonances can achieve 
concentration of electromagnetic energy below the diffraction limit. Therefore, 
metal nanostructures can be used as optical antennas to convert freely propagating 
visible and infrared radiations into localized energy [79,80,87]. 

The localized plasmon resonance can be understood by considering the 
interaction of a metal particle with an electromagnetic wave. When the size of the 
metal particle is much smaller than the wavelength of the incident electromagnetic 
wave, their interaction can be analyzed by approximating the electromagnetic wave 
as a static electric field. Then the electric field near the metal particle can be obtained 
through solving the Laplace equation for the electrostatic potential V, ∇�V = 0 with 
the continuous boundary conditions for the electric field[81]. For a spherical metal 
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nanoparticle (with complex dielectric function �̃() and radius a) surrounded by an 

isotropic dielectric material (with dielectric function��), an electric field ��⃑ � induces 
a dipole moment [81] 

�⃑ = 4������� ��(�)���

��(�)����
��⃑ �,                (5.9) 

in the metal sphere, which results in electric fields inside and outside of the metal 
expressed as  

��⃑ �� =
���

��(�)����
��⃑ � and ��⃑ ��� = ��⃑ �

���⃑ (��⃑ ∙�⃑)��⃑

������

�

��,          (5.10) 

respectively. The electric near fields are resonantly enhanced and the localized 
plasmon resonance occurs when the Fröhlich condition Re [�̃()] = -2d is satisfied. 
The finite-difference time-domain method (FDTD, Box 3) is often used to model 
the spectral response and the near field distribution of optical and plasmonic 
resonances. Fig. 5.4(a) shows the simulated electric field near a gold sphere with 50 
nm diameter surrounded by vacuum and illuminated with a plane wave, which is 
linearly polarized in the x direction and has a 1000 nm wavelength. A field 
enhancement can be observed near the gold sphere – vacuum interface (indicated 
with a white dashed line). 

When the nanoparticles are larger, the phase change of the incident 
electromagnetic field over the nanoparticle volume is non-negligible, and an 
electrodynamic approach is required to calculate the localized plasmon resonances. 
In this regime, the resonant frequency can be controlled by changing the particle 
sizes and shapes.  

 

Figure 5.4: FDTD simulation of the electric field amplitude distribution for (a) a gold 
sphere with a 50 nm diameter and (b) two gold spheres with 50 nm diameters separated 
by 10 nm surrounded by vacuum and illuminated with a plane wave polarized in the xi 
direction with 1000 nm wavelength. The boundary of the spheres are indicated by 
white dashed lines.  
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Moreover, when a pair of nanoparticles are placed closely to each other, an even 
stronger near field enhancements can be induced in the gap due to the Coulomb 
interaction between them as shown in the FDTD simulation results for two gold 
spheres separated by a 10 nm gap in Fig. 5.4 (b) [81]. For inter-particle spacing 
much smaller than the wavelength, the two nanoparticles act as a nanocapacitor, 
therefore their interaction and thus the field enhancement strongly depend on the 
spacing  [79,80].  

 

Box 3 Finite-difference time-domain method (FDTD) 

The FDTD is used for modelling electromagnetic waves interacting with material 
structures. In FDTD, a finite-difference approximation is applied to the time and 
space derivatives of each electric (E) and magnetic (H) vector components in 
Maxwell’s equation. The time and space are discretized in a way that E and H are 
shifted by half of the discretization in both space and time[40,88].   

Then the resulting finite-difference equations are solved. First H is solved in a 
certain spatial location at a given instant in time. Then E is solved at one time-
step into the future based on the past fields, and the process is iterated until the 
desired transient or steady-state electromagnetic field behaviour is fully evolved. 
Because FDTD is a time-domain method, a single simulation can cover a wide 
spectral range.  

5.2.3 Optical absorption 

The absorption of electromagnetic radiation in a medium is characterized by the 
absorption coefficient (), which is defined as the fraction of power absorbed in a 
unit length and can be expressed as[89,90] 

��

��
= −�(�)�,                   (5.11) 

where I = |��⃑ |2 is the intensity and z is the propagation axis of the electromagnetic 
wave. () can be calculated using perturbation theory. Under the perturbation of 
the electric field �⃑E0()exp(ikr - t), the electron transition rate from state i to state 
j is given by Fermi’s golden rule as[50] 

��,� =
��

ℏ
�

���

���
�

�
|⟨�|�⃑ ∙ �̂|�⟩|��(�� − �� − ℏ�),         (5.12) 

where �̂ = −�ℏ∇ is the momentum operator. The energy and momentum must be 
conserved for the transition with 

�� = �� + ℏ� and ℏ�� = ℏ�� + ℏ� ≈ ℏ��,          (5.13) 
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where ħqj, ħqi, and ħk are the momentum of the final state, the initial state, and the 
photon. The photon however carries relatively little momentum, therefore the 
conservation condition is simplified to Ej(qi) = Ei (qi) + ħin Eq.  5.12.  

 In semiconductors, electrons in the valence band can transition to the conduction 
band through absorbing a photon as shown in Fig. 5.5, which is referred to as the 
interband absorption. In this process, a mobile electron and hole are created in the 
conduction and valence band, respectively. The energy of the initial and final states 
must follow 

ℏ� = ��(�) − ��(�),                 (5.14) 

where Ec(q) and Ev(q) are the energy of  the conduction and the valence band at 
crystal momentum q. In a semiconductor with a direct band gap Eg, by 
approximating the band structures as parabolas with effective mass mc and mv, 
respectively, the energies of the electron and hole can be calculated from ħ = Eg +  
(ħ2q2/2mc) + (ħ2q2/2mv). Another type of absorption, intraband absorption, is also 
possible in semiconductors as shown in Fig. 5.5. However, scattering with, for 
example, phonons or impurities is needed to achieve the conservation of the 
momentum[91]. 

 

Figure 5.5: Schematics of the electronic band structure and the electron transition 
during interband and intraband absorption.  

 

Finally, the overall absorption coefficient is obtained by summing over all 
possible initial and final states[50] 

�(�) =
����

�������
�

��

�
�

�
∑ |⟨�|�⃑ ∙ �̂|�⟩|����� − �� − ℏ�� [�(��) − �(��)]�,� , (5.15) 

where f is the Fermi-Dirac distribution.  

5.3 Photo-excited carrier dynamics 
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The absorption of photons leads to a nonequilibrium distribution of electrons and 
holes. In particular, the electrons and holes created through absorbing high energy 
photons (ħ >> Eg) will have much higher kinetic energies compared to the 
background electrons (Fig. 5.6 (b)) and the lattice. In addition, the photo-excited 
electrons and holes can also have an anisotropic momentum distribution[92].   

The dynamics of the electrons and holes are best observed when the 
photoexcitation is achieved by an ultrashort pulse. After the photoexcitation, the 
perturbed electrons and holes will eventually relax to a thermodynamic equilibrium 
state through different scattering processes, which take place at different rates. 
Typically electron-electron and hole-hole scattering have a characteristic time scale 
from a few fs to hundreds of fs[92,93]. The scattering leads to momentum and 
energy exchange between the electrons (holes), which result in a more isotropic 
carrier distribution and brings the electrons (holes) into hot thermalized distributions 
(follow the Fermi-Dirac statistics) as shown in Fig. 5.6 (c). The difference between 
the masses of electrons and holes reduces the energy exchange between the two 
types of carriers. Next, electron-phonon scattering, which, according to Monte Carlo 
simulations[94,95], has a characteristic time from a few fs to a few hundreds of fs 
depending on the electron energy in InAs, will cool down the hot electrons to a 
common temperature with the lattice (Fig. 5.6 (d)). Finally, the excess electrons and 
holes recombine, which has a characteristic time up to ns in InAs thin films[96], and 
the system will reach thermodynamic equilibrium .    

 

Figure 5.6: The energy distribution of electrons in the conduction band when (a) the 
system is in thermodynamic equilibrium, (b) electrons are generated through the 
interband absorption of an ultrashort pulse of monochromatic light, (c) the photo-excited 
electrons and the background electrons are thermalized, and (d) the thermalized hot-
electrons are cooled down by transferring energy to the lattice.   

5.4 Photo-excited carrier transport 
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A photocurrent can be generated by extracting the photo-excited carriers at different 
time scales, at which the carriers have different nonequilibrium distributions, 
through different transport mechanisms. In particular, the distribution of the photo-
excited carriers can be categorized into two cases: non-thermal and thermal. Energy 
barriers or energy selective contacts are usually used to extract the photo-excited 
electrons and holes into separate electrodes. In Paper IV and V, the energy barrier 
formed by InP is used to extract hot electrons generated in InAs and forbid the 
backflow of low energy electrons, while reflecting the simultaneously generated 
holes that are much less energetic due to the large hole effective mass.   

 The photocurrent arising from non-thermal hot-carriers can be modelled based 
on the energy distribution of the carriers and the internal photoemission transport 
models. For thermalized hot-carriers, the thermionic emission model can be used 
[66,97,98]. 

5.4.1 Internal photoemission effect 

Internal photoemission is the process of electrons being emitted from one material 
to another after the absorption of photons. The process can be separated into a 
sequence of relatively independent steps[78,98], which, in the following, will be 
described based on the WZ InAs/InP/InAs heterostructure studied in Paper V with 
band alignment illustrated in Fig. 5.7(a)[24].   

 

Figure 5.7: (a) Band diagram of the WZ InAs/InP/InAs heterostructure. The arrows 
indicate the sequential steps of internal photoemission: (1) electrons/holes are created 
in the emitter through interband absorption, (2) electrons/holes transport toward the 
InAs/InP interface and carrier relaxation can simultaneously occur, and (3) energetic 
electrons transmit through the barrier and form the photocurrent IP. (b) When a bias is 
applied to the device, the barrier height is increased, which allows to extract the open 
circuit voltage VOC. 
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First, energetic mobile electrons and less energetic holes are created in the 
emitter through absorbing photons with energy ħlarger than the band gap Eg. 
Based on the parabolic effective mass approximation, in InAs (with electron and 
hole effective mass me,InAs = 0.026 me, mh,InAs = 0.625 me), electrons carry most of 

the photon energy in excess of the band gap, 
��,����

��,�������,����
(ħ – Eg). A more 

accurate energy distribution of the photo-excited electrons and holes can be deduced 
from the complete band structure based on energy and momentum conservation as 
described in Eq. 5.14.  

 Afterwards, on average, half of the photo-excited electrons (and holes) transport 
towards the InAs/InP interface. During the transport, the momentum of the electrons 
can be redirected due to elastic scattering; and the energy distribution of the 
electrons can be changed due to inelastic scattering[98].  

 Finally, the photocurrent IP can be calculated by the integral 

��(ℏ�) = � ∫ �(�, ℏ�)��(�) ��,             (5.16) 

where n(E, ħ) is the energy distribution of electron flux at the InAs/InP interface 
and ��(�) is the barrier transmission probability. The semiclassical transmission 
model is usually used for Schottky barriers, which are non-rectangular [37,39,99]. 
However, for rectangular barriers induced by band offsets in semiconductor 
heterostructure, quantum interference between the incident and reflected electron 
waves becomes more important[50,51] and the quantum mechanical transmission 
model[50,100] can be used (Box 4).      

Box 4 Barrier transmission probability 

Quantum mechanical transmission model 

When an electron traveling in the +z direction with kinetic energy Ez encounters 
a potential barrier, its transmission and reflection probability can be obtained by 
solving the 1D Schrödinger equation for the envelope function. If the electron 
transport is coherent across the barrier, for a potential step shown in Fig. B4.1(a), 
the time-independent wave function takes the form[50,100] 

�(�) = �

�exp(����) + �exp(−����), (� < 0) 

�exp(����) + �exp(−����),   (0 < � < �)

�exp(����) , (� > �) 

,                                 (5.17) 

with �� =
ℏ���

�

���
=

ℏ���
�

���
+ �� , where m1 (m2) are the electron effective mass 

outside (in) the barrier and V0 is the barrier height. The relation between the 
amplitude coefficients (a, b, c, d, e) are given by the continuity requirement of � 

and 
�

�

��

��
 at z = 0 and L[100]. The transmission probability is thus given as 
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�(��, ��) = �1 + (
��
����

�

�����
)���������

��

for Ez > V0,                                       (5.18) 

�(��, ��) = �1 + (
��
����

�

�����
)����ℎ�����

��

for Ez < V0,                                     (5.19) 

with v1 = k1/m1, v2 = k2/m2, 2 = �2��(�� − ��)/ℏ
�, and u2 = 2/m2. 

In Fig. B4.1(b), T(Ez, V0) with V0 = 0.6 eV (InAs-InP conduction band offset), 
and m1 = 0.026 me from InAs, m2 = 0.08 me from InP[24] is shown.   

 

Figure B4.1: (a) Schematic illustration of the incident, reflected, and transmitted 
electron waves for a time-independent wave function across an energy barrier. (b) 
The calculated 1D quantum mechanical transmission probability T(Ez, V0) (gray) and 
the total  quantum mechanical (red) and semiclassical (blue) transmission probability 
��(E) over a rectangular barrier. 

 

In a nanowire, the total kinetic energy of electrons E can be expressed as 

� = �� + ��,� = �� +
ℏ���,�

�

��
= �� + ��,                                                      (5.20) 

where Ex,y, kx,y, and �� (with n = 1, 2, 3, …) are the energy, wavevector, and 
quantized energy levels in the cross-section. In a planar heterostructure, the lateral 
momentum is conserved, thus for electrons with total kinetic energy E, the 

average transmission probability � can be expressed as  

� = ∑ �(� − ��, ��,�)
�
��� /�,                                                                      (5.21) 

where ���� is the lowest state with  ����> E and  

��,� = �� + ���,��� − ��,����� = �� +
ℏ���

�

�
(
�

��
−

�

��
).                               (5.22) 

�(E) for an InAs nanowire with a square cross-section with 60 nm side lengths 
and an InP barrier with L = 60 nm is shown in Fig. B4.1 (b). 
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In contrast, the semiclassical transmission model assumes that the 
transmission is equal to 1 if the energy and lateral momentum are conserved at 
the heterojunction, i.e.[39,99] 

ℏ���
����,�

�

���
=

ℏ���
����,�

�

���
+ ��.                                                                           (5.23) 

�(E) calculated based on the semiclassical transmission model is shown in Fig. 
B4.1 (b) for comparison. Moreover, if the energy quantization in the nanowire 
cross-sections is neglected, an analytical expression for ��(�) can be derived from 
Eq. 5.23 as 

��(�) = 1 − �1 −
��

��

����

�
,                                                                          (5.24) 

for �� < � <
��

�����
��, T(E) = 0 for E < V0, and T(E) = 1 for � >

��

�����
��.  

 

The internal quantum efficiency, defined as the ratio of the number of electrons 
collected by the contact (≈ Ip/e) to the number of absorbed photons[98], is thus 
determined by hot-electron relaxation in the emitter and the transmission across the 
barrier. To increase the internal quantum efficiency, hot-electron relaxation in the 
emitter can be reduced by decreasing the distance between photon absorption and 
the barrier so that the electron traverse time is short compared to the electron-
electron and electron-phonon inelastic scattering time, which can also be increased 
through material engineering [101,102]. Also, the transmission probability can be 
optimized by matching the barrier height with hot-electron energy, relaxing the 
lateral momentum conservation through using nonplanar barriers[103] or, as 
indicated in Eq. 5.24, through utilizing heterostructures with large effective mass 
ratio m2/m1.    

 The energy barrier and thus the barrier transmission probability are however 
modified when a bias V is applied. Thus the total current I(V) can be expressed as  

I(V) = IP(V) + IR(V),                 (5.25) 

where IR(V) is the reverse dark current. For IR << IP, as in Paper V, the open circuit 
condition simplifies to I(V) ≈ IP(V) = 0. Thus, if the energy distribution of the 
electron flux at the barrier interface n(E, ħ) is similar to the energy distribution of 
the photo-excited electrons, the open circuit condition is achieved approximately 
when 

�� + � =
��,����

��,�������,����
(ℏ� − ��),            (5.26) 
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as shown in Fig. 5.7 (b)[70,104]. The open circuit voltage VOC is a measure of the 
average maximum work each electron can perform on the external load[105]. 

5.4.2 Photo-thermionic emission effect 

When the photo-excited electrons and the background electrons are fully 
thermalized, the energy dependent occupation number is described by the Fermi-
Dirac distribution f(T,) with a well-defined temperature T and (quasi-)Fermi level 
. Some thermally excited electrons with E > V0 can be emitted across the barrier 
through thermionic emission (Fig. 5.8). Thus, a photocurrent can be generated even 
when the energy of the photo-excited electrons and holes is below the barrier. If the 
electron transport is ballistic in the barrier, the photo-thermionic emission current 
can be expressed as 

� = � ∫ ���(�)��(�)(�(�, �) − �(��, ��))��,         (5.27) 

If ��(�) is calculated based on the semiclassical transmission model with a  uniform 
electron effective mass, Eq. 5.27 simplifies to the well-known thermionic current 
expression in Eq. 3.10[39].  

  

 

Figure 5.8: Schematic illustration of the photo-thermionic effect. The photocurrent is 
generated through the thermionic emission of the thermalized hot electrons in the 
emitter. 

 

 Similar to the internal photoemission effect, the internal quantum efficiency of 
the photo-thermionic emission effect can also be increased through optimizing the 
barrier transmission probability and reducing hot-electron relaxation through 
electron-phonon scattering, but the efficiency is not decreased due to electron-
electron scattering, which is required to establish thermalized electron distributions.   
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Chapter 6 
 
Conclusion and outlook 

In this thesis, we investigated electron transport in semiconductor nanowires where 
the electronic properties are modulated through crystal phase engineering, quantum 
confinement, and band engineering of heterostructures. In particular, we focused on 
the transport of electrons that are thermally or optically excited. Thermoelectric and 
photovoltaic effects were studied, where thermally and optically induced 
nonequilibrium electron distributions lead to the production of electricity.  

 In semiconductor nanowires, heterostructures with atomically sharp interfaces 
can be formed through crystal structure engineering[8,14]. Nanowires of InAs are 
of particular interest for electronic applications due to their favourable bulk 
properties, such as high mobility, high injection velocities, and low contact 
resistance [23,106–109]. Electronic properties of InAs ZB/WZ heterostructures, 
including band offset, polarization charge, and carrier concentrations, were 
extracted in this thesis. As nanowires often contain a high density of stacking defects 
and polytypism, this information is important for nanowire transistor research, and 
for multitude of quantum transport studies [110,111] employing InAs nanowires. In 
addition, it can be used to interpret and simulate transport effects in crystal phase-
defined quantum dots as studied in ref.[8,27] and Paper II. Furthermore, the 
activation energy barrier formed by including a WZ segment in an InAs ZB 
nanowire can be tuned between 0 and 300 meV, which is an optimal range for 
studying energy filtering that can be used to enhance the thermoelectric power factor 
near room temperature [103,112].  

 Also in the thesis, the thermoelectric power factor limit for a non-ballistic 1D 
channel was derived based on the quantum bound of thermoelectric power 
output[56,57], and tested experimentally in InAs nanowire devices. 1D nanowires 
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have long been considered as a promising candidates for thermoelectrics[45,113]. 
The theoretical limit proposed in this thesis provides a clear guideline on the 
material properties required to achieve high thermoelectric power output density 
and energy conversion efficiency. Particularly, the theoretical limit shows that state-
of-the art semiconductor nanowires with small cross section and high crystal quality 
as shown in ref.[114] can be expected to have a highly competitive power factor (on 
the order of mW/m K2) at low temperatures in comparison to bulk materials. In 
addition, the thermoelectric study of non-ballistic 1D channels in this thesis can 
serve as a reference for future experiment that uses the thermoelectric response as a 
probe of the transport physics of (quasi-) 1D and 0D systems.  

 Optical hot carrier devices, in which electrons and holes with high kinetic 
energies are extracted to produce electricity, share much underlying physics with 
thermoelectric effects. In fact, the power production in hot-carrier solar cells can, in 
some cases, be considered as a combination of the photovoltaic (quasi-Fermi level 
splitting) and the thermoelectric effects[65]. The optically excited hot-electrons can 
however have much higher kinetic energies and highly non-equilibrium 
distributions. The nanowire- metal plasmonic antenna device demonstrated in this 
thesis is an ideal platform to study the transport of such hot-electrons as they can be 
efficiently generated in a localized spot controlled by the position of the 
nanoantenna and with energies controlled by the wavelengths of the incident light. 
In addition, the optical hot-carrier devices also provide new photodetection 
functionalities, for example photo-thermionic emission. Such emission is roughly 
proportional to exp(-V0/kBT) and is therefore extremely sensitive to the peak 
temperature of the hot electrons, and can be used to extract the duration of  incident 
laser pulses. Moreover, the nanophotonic effects in both semiconductor nanowires 
and metal plasmonic structures offer a wealth of opportunities to engineer novel 
optical responses. Finally, as the number of background mobile electrons and 
optically excited hot-electrons within a single nanowire can vary from 1000s down 
to just a few, thus, in contrast to planar devices, single nanowire-based hot-carrier 
devices illuminated with pulsed laser can be used to study stochastic 
thermodynamics. 
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