Time-gated viewing studies on tissuelike phantoms
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1. Introduction

The challenge of looking through highly scattering materials such as tissue by the use of low-energy photons is a growing field of interest. The task has been promoted by a desire to develop a method to perform screening for breast cancer with safe doses of optical radiation instead of potentially harmful ionizing x rays. The wavelength region of interest is approximately 650–1300 nm, where transmission through tissue is highest. The dilemma encountered when breast imaging is performed at these wavelengths is that the dominating attenuation process is scattering. This leads to blurred images and poor resolution. Typical values for the scattering coefficient $\mu_s$ of tissue in this wavelength region are in the range of 5–50 mm$^{-1}$. This range implies that the main number of photons that have traveled through a few centimeters of tissue have been scattered several thousand times.

Several new techniques to improve optical tissue-transillumination imaging are under development. The new modalities can be divided into two major groups: time- and frequency-domain methods. The time-domain methods are based on irradiating the tissue with ultrashort laser pulses and on using time-resolved detection of the transmitted light. An enhanced image of objects located deeply inside the tissue can be accomplished by the use of the very first arriving photons only. They have traveled the straightest and shortest path through the tissue and thus give a higher spatial resolution. Different methods of performing time-resolved detection have been used. One technique is based on holographic detection, in which the first transmitted photons are gated out by the use of the coherent interference between this light and a gate pulse on a holographic plate. This technique implies, as a result of the demand of coherence, that the first light exiting the tissue is coherent with the laser pulse. Light delayed because of multiple scattering in the tissue has lost the coherence and thus contributes to an undesirable background. This background makes this technique not useful in practice for transilluminating tissues of some centimeters in thickness. The imaging technique developed by Inaba et al. is also dependent on the coherence of the transmitted light. Other techniques are based on ultrafast gating by the use of different types of nonlinear optical phenomena, such as second-harmonic generation, the optical Kerr effect, stimulated Raman amplification, or upconversion. These techniques require lasers with high peak powers to drive the nonlinear optical device. Time-resolved detection can also be attained with fast electronic devices. The streak camera gives a temporal resolution of the order of 1–10 ps, depending on the operational mode, and it has been used by some groups for tissue $\zeta\psi$ transillumination studies.
In this paper we present research performed using time-correlated single-photon counting as the detection technique.\textsuperscript{5,16} This modality has a temporal resolution of roughly 30–100 ps and a wide dynamic range.

The frequency-domain approach for tissue transillumination is based on irradiation of the sample with intensity-modulated light and detection of the demodulation of the amplitude and the change of phase of the exiting light.\textsuperscript{17,18} As light sources rf-modulated diode lasers and mode-locked lasers have been used. The detection is based on heterodyne or frequency-mixing actions.

The time- and frequency-domain techniques can also be used for tissue characterization.\textsuperscript{19} By analysis of the temporal dispersion of the transmitted or backscattered light, the optical properties of the tissue can be determined. These properties are interesting, e.g., for photodynamic therapy or tissue diagnostics. Tissue oxygenation can also be determined with these techniques.\textsuperscript{20,21}

Conventional transillumination breast imaging (diaphanography) is based on the detection of tumors because of their elevated absorption, which is caused by the increased blood supply that many tumors have. However, we have shown that the time-gated, as well as the frequency-domain, technique is much more sensitive to the scattering coefficient than to the absorption coefficient.\textsuperscript{22} In this paper we show the ability of our system to detect tumor phantoms, depending on their size and localization in the tissue phantom. The effects of the optical properties of the hidden object are also studied experimentally, and we verify our experimental data using a numerical model developed at our department.\textsuperscript{23} The model is also used to expand the study of the optical properties beyond the experimental data.

2. Materials and Methods

A. Experimental Setup

The experimental arrangement used for time-resolved transillumination is illustrated in Fig. 1. The light source was a mode-locked argon-ion laser pumping a dye laser. The pulse length from the dye laser was measured with an autocorrelator to be 6 ps. The dye laser was equipped with a cavity dumper (and its driver), making it possible to alter the repetition rate from the laser. In all the experiments reported in this paper the repetition rate was 10 MHz and the wavelength 670 nm. The average power was approximately 50 mW. The laser light irradiated the sample, and the transmitted light was collected on the opposite side by a clear-cut 600-µm-diameter optical fiber. The light exiting the fiber was focused onto the detector through an interference filter to reduce the influence of ambient light. The time-correlated single-photon counting detection technique was employed. A fast detector (Hamamatsu, Model R1564U-07 MCP-PMT) was used. The signal for each detected photon was amplified with a fast amplifier, fed through a constant fraction discriminator, and worked as a start signal for the time-to-amplitude converter. The stop signal was taken from the cavity-dumper driver unit through an amplifier and a constant-fraction discriminator, to the time-to-amplitude converter. The output voltage from the time-to-amplitude converter was fed to a multichannel analyzer, in which the temporal histograms were assembled. The temporal-response function for the system was approximately 70 ps (FWHM). To compensate for any drift phenomena in the system, a small part of the incident light was reflected off by a glass slide and directed to the detector through an optical fiber, providing a reference peak in time. The reference peak is located in time when it does not interfere with the light exiting the sample. The curves were read out to a PC for on-line evaluation. The computer also controlled the scanning over the sample by means of stepping motors.

B. Tissue Phantom

The tissue phantom in all experiments consisted of a white, highly scattering plastic called Delrin (DuPont). We estimated the optical properties of the plastic by fitting an experimental time-dispersion curve of light transmitted through a homogeneous slab with the solution to the diffusion equation presented by Patterson \textit{et al.}\textsuperscript{24} Figure 2 shows the temporal-dispersion curve obtained when a 30-mm-thick slab of Delrin was transilluminated (filled-squares curve). The figure also shows the fit to the analytical model (solid curve), from which the optical properties were extracted. The optical properties were \(\mu_s' = 2.3 \text{ mm}^{-1}\) and \(\mu_a = 0.002 \text{ mm}^{-1}\), where \(\mu_a\) is the effective scattering coefficient, i.e., \(\langle 1 - g \rangle \times \mu_a\), where \(g\) is the scattering anisotropy coefficient (the average of the cosine of the scattering angle), \(\mu_a\) is
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the absorption coefficient). The plastic is thus a highly scattering medium with low absorption. We used 5-mm-thick slabs of the plastic. Holes of different sizes were drilled into the plastic to act as tumor phantoms. The holes were either empty or filled with liquid to simulate different optical properties of the tumor. Stacking the slabs of plastic yielded different thicknesses for the model and positions of the tumor. Silicon oil with the same refractive index as the plastic was used between the plastic and the tumor. Silicon oil with the same refractive index as the plastic was used between the plastic and the tumor.

C. Computer Model

Two frequently used techniques for modeling near-infrared light fluence in tissue are Monte Carlo simulations and analytical or numerical solutions of the diffusion approximation to the Boltzmann transport equation. The basis for the Monte Carlo technique is a large number of photons that traverse the tissue from the photon source through a multiple-scattering medium to the photon detector. The scattering events within the tissue are determined by a probability function that matches the scattering coefficient. At each scattering event a part of the ray, determined by the absorption coefficient, is absorbed. The scattering angle is given by the scattering phase function. A Monte Carlo algorithm can simulate the photon flux accurately for a wide range of geometries and optical parameters of the tissue slab. However, there is high computer capacity to obtain statistically good, quality data. The diffusion equation can be derived from the transport equation if the coherent radiance is neglected and the diffuse radiance is assumed to be only linearly dependent on the direction of the photon velocity. With this approximation, and the further assumption that the rate of change in the photon flux is much smaller than the reduced collision rate multiplied by the photon flux, the Boltzmann transport equation can be simplified to yield the diffusion equation:

\[
\frac{n \partial \phi(\mathbf{r}, t)}{c \partial t} - \nabla[D \nabla \phi(\mathbf{r}, t)] + \mu_a \phi(\mathbf{r}, t) = S(\mathbf{r}, t),
\]

where \(\phi(\mathbf{r}, t)\) is the diffuse photon fluence rate, \(c\) is the speed of light in vacuum, \(n\) is the refractive index of the tissue, \(D\) is the diffusion coefficient, \(\mu_a = 3[\mu_a + (1 - g)\mu_s]^{-1}\), and \(S(\mathbf{r}, t)\) is the photon source. In Eq. (1) the tissue is characterized with an absorption and a scattering coefficient \(\mu_a\) and \(\mu_s\), respectively and the mean cosine of the scattering function \(g\). This approximation is valid if \(\mu_a(1 - g) \gg \mu_s\) for the photon fluence rate at a distance from the source and some time after an impulse source injection. We are interested in the light fluence rate far from the source but within a relatively short time window following the irradiation pulse. In this situation the diffusion approximation may not be accurate. However, here we are interested in qualitative rather than quantitative behavior, and thus this approximation should be acceptable for the study of the relative sensitivity of the fluence rate to variations in absorption and scattering coefficients inside a turbid medium.

This equation can be solved analytically in certain simple geometries. For our studies, we chose to use a numerical solution of the diffusion approximation. This model allows us to vary freely both the scattering and the absorption coefficient within the slab and to compare weak signals without problems with photon statistics. The diffusion equation was translated to a difference equation for finite steps of the \(x\), \(y\), \(z\), and \(t\) variables, and a generalized Crank–Nicholson algorithm for three dimensions, the alternating-direction implicit method, was employed. This method solves each spatial dimension separately using a third of a time step for the \(x\), \(y\), and \(z\) dimensions, respectively. The resulting equation for the \(x\) dimension is

\[
\phi_{x+1/2}^{t+1/3} - \phi_x^{t} = \frac{\Delta t}{3n\Delta x^2} \left[ D_{x+1/2y} \left( \phi_{x+1/2y}^{t+1/3} - \phi_x^{t+1/3} \right) - D_{x-1/2y} \left( \phi_{x-1/2y}^{t+1/3} - \phi_x^{t+1/3} \right) + \frac{\Delta x}{2} \phi_x^{t+1/3} - \frac{\Delta x}{2} \phi_x^{t} \right]
\]

where \(\phi_x^{t}\) is the fluence rate in the matrix element \(\{x, y, z\}\) at time \(t\), \(\Delta t\) is the time step, \(\Delta x\) is the step size in \(x\), \(y\), and \(z\), and \(D_{x+1/2y}\) is the average of the diffusion coefficient in the matrix elements \(\{x, y, z\}\) and \(\{x + 1, y, z\}\). Similar equations are obtained for
the y and z dimensions. To solve for the x dimension requires that a tridiagonal system of equations be solved for every y and z coordinate.

3. Results

A. Gate Width

To measure the effects of the time-gate width we used a 30-mm-thick slab of Delrin with a 5-mm-diameter hole. The hole was located in the middle of the slab and was empty. We performed a scan transversally to the direction of the hole with 1 mm between every measuring point. The total scan length was 30 mm. The lower part of Fig. 3 shows the measurement geometry. The recording time was 10 s/point. The upper part of Fig. 3 shows a plot of the light intensity in a 230-ps-long gate divided by the total amount of light detected. This time gate corresponds to a light intensity of 0.1% of the total light for regions far from the hole. This division is done to minimize the influence of some artifacts, such as intensity variations in the laser and dirt on the sample surfaces. As can be seen there is more early light detected in the region of the hole than beside it. This effect has been shown in previous studies and is due to the low scattering coefficient in the hole. To quantify this effect in the scan obtained, we fitted it to a Gaussian curve. It turns out that the scan obtained fits a Gaussian curve quite well. The letters in the figure denote certain features of the curve: A is the relative amount of light obtained in regions far from the empty hole; B is the relative amount of light in the empty-hole region; and C is the FWHM of the peak in the obtained scan. In Fig. 4 it is shown how these parameters change when the time-gate width is changed. Figure 4(a) shows the relative amount of light obtained at different gate widths (A). The gate starts when the signal starts to rise. Figure 4(b) shows the relative contrast, i.e., B/A. As can be seen, the shorter the time gate, the higher the contrast. Figure 4(c) shows the FWHM (C) of the scan, and Fig. 4(d) shows the residual from the least-squares fit of the Gaussian curve and the scan, i.e., this curve shows the noise. As can be seen the noise is low down to an ~250-ps time-gate width, at which point the noise starts to rise. When we evaluated the experimental curves discussed in the following sections, we chose a time-gate window that starts at the value of the signal as it begins to rise up to where the noise [Fig. 4(d)] has become low. We chose a time gate of 230 ps, which also corresponds to that 0.1% of the total light reading the detector that falls into this gate if measured at a position far from the empty hole.

B. Effects of Hole Size

A series of scans with different hole sizes was performed to determine the spatial resolution of the system. The geometry and size of the phantom was exactly as described in Section 3.A. The diameter of the empty hole in the middle of the slab was altered between 8 and 3 mm. Figure 5 shows the relative contrast B/A and the FWHM C of the different scans. As the plot shows, the hole can be seen down to a size of ~4 mm. The curves comprise an average of five scans and include error bars. Clearly the contrast is highly dependent of the size of the hole, but the FWHM is not.

C. Effects of Hole Position

We also wanted to study the influence of the position of the hole in the phantom. Figure 6 shows the relative contrast B/A and the FWHM C as functions of the hole position. As Fig. 6 illustrates, the hole is most difficult to detect when it is located in the middle of the phantom.

D. Numerical Modeling

The numerical computer model was compared with experimental results to verify the model. For the numerical solutions calculated in this study a \( x = 31, y = 31, z = 20 \) matrix was used. This size of the matrix is sufficient to give a reliable result. To obtain a time-dispersion curve, which is approximately 6 ns long, we required a computer time of 10 min on a 150-MHz Digital Equipment Company Alpha PC. Experimental scans were performed over a 30-mm-thick slab of Delrin with a 5-mm-diameter hole in the middle. The hole was filled with a mix of...
Intralipid (Kabi Pharmacia) as a scatterer and a laser dye (Rh 700, Lambda Physik) as an absorber. To avoid an influence from fluorescence in the dye, a filter that transmitted only the laser wavelength was placed in front of the detector. The optical properties of the two constituents were estimated separately with a simple narrow-beam experiment on diluted samples of each constituent. The scattering coefficient of Intralipid was estimated to $601 \pm 85 \text{mm}^{-2} \text{g}^{-1}$ for 1 g/ml pure Intralipid. The $g$ factor was taken from the literature to be 0.7. The laser dye was mixed to a stock solution with an absorption coefficient of $\mu_a = 1.47 \text{mm}^{-1}$, which was then diluted to the appropriate concentration. Figure 7 shows a typical scan in which the optical properties of the mixture were estimated to be $\mu_s' = 0.56 \text{mm}^{-1}$ and $\mu_a = 0.029 \text{mm}^{-1}$, i.e., the cylinder-shaped hole had lower scattering and higher absorption than the surrounding Delrin ($\mu_s' = 2.3 \text{mm}^{-1}$, $\mu_a = 0.002 \text{mm}^{-1}$). The numerical model was used to simulate the same type of scan. The solid curves with squares in Figs. 7 show the experimental results and the dashed curves with triangles the results obtained with the numerical model. The curves in Fig. 7(a) show the first 230 ps of light, and those in Fig. 7(b)
show the total light intensity obtained at each measurement point. As can be seen the amount of total light decreases when the scan passes over the cylinder because of the increased absorption, whereas the time-gated light intensity increases because of the lower scattering in the cylinder.

Because of the rather low resolution of the numerical model, it is not possible to simulate a 5-mm cylindrical hole. It has to be simulated with a 5-voxel cross in cross section. In the Boltzmann transport equation, from which the diffusion approximation is derived, the description of the fluence flow in and out of a voxel is given by the partial derivative in space multiplied by the surface area of the voxel. This is transformed with Gauss’ theorem into a volume integral:

$$ \int \nabla \phi(r, t) \, dS = \int \Delta \phi(r, t) \, dV. \quad (3) $$

Looking more carefully at Eq. (2) we can see that also in the numerical model the flow into a voxel is proportional to the gradient of the fluence times the surface area of the voxel, whereas the absorption scales with the volume of the voxel. To describe the 5-mm hole in the model correctly, one must choose the surface area of the 5-voxel cross to be the same as that of the cylindrical holes. Thus the volume will not be correct, but this is solved when the absorption coefficient of the hole is scaled a factor corresponding to the difference in volume. In our model the difference was $\Delta = 1.5$ mm, thus the circumference of the 5-voxel hole is 18 mm, compared with the real hole circumference of 15.7 mm. The difference in volume is 1.75; thus the absorption of the hole is increased by this factor in our model as compared with the estimated absorption of the experimental liquid.

The experiment was repeated for nine different combinations of the optical properties of the liquid with $\mu'_s = 0.56, 2.3, 9.0 \text{ mm}^{-1}$ and $\mu_a = 0.0018, 0.015, 0.029 \text{ mm}^{-1}$. Figure 8 shows a comparison between the experimental and numerical-model results. The figure shows the ON-OFF contrast, i.e., the ratio of light detected during the first 230 ps when the measurement is performed through the sample in the region of the hole, divided by the amount of light detected in the same time window when the measurement is performed through the sample perpendicular to the surface, 15 mm from the vertical plane containing the cylindrical hole [Fig. 8(a)]. Thus, a value larger than 1 represents more early light in the hole region, and a value less than 1 represents less early light detected from that region. The symbols represent the experimental data, with error bars.
Three different sets of data represent the different absorption coefficients of the liquid in the hole. Data are shown for various scattering coefficients of the liquid in the hole as well. The results show a good agreement between the experimental data and the data obtained with the numerical model. There is some difference at low scattering, but in this region the gradient of the curve is steep, making it sensitive to small variations in the scattering coefficient. Figure 8(b) shows the ratio $B/A$ in the total light intensity for the experimental data.

A set of simulations were performed with the optical properties of the bulk material being closer to those of real tissue ($\mu_s = 1.1 \text{ mm}^{-1}$ and $\mu_a = 0.05 \text{ mm}^{-1}$). The optical properties of the 5-voxel cross-approximated cylinder were altered between values of $\mu_s' = 0.2-2.2 \text{ mm}^{-1}$ and $\mu_a = 0.005-0.1 \text{ mm}^{-1}$. Figure 9 shows a calculated surface plot representing the same ON–OFF contrast that was described for Fig. 8. The axes at the bottom represent the different absorption and scattering coefficients of the hidden cross-approximated cylinder. It should be noted that, in the region where scattering is low and absorption is high, the diffusion approximation is probably not valid because scattering is only of the order of 2–3 times larger than absorption.

4. Discussion

Optical techniques for tissue diagnostics provide some characteristics that make them potential candidates for future clinical use. Light diagnostics is noninvasive, and the radiation in the visible and near-infrared regions is not harmful. As for all new modalities, it is most interesting to evaluate such techniques in cases for which the existing techniques are not so well suited. For the purpose of breast-tumor detection, conventional x-ray mammography detects most tumors well. This technique has, however, some less attractive features.

The ionizing radiation used is connected with some small risk for patients in terms of mutagenicity. This risk is of special interest to the discussion of screening large populations for breast tumors. It would therefore be of great advantage if one could find an alternative method that diagnoses breast tumors with the same accuracy but without this risk. There is also an interest in developing new diagnostic techniques to be used as a complement to conventional x-ray mammography, as this technique, after all, is not able to identify all tumors. It has been shown that it is difficult to detect some tumor types, e.g., comedo structures, with conventional mammography, especially in the dense breast tissue of young women. Optical transillumination imaging might be a technique that could be developed to serve any of these purposes.

Time-resolved detection in optical transillumination imaging is used for two purposes: it permits imaging with an improved spatial resolution and also makes it possible to utilize the scattering properties of the tissue in the diagnostics, so that one is not limited to differences in the absorption coefficient only.

Our experiments show that the influence of scattering is very high during time-gated viewing. Figure 4 shows that an object with a scattering coefficient different from the surrounding medium could be detected by the use of time-resolved detection tech-
niques. This would not be possible in the steady-state case. Furthermore, in the geometry used here an increased spatial resolution can be achieved as a result of the suppression of multiple-scattered light. Our experiment shows that it is possible to detect subcentimeter features, with scattering properties that differ from their surroundings, inside a highly scattering phantom with a thickness realistic for mammography. This result is in agreement with those reported by others. The phantom we used is a worst-case condition for transillumination: the scattering is higher and the absorption lower than for breast tissue. Figure 5 shows that the relative contrast of a hole in the center of the phantom was dependent on the hole size. A hole less than approximately 4 mm could not be detected. The FWHM of the detected peak was rather constant for the different hole diameters. We believe that this consistency reflects the highest spatial resolution detectable in this time window with the use of a phantom that has the high scattering coefficient of Delrin. We also show that the location of the lesion inside the volume is of great importance to the possibility of its detection (see Fig. 6). The closer the lesion is to one of the borders, the easier it is to detect. This relation is also found in traditional diaphanography.

It is shown that our computer model works well to solve the diffusion equation numerically, making it possible to study the influence of inhomogeneities in tissue (Figs. 7 and 8). In Fig. 8(b) it can be seen that the total light intensity is insensitive to variations in the scattering coefficient. On the other hand, the sensitivity to variations in the absorption coefficient seems to be approximately the same for the gated and the total light. Figure 9 shows the possibility of detection of a hidden lesion, depending on the differences in the optical properties between the bulk tissue and the lesion. Note that there is a line in Fig. 9 across the surface, representing a value of 1, where there is no contrast between the lesion region and the region located 15 mm from the lesion. Thus, the use of the time-gated technique gives rise to some critical combinations of the scattering and absorption coefficients of the lesion when it cannot be detected. This limitation could be circumvented by the use of a more sophisticated evaluation procedure, for instance, using several time gates or using the whole time-dispersion curve for data evaluation.

Even though we use a time gate that is rather long compared with other time-gating techniques, we show that we can increase the spatial resolution, as compared with cw techniques, and detect objects with a wide range of scattering properties. Because of this long time gate, which means that a relatively big fraction of the total light is used in detection [in this case approximately 0.1%], the total acquisition time for each sample position could be short. To improve the technique and to be able to further shorten the acquisition time, it would be desirable for an evaluation procedure to make use of the whole time-dispersion curve.

A method to reduce the influence of scattering in tissue would be to use longer wavelengths, i.e., 1000–1300 nm, for which tissue scattering is lower but for which water absorption has not yet become significant. In this wavelength region differences in optical properties between malignant and normal tissues have, to our knowledge, not yet been investigated. Absorption will be much more important in this region than for shorter wavelengths, making it easier to obtain a good spatial resolution. But, if the scattering properties constitute the diagnostic criteria for detecting tumors, it is probably better to work at shorter wavelengths.

A general condition for the success of the optical techniques is, of course, that there are differences in the optical properties between healthy and malignant tissues. Some studies have been performed, but they are normally performed in vitro. Further studies on tissue optical parameters are required to permit speculation in more detail of the future use of the optical techniques described here.
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