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An agent’s preference ordering is cyclical if for some finite sequence x1, x2, ..., xn, he strictly prefers each subsequent object in the sequence to the immediately pre​ceding one, and he also strictly prefers the first object in the sequence to the one that comes last. Letting ”x ≺ y” stand for ”y is strictly preferred to x”, we have a cyclical preference if the following is the case:

x1 ≺ x2 ≺ ... ≺ xn ≺ x1.
 

Then, starting from any object xi in the sequence and moving up in preference, one step at a time, the agent can complete the preference cycle and come back to the object he has started with:

xi ( xi+1 ( ... ( xn ( x1 ( ... ( xi.

Preferences and beliefs of the agent are supposed to determine how he acts. If this is their ultimate function, they can be defended or criticised in pragmatic terms. We can impose on them various rationality requirements simply by attending to the role they are supposed to play in one’s activities. If the agent’s beliefs or preferences can make him act in an obviously self-defeating way, they must, it seems, be irrational. According to what might be called the orthodox view (cf. Davidson, McKinsey and Suppes 1955, p. 146, Raiffa 1968, p. 78), preference cyclicity is a form of irration​ality, as shown by purely pragmatic considerations: agents with cyclical preferences are vulnerable to exploitation. More precisely, the view in question makes two claims:

Exploitability: An agent with cyclical preferences can be used as a money pump: by getting him to make several exchanges, and by letting him pay for each exchange, he can be brought back to what he has started with, but with less money in his pocket;

Irrationality: This vulnerability to exploitation shows the cyclical preferences to be irrational.

The orthodox view has nowadays become quite unpopular, not least because the claim of Exploitability appears to be widely rejected. The modern view, if we may give it such a label, holds that:

An agent with cyclical preferences cannot be pumped, if he shows foresight.

As Frederic Schick puts it (in his 1986, p. 117f), if a person with cyclical prefer​ences who is about to be pumped comes to see ”which way the wind is blowing”, he will not let himself be exploited. ”Seeing what is in store for him, he may well reject the offer and thus stop the pump. (…) He need not act as if he wore blind​ers.” 

This idea can be made more precise if we suppose that the agent who is con​fronted with a money pump knows what is kept in store for him and solves his decision problem using backward induction. To show foresight in a dynamic deci​sion problem is, one might argue, to be sophisticated enough to be able to ”reason backwards”, from predictions concerning one’s expected rational choices at future occasions to a rational decision concerning one’s current choice. 

That foresight in a dynamic decision problem should involve such self-predic​tive reasoning is by no means uncontroversial. On of the main critics of this so-called sophisticated choice policy is Ned McClennen, who has suggested that resoluteness is a better policy than sophistication. Still, even McClennen (1990, section 10.2) is prepared to admit that backward-induction reasoning would stop the money pump. As he argues, money pumps are effective only against short​sighted, ”myopic” choosers. ”[T]he sophisticated chooser [i.e., one who solves his dynamic decision problem using backward induction] manages to avoid being pumped.” (Cf. ibid., p. 166) In fact, I have argued along the same lines myself, in Rabinowicz (1995, pp. 592f). But unlike McClennen, I have also expressed doubts about the second component of the orthodox view, the claim of Irrationality. 

However, a couple of years ago (in the Fall of 1997), I have discovered that it is perfectly possible to set up a modified money pump in which a sophisticated chooser with cyclical preferences will allow himself to be pumped. This means that the claim of Exploitability is vindicated, after all. But I still have doubts about Irra​tionality. In short, therefore, I wish to argue for the following position: 

(i)
An agent with cyclical preferences can be pumped even if he shows 
 
foresight.

(ii)
But this vulnerability to exploitation does not show, by itself, that cyclical preferences are irrational.

(iii)
If cyclical preferences are irrational, this has to be shown by other 
means.

As for the plan of this paper, I describe in section 1 how cyclical preferences can arise. In section 2, I relate preference to judgments of choiceworthiness and distinguish between two kinds of preference cycles, vicious and benign. In section 3, I run through the standard money pump in order to show, in section 4, how this pump can be stopped by foresight, using backward induction. A new money pump that cannot be stopped by foresight is presented in section 5. The pump works even for agents with benign cyclical preferences. What makes it work is persistency on the part of the would-be exploiter. In section 6, I compare this pump to a dia​chronic Dutch book that can be set up against someone whose probability assign​ments violate Reflection. Even in this case, the book only works if the bookie is assumed to be persistent. I use this comparison between preference cyclicity and violations of Reflection in order to question whether exploitability must be seen as a proof of irrationality. Finally, in section 7, I consider resolute choice as an alterna​tive to the backward-induction procedure. While a resolute chooser cannot be ex​ploited, I argue that resoluteness is not required by rationality. The argument is based on a suggestion that rationality, when it comes to actions, is a local rather than a global requirement. 

1. How Cyclical Preferences Can Arise

The material in this section should be familiar to most of the readers. Still, I hope, some readers may benefit from a short rehearsal. In order to discuss cyclical prefer​ences, it might be useful to have some intuitions about how an agent can acquire such preferences, without necessarily being ready for a psychiatric treatment. 

An agent’s preference “all things considered”, which is supposed to motivate his action, is often determined by (i) pairwise comparisons, in which we compare the alternatives in (ii) several different respects. Such multi-dimensional pairwise comparisons are an excellent breeding ground for preference cycles.

Majority Rule

The simplest case of cyclicity arises when the different aspects or respects of com​parison are aggregated by means of a majority rule: prefer x to y iff x is superior in more respects than y. 

To be more precise, let X be the set of alternatives that are to be compared and let A be the set of various aspects of comparison. Suppose that each aspect a ( A generates a weak ordering ≼a on X, i.e., an ordering that is transitive and complete. Strict preference with respect to a given aspect is defined in terms of weak prefer​ence: 

x ≺a y  =df  x ≼a y but not y ≼a x.

Note that, if ≼a is a weak ordering, ≺a cannot be cyclical. 

Suppose now that the aspect orderings determine the agent’s preference all-things-considered via a simple majority rule:

x ≺ y iff y is weakly preferred to x with respect to the majority of aspects in A.

In other words, x ≺ y if and only if the number of aspects in A with respect to which y is strictly preferred to x is higher than the number of aspects in A with respect to which x is strictly preferred to y.

The well-known Condorcet paradox shows that this majority-based ≺ can be cyclical. Here is a rather striking version with a hundred alternatives and a hundred aspects of comparison: 
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If X = {x1, x2, …, x100}, A = {a1, a2, …, a100} and if the columns in the matrix above specify the corresponding aspect orderings, then the elements of X cycle in the resulting all-things-considered preference: ninety-nine aspects give priority to x2 as compared with x1, with a2 as the only exception, ninety-nine aspects give priority to x3 as compared to x2, with a3 as the only exception, and so on up to x100.  But with a1 as the only exception, ninety-nine aspects give priority to x1 as com​pared with x100. 

Note that we get cyclicity in this case, even if we weaken the simple majority rule to a partial principle that only resolves some, but not all, pairwise compari​sons: 

x ≺ y if (but not necessarily only if) y is strictly preferred to x with respect to the overwhelming majority of aspects in A.

Interval orderings and Pareto-type Rule

Unlike in the previous approach, aspect preferences are now allowed to be semi-orderings or perhaps just interval orderings. Intuitively, ≼a is an interval ordering if we can represent it numerically by an interval value measure ma on X such that for each x, y in X, x ≼a y if and only if the minimum of the value interval ma(x) ( the maximum of the value interval ma(y). If we can represent ≼a in this way by an interval measure that assigns to each object in X an interval of the same length, then ≼a is a semi-ordering. We define indiference and weak preference in the stan​dard way:

x (a y = (x ≼a y) and (y ≼a x).

x ≺a y = (x ≼a y) and not (y ≼a x).

It is easy to see that, in terms of the interval representation, x (a y iff the intervals ma(x) and ma(y) overlap (i.e., have at least one point in common), while x ≺a y iff the maximum of the interval ma(x) < the minimum of the value interval ma(y).

If we weaken our demands on aspect preferences in this way, then we no longer require them to be transitive. The following situation becomes possible: 

x (a y, y (a z, but z ≺a x.

To set up a case like this, suppose that max(ma(z)) < min(ma(x)), while ma(y) is an interval that overlaps both ma(x) and ma(z): its minimum does not exceed max(ma(z)) and its maximum does not come below min(ma(x)). In other words, 

min(ma(y)) ( max(ma(z)) ( min(ma(x)) ( max(ma(y)).

Examples of the preference orderings of this kind are easy to find: we do not have transitivity if, with respect to a given aspect of comparison, the differences between adjoining alternatives, say between x and y and between y and z, are either imperceptible or simply unimportant in the sense of being too small to matter. But when we compound such differences, by first moving from x to y and then from y to z, the compound difference becomes perceivable, or sufficiently large to matter. 

While aspect orderings of this kind do not involve cycles
, cyclicity can arise when we aggregate them to a preference all-things-considered. To obtain cycles, we need not use such a problematic aggregation device as the majority rule. A much less contentious principle will suffice.

Thus, assume that preference all-things-considered is partially determined by a Pareto-type rule:
If y is strictly preferred to x with respect to some aspects and equi-preferred to x with respect to all the other aspects, then x ≺ y.

Then, if we let x, y, z ( X and A = {a, b, c}, the following example shows that ≺ can be cyclical:

x (a y, y (a z, but z ≺a x.

y (b z, z (b x, but x ≺b y.

z (c x, x (c y, but y ≺c z.

Aspect b resolves the tie between x and y to y’s advantage: x ≺ y; similarly, the tie between y and z is resolved to z’s advantage by aspect c: y ≺ z; and, finally, the tie between x and z is resolved to x’s advantage by aspect a: z ≺ x.

Schumm’s well-known example has this preference structure (Schumm 1987). There are three boxes, x, y, and z, with Christmas tree ornaments. Each box con​tains three balls, one red, one blue, and one green. The aspects of comparison, a, b and c, concern the shades of the three colours in question. Thus, ≼a reflects the agent’s preferences over the boxes with respect to the shade of their red balls, while ≼b and ≼c reflect his preferences with respect to the shade of the blue and the green balls, respectively. Closely similar shades of the same colour are indiscernible from each other, but the agent can still discern between the shades that are sufficiently different. If he prefers some shades to others when he can discern between them, but not otherwise, his preference structure {≼a, ≼b, ≼c } may well be like the one specified above. Which means that we get cyclicity in the agent’s all-things-consid​ered preference if we use the Pareto-rule for aggregation.

Interval orderings and lexical priority

Even though the above examples should suffice for our purposes, let me take up just one additional illustration. The Pareto-rule for aggregation is partial: it says noth​ing about the comparisons between alternatives x and y, when some of the aspects in A favour x while others favour y instead. We shall now make use of a stronger aggregation rule that gives a determinate answer for each pair of alternatives. In particular, suppose that (i) some of the aspects are allowed to be interval orderings (or semi-orderings), but now (ii) we apply as our aggregation rule the principle of lexical priority: 

The aspects in A= {a1, …, an} are lexically ordered from a1 to an iff for all x and y, x ≺ y iff, for some j (1 ( j ( n), x ≺aj y, but for all i < j, x (ai y.

We assume that x ( y if and only if neither x ≺ y nor y ≺ x (i.e., if and only if, for all i from 1 to n, x (ai y); and we let x ≼ y if and only if either x ≺ y or x ( y.

The following example shows that aggregation by lexical priority can result in a cyclical preference relation ≺. Let x, y, z (X, and let A= {a, b}, with a being lexi​cally prior to b. Suppose that ≼a is an interval ordering (or a semi-ordering) on X. In particular, suppose that

x (a y, y (a z, but z ≺a x.

As for the second aspect, let ≼b be any ordering on X such that x ≺b y and y ≺b z. Applying the principle of lexical priority, we get a cycle in the all-things-consid​ered preference: x ≺ y, y ≺ z, and z ≺ x. 

Note that, while it is essential for this example that the lexically prior ordering ≼a is non-transitive, we need not impose any such requirement on ≼b. We may take the latter to be a weak ordering, or even a linear ordering, if we like. On one inter​pretation, the well-known lawn-crossing example (cf. Harrison 1953) may be seen as having this structure. In this example, a beautiful grass lawn stands in the way of those passing by: if they cross the lawn instead of going round it, they will save time, but with many crossings the lawn will take some damage. Still, for each extra crossing, the damage will be imperceptible. It takes more than one crossing to cre​ate a worsening in the lawn’s aesthetic appearance. We suppose that such an aes​thetic loss, if it arises, cannot be compensated by the aggregate time savings. Thus, if we let each xi in X = {x0, x1, x2,…} be a state in which there are i crossings, we have two aspects with respect to which we evaluate the elements of X: a – the aes​thetic aspect, which generates a non-transitive ordering ≼a of X, and b – the time aspect, which reflects the total time saved by each alternative and thus imposes on X a linear ordering ≼b. Thus, for each i and j such that i < j, xi ≺b xj. On the other hand, in the aesthetic ordering, for each i, xi (a xi+1 (one extra crossing doesn’t make a difference), but for some n > 0, xn ≺a x0. If both aspects of comparison count, but the aesthetic aspect a is lexically prior to the time-saving aspect b, the all-things-considered preference ≺ on X is cyclical:

x0 ≺ x1 ≺ x2 ≺ … ≺ xn ≺ x0.

On another, more realistic interpretation of the lawn-crossing case, we do not as​sume that the aesthetic aspect is lexically prior: we allow that a small aesthetic loss, or perhaps even any aesthetic loss whatsoever, can be compensated by sufficiently large time savings. In addition, we go as far as to allow that, for a small number n of crossings, the aesthetic loss might be compensated by the corresponding time gain. I.e., for a small n, we allow that xn ≺a x0, but x0 ≺ xn. But we still insist that, for a large number n of crossings, the time that would actually be saved by these crossings would not be enough to compensate the serious aesthetic loss they would cause. At least in this sense, then, the aesthetic aspect is more important that the time aspect: a serious aesthetic loss is not compensated by the corresponding time savings. In addition, we still assume that an extra crossing never makes a percepti​ble difference, so that, for all i, xi (a xi+1. Thus, we continue to assume that the aesthetic ordering is not transitive. Under these quite realistic assumptions, we again get a cycle in the all-things-considered preference, even without lexical pri​ority.
 

These examples should suffice to convince the reader that cyclicity in preference might arise in several rather natural ways. For other examples and further discus​sion, cf Tversky (1969), Bar-Hillel and Margalit (1988), and Hansson (1993). 

2. two kinds of cyclicity

Preference and choice are related to each other, not only in the sense that the for​mer normally determines the latter (for some qualifications, see below), but also because preference may be assumed to reflect judgments of choiceworthiness. On a natural interpretation, I weakly (strictly) prefer x to y just in case I consider x (but not y) to be worthy of choice in a hypothetical situation in which I need to choose between x and y.
 Note that the envisaged choice situation is hypothetical, but my judgment of choiceworthiness is not, even though it concerns a hypothetical situa​tion. Note also that, insofar as we are interested in the all-things-considered prefer​ence, the relevant notion of choiceworthiness is choiceworthiness all-things-consid​ered.

Let us suppose, then, that we take the preference ordering to be based on an un​derlying choiceworthiness function C. Let X be a set of mutually exclusive alterna​tives. Any non-empty subset Y of X is a potential choice set – it is potentially pos​sible that the alternatives that are available for choice are precisely those that that belong to Y. C operates on such potential choice sets. If C(Y) is defined, it picks out a non-empty subset of Y: ( ( C(Y) ( Y. C(Y) is the set of choiceworthy alter​na​tives in Y. In accordance with the suggestion above, the preference ordering ≼ on X is now defined in terms of C, as applied to pairwise choices (cf. McClennen 1990, sections 2.3 and 2.4): 

x ≼ y if and only if y ( C({x, y})

Strict preference x ≺ y is defined in the standard way: x ≼ y, but not y ≼ x. Conse​quently, x ≺ y iff y = C({x, y}). In the case of a cycle, say, x ≺ y ≺ z ≺ x, we have:

y = C({x, y}), z = C({y, z}), and x = C({z, x}).

We allow C to be undefined for some potential choice sets. In some cases, none of the alternatives that are available of choice might be choiceworthy, which means that any choice from Y would not be justified. Nothing the agent could do would be rational. Now, a standard worry about cyclical preference is that a cycle leads to a situation of this kind. If x ≺ y ≺ z ≺ x, then it seems that C must be undefined for the set {x, y, z}. None of the alternatives in this set appears to be choiceworthy since each of them is strictly dispreferred to some other alternative. 

This worry is based on the presupposition that the choiceworthy alternatives in a given set Y must be those elements of Y that are weakly preferred to each com​petitor or at least not strictly dispreferred to any competitor: C(Y) = {x ( Y: for no y ( Y, x ≺ y}. If, however, preference tracks choiceworthiness in a hypothetical pairwise choice, as we have assumed, the presupposition that lies behind the worry is disputable. If an alternative x is choiceworthy in a larger set {x, y, z}, it is not obvious that it must thereby be choiceworthy when the choice is just between x and y. Consequently, it might be the case that x ≺ y, even though x ( C({x, y, z}).

Still, while the presupposition that motivates the worry may be disputed, it may turn out that, at least for some cycles, the function C is not defined on the set of alternatives that belong to the cycle. In such a case, we shall say that the cycle is vicious. Not only is each of the alternatives worse than at least one of its competi​tors in the cycle, but a rational choice from the whole set of cycling alternatives simply cannot be made. On the other hand, we shall say that a cycle is benign when C is defined for the set of cycling alternatives. Benign cycles are to be expected in some of the examples we have considered in the previous section. For example, it has often been suggested that in the Condorcet paradox, when the choice set con​sists of all the alternatives in the cycle, each of them is equally choiceworthy.
 

The distinction between the two types of cyclicity – the benign and the vicious one – is important when it comes to the discussion of rationality of cyclical prefer​ence. Vicious cyclicity, unlike the benign one, makes it impossible to make a ra​tional choice from the set of cycling alternatives. But even if my cyclical prefer​ences are benign, I am not yet in the clear. As will be shown below, even if the sophisticated agent’s cyclical preferences are benign, he can still be exploited in a money pump. On the other hand, as we shall see, an agent with benign cyclical preferences can avoid being pumped if he is “resolute” in McClennen’s sense (cf McClennen 1990). Were his preferences viciously cyclical instead, his predicament would be much more troublesome.

Before we move to the next section, one thing should be made clear: On the ap​proach we have adopted, the relation between preference and actual choice is less tight than one might suppose. Not only because an agent cannot always be assumed to act in accordance with his preferences, but also because preferences only reflect his judgments of choiceworthiness with respect to pairwise choices. Thus, they do not constrain his choice in those choice situations when he confronts a larger set of alternatives. It is the choiceworthiness function C that plays this constraining role, rather than the preference ordering that is based on that function.

Addendum: Sobel’s approach 

For another approach to this problem, see Sobel (1997, and forthcoming). Sobel distinguishes between “preference tout court” and “pairwise preference”. The for​mer is supposed to reflect how welcome various alternatives would be (not as news but as ‘facts’, as Sobel puts it) given the agent’s doxastic perspective. As such it obviously cannot be cyclical, since degrees of welcomeness, given a fixed perspec​tive, are supposed to be linearly ordered. By contrast, the pairwise prefer​ence between two alternatives is the tout court preference among these alternatives con​ditionalized on the hypothetical disjunctive assumption that either one or the other alternative will be realized. Since for different pairs of alternatives, we condition​alize on different disjunctive assumptions, the doxastic perspective is not kept con​stant in these pairwise comparisons, which allows for cycles in pairwise prefer​ence. Against the background of the original beliefs, coming to believe that one of the two alternatives, and none other, will be realized might well influence the agent’s expectations about the consequences of these two alternatives and thus change their welcomeness from his point of view. 

While Sobel does not mention it, this conditionalizing manoeuvre can be ex​tended to all potential choice sets, i.e., to all the non-empty subsets of the original alternative set. Thus, for a potential choice set Y, the preference conditionalized on Y is the agent’s tout court preference restricted to Y and conditionalized on the hypothetical assumption that one (and only one) of the alternatives in Y will be realized. Note that the tout court preference conditionalized on Y cannot be cyclical within that set of alternatives. 

Clearly, on this approach, the agent’s choice from any subset of alternatives may be seen to be constrained by his preferences conditionalized on that subset, provided we assume the condionalization model for preference change. Then, on pain of irrationality, if the agent is offered a choice from a set Y, he may be ex​pected to choose on the basis of his tout court preferences conditionalized on Y. He will choose x only if x is weakly tout court preferred to each competitor in Y, on the assumption that one of the alternatives in Y will be realized.

Under these circumstances, we might say that x is choiceworthy in Y, i.e., that x ( C(Y). On this construction of the choiceworthiness function, Sobel’s proposal may be seen as a special case of our own more general approach, with his pairwise preferences corresponding to our preference relation ≺. Note that, in this special case, cycles in ≺ are possible but they always are benign: C(Y) is defined for every potential choice-set, even for those Y that consist of cycling alternatives. In what follows, however, the discussion will be conducted on a more general level, at which the choiceworthiness function is left undefined and vicious cycles in ≺ are not excluded.

3. money pump – orthodox view and its critics

Suppose that an agent’s preferences with respect to x, y, and z are cyclical: x ≺ y ≺ z ≺ x. Let x be the status quo alternative that will be realized if no action is taken by the agent. He is offered an alternative y in exchange for x. The exchange costs a small amount ( that does not reverse the agent’s preference for y over x. When he has made the exchange, he is offered to trade y for a preferred alternative z, if he pays an additional (. When he has made this second exchange, he is offered to trade z for a preferred alternative x, if he again pays (. After the three exchanges, the agent is back to where he started, minus 3(. He has been used as a money pump. Isn’t it irrational to be vulnerable to such a predicament? (Cf. Davidson, McKinsey and Suppes 1955, or Raiffa 1968).

In indefinite money pumps, the process continues until the agent is ruined. Here, we only consider finite pumps, where the exploitation stops after k full rounds. For simplicity, assume that k = 1. I.e., the pump stops after three ex​changes. For this short pump to work, the extra payment of ( should not reverse the agent’s preferences at any stage, at least up to 3(. Thus, we need to assume that

x ≺ y - ( ≺ z - 2( ≺ x - 3(.

My notation, while simple, may be misleading. A complex alternative such as, say, y - (, is not meant to involve subtraction of ( from y in the literal sense. It is only (, but not y, that is assumed to be a certain monetary amount. The relevant alterna​tives should instead be seen as ordered pairs: (y, -(), (z, -2() and (x, -3(). However, in what follows, I prefer to use the less cumbersome notation. I hope the reader will not be misled by my metaphorical use of subtraction.

Note that the pump we consider does not require vicious cyclicity: The cycle in the agent’s pairwise preferences may well be benign: C({x, y - (, z - 2(, x - 3(}) may be well-defined. Thus, were the agent offered a choice between all four alter​natives, he might have no trouble in picking out one of them as choiceworthy, say, x or z - 2(. (We might assume, however, that he would never choose x - 3(, as long as x is available for choice. Ceteris paribus, the agent would rather avoid spending money if possible.) Still, he never gets this opportunity of choosing from the whole set. Each choice he is offered is pairwise.

Now, the money-pump argument, as described above, invites an obvious ob​jection: The pump only works if the agent doesn’t know he is being taken for a ride! He would refuse to trade if he knew what is kept in store for him if he accepts an exchange. (Cf. Schick 1986, Schwartz 1986, Mongin 1999.)

Why is it an objection? After all, we often act without knowing what future keeps in store. Well, the point of the objection is simply that there is no reason to doubt our rationality if it is lack of knowledge that makes us act to our disadvan​tage. In particular, it is perfectly trivial that unequal knowledge in interpersonal interactions makes room for exploitation even when the agent is fully rational. Meeting an opponent who knows more than we do can be disadvantageous for us: there is no mystery in that! 

A convincing pragmatic argument for a rationality constraint on preferences or on probability assignments must demonstrate that violating this constraint would be to the agent’s disadvantage by his own lights - in the light of the information that stands at his own disposal. To be effective, such an argument should therefore be based on the assumption that the agent who is to be exploited knows at least as much as his would-be exploiter. Insofar as the exploiter acts on a definite plan of action, this plan must be known to the agent. Thus, the agent must have foresight. If he under these circumstances still is vulnerable to exploitation, then the charge of irrationality might be justified. The point of the objection is that this pre-condition of foresight is not satisfied in the money pump in its traditional version. The ortho​dox view, according to which cyclical preferences are irrational because they are exploitable, cannot therefore be upheld.

4. backward induction in the money pump

The modern view is then that a prudent agent with foresight would simply refuse to be pumped, because he would see what’s going on. He would realise that the first trade would lead to the second trade, which would lead to the third trade, which would get him back to where he started, minus the payments. At some point, therefore, before completing the full circle, he would refuse to make any further trades.
This simple idea of foresight that is prudently employed as a defence against exploitation can be made more precise in different ways. Here is one that comes naturally to mind to the students of dynamic choice. When an agent is fully in​formed about his sequential choice problem, then – insofar as he is rational and has a robust trust in his future rationality – he can solve his problem using backward induction. He can first determine what move would be rational for him to make at the last choice node of each branch of the decision tree, when it is clear what pay​offs each move would result in. Relying on his own future rationality, he predicts he would make that rational move if he were to reach the node in question. Taking his trust in his future rationality to be robust, he expects to hold on to these predic​tions upon reaching the next-to-last choice node on each branch. This allows him to determine ex ante what move would be rational at each such node and thus, again relying on his future rationality, predict his own behaviour at that node. Continuing in this way, from the end-points of the tree to its beginning, such a sophisticated chooser finds out what moves are rational at each choice node of the tree. At each node, the move prescribed by backwards induction is the one that would be optimal on the assumption that any move made at that node would be followed by backward induction moves at all later nodes. 

As has been argued by McClennen (1990, section 10.2), a sophisticated chooser is not vulnerable to a money pump. I have argued for the same claim in Rabinowicz (1995). Since McClennen’s argument, as it stands, contains some minor mistakes, the presentation below elaborates on my 1995 paper (cf. also Sobel, forthcoming).

As before, we assume that the agent’s preferences are cyclical: 

x ≺ y ≺ z ≺ x.

This cycle is not broken by extra payments: 

x ≺ y - ( ≺ z - 2( ≺ x - 3(.

We also assume that

x - 3( ≺ x,

which means that the agent who starts with x and ends up with x - 3( will suffer a definite loss, from his own point of view. In fact, we take it that x - 3( is dis​preferred by the agent not just to x but also to any alternative he prefers to x. Thus, in particular, 

x - 3( ≺ y - (.

This particular assumption, while reasonable, is not necessary. Below, we shall also examine what happens if the agent instead prefers x - 3( over y - (. 

We now consider the agent’s sequential choice problem that consists of three trade offers:


[image: image1.wmf]
The forks in this tree are the agent’s choice nodes. Going up means accepting an exchange, going down means rejecting it. At each end-point of the tree, the final outcome is specified. The status quo alternative is x, which means that x will obtain if the agent from the beginning refuses to trade, i.e., goes down in the first node. If he instead goes up, i.e., exchanges x for y - (, but then stops, he ends up with y - (. If he trades x for y - ( and y - ( for z - 2(, and then stops, he ends up with z - 2(. Finally, if he makes all the three trades, he arrives at x - 3(. 

The bold lines in the tree represent backward induction moves. At the last node, the agent’s preferences dictate trading, since he prefers x - 3( to z - 2(. Given that he expects to trade at the third node if he were to trade at the second node
, his choice at the second choice node should be to refuse to trade: the refusal gives him y - (, which he clearly prefers to x - 3(. But if he for this reason expects to refuse at the second node, his choice at the first node should be to trade, since he prefers y - ( to x. Thus, the sophisticated chooser will make just one exchange and then stop. Even though his preferences are cyclical, he will not be pumped. 

What if the sophisticated agent, contrary to what we have assumed, prefers x - 3( to y - ( (but still prefers x to x - 3()? Well, then he can predict he will trade both at the last node and at the one that is next to last. He will trade at the last node, because he prefers x - 3( to z - 2(. And assuming he will make that trade, he will also trade at the next-to-last node if he prefers x - 3( to y - (. Expecting to trade at these two later nodes, he will refuse to trade at the first node, since he prefers x to prefers x - 3( to y - (. So, once again, he won’t be pumped.  

A pump like the one described above may in general involve any number n of cycling basic alternatives, x1,… xn (n = 3 in our example, in which the basic alter​natives are x, y and z), and any number k of full rounds (in our example, k = 1). It is easy to see that, for any such pump, the sophisticated chooser will never end up with an alternative he disprefers to the status quo alternative (= the alternative he has started with). The reason is simple: If he trades in the first move, then he cor​rectly expects this move to be followed by a series of moves dictated by backward induction. Thus, he has a definite and correct expectation as to the eventual out​come of his trading move. If he nevertheless does trade, he must prefer this out​come to the status quo alternative. It follows then that he either refuses to trade at all or ends up with an outcome that he prefers to the one he has started with.
 

In fact, it can be shown that the sophisticated chooser will stop trading before he has completed the first round. For suppose for reductio that he will trade longer than that. Since he correctly predicts his future behavior, he must expect to end up with xi - m(, for some i = 1, …., n, and m ( n. (Remember that n is the number of basic alternatives, which means that the number of trades in a completed round equals n. Each trade exacts an (-payment.). But then, at some choice node i before the end of the first round (i ( n), he will have reason to refuse further trade. Such a refusal would give him xi - (i – 1)(. Since m ( n > i > i - 1, and the agent ceteris paribus disprefers monetary losses, xi - (i – 1)( is preferable to the predicted out​come xi - m(. Consequently, being rational, the agent will stop trading at that node, contrary to the reductio hypothesis. 

There is a well-known standard objection to backward induction: This proce​dure presupposes that the agent, at each non-final choice node c that he could reach, would be certain that any move at that node would be followed by backward-induction moves at all the subsequent choice nodes. But suppose that c is one of those nodes in the tree that can only be reached by a series of moves that them​selves are forbidden by backward induction? Wouldn’t the agent at c then have empirical grounds to doubt whether he would act in accordance with backward induction at the subsequent nodes? If he didn’t do it earlier, why expect that he would do it later? To put it differently: if backward induction is supposed to codify rational behaviour, how can we assume that the agent’s trust in his own future rationality is robust? How can we assume that he would continue to have this trust whatever evidence he would accumulate about his past behaviour? But without such continued trust, backward induction reasoning does not go through. (Cf Binmore 1987, Reny 1988 and 1989, Bicchieri 1989, Pettit and Sugden 1989. For various defences of backward induction against this objection, either in general or for a limited class of cases, see Sobel 1993, Aumann 1995 and 1998, Rabinowicz 1998 and Broome and Rabinowicz 1999.)

The objection in question does not apply to the short money pump described above. There, it is only the final choice node that cannot be reached without viola​tion of backward induction. But what is rational at the final choice node does not depend on what the agent expects to do in the future. On the other hand, at the non-final choice nodes in this problem, the agent lacks evidence about prior violations.

The objection does apply to more complicated money pumps, which involve several rounds or are based on cycles consisting of more than three alternatives. Still, if a money pump is not too long, and if the sophisticated agent starts out with a firm conviction about his commitment to the backward-induction procedure, the evidence about his deviant past behaviour might never be extensive enough to shatter his initial conviction. He will be able to explain away his past deviations from the backward-induction path as isolated mistakes that would not recur in the future.

Are we then out of the woods, at least as far as relatively short sequential choice problems are concerned? Is foresight, coupled with sophistication, sufficient to save an agent with cyclical preferences from being pumped? Not quite, I am afraid. 

5. money pump with foresight

In the money pumps discussed in the previous section, the series of trades termi​nates as soon as you refuse to make yet another exchange. No further trade offers will be forthcoming. Suppose we change this feature of the decision problem. The would-be exploiter is now assumed to be persistent: If you refuse a trade offer, he comes back with the same offer at the next stage. 

As before, we first consider a short money pump, with just one round of offers, and we make similar assumptions about the agent’s cyclical preferences over x, y and z: 

x ≺ y - ( ≺ z - 2( ≺ x - 3( ≺ x.

Again, x is the status quo alternative and the order of trade offers in a round fol​lows the cycle. Unless, of course, a trade offer is refused, in which case that same offer is repeated at the next stage. There are three stages at which offers are made. The decision tree for the new money pump has the following form:
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The forks in the tree stand for the choice nodes, with trades and refusals to trade represented as upward and downward moves, respectively. Thus, if the agent re​fuses to trade (= goes down) each time, he ends up with x. If he trades just once (which he may do at any stage), he ends up with y - (. If he trades twice (which he, again, may do at any stages), he ends up with z - 2(. Finally, if he makes all the three trades, he ends up with x - 3(, i.e., goes back to where he has started minus extra payments.

The bold lines stand for the moves prescribed by backward induction. Thus, at each last choice node, backward induction prescribes trading: the trades give the agent his preferred alternative and he knows that no new trade offers will be forth​coming. Since he predicts he will trade at each last choice node, he should trade at the next-to-last nodes as well. In the upper next-to-last node, he predicts that trad​ing would eventually lead to x - 3(, while refusal to z - 2(, which he disprefers to x - 3(. Analogously, at the lower next-to-last choice node, he predicts that trading would eventually lead to z - 2( while refusal to y - (, which he disprefers to z - 2(. Given that he predicts he will trade at each last and next-to-last node, he should trade at the first node: Trading at that node would eventually lead to x - 3(, while refusal is predicted to lead to z - 2(, which he disprefers to x - 3(.

   We conclude, then, that in this modified money pump, a sophisticated chooser with cyclical preferences will be pumped: He will trade each time, which will get him back to the status quo minus extra payments. The reason is obvious. The ex​ploiter, being persistent in his offers, never lets the agent off the hook. Refusing to trade at an early stage does not terminate the pump: the trade offer will be repeated. 

That backward induction implies continuous trading if the would-be exploiter is persistent, is a robust result. It can be generalised to pumps with an arbitrary num​ber of stages. Such pumps may be based on any number n of cycling basic alterna​tives, x1,…, xn (in our example, n = 3), and they may involve an arbitrary number k of full rounds (in our example, k = 1). What we need to assume is only that the small payment required by each trade would never reverse the agent’s preference, independently of how many payments he has already made.

We prove this result by a (strong) induction on stages, starting with the last one:

Base step: The backward-induction reasoning implies that the agent will trade at each choice node in the last stage. By the construction of the pump, he is at the last stage being offered a preferred alternative and he knows that no new offers will be forthcoming.

Induction step: Suppose we consider a particular stage s such that the result we are after holds for all the subsequent m stages.

Induction hypothesis: By backward-induction reasoning, any move (i.e., trading or refusal to trade) at each choice node at stage s would be followed by trades at all the subsequent m stages. 

Thus, at each choice node c at that stage, our sophisticated agent predicts that trading would eventually lead to m + 1 trades, including the current trade, and refusing to trade at that node would lead to m trades. The m trades would result in the outcome xi – (m + k)(, for some xi in the cycle, where k is the number of trades that the agent must have made in order to reach a given choice node c. On the other hand, the m + 1 trades would result in xj - (m + 1 + k)(, where xj is the immediate successor of xi in the cycle. (Thus, j equals i + 1 if i < n, and it equals 1 if i = n.). By our assumptions about the agent’s preferences, xi – (m + k)( ≺ xj - (m + 1 + k)(. Consequently, being rational, he will accept the trade at the choice node in ques​tion. Which completes the proof.

Note that the agent, in this kind of a money pump, only faces pairwise choice at each stage. Thus, it does not matter whether the cycle in his preferences is benign or vicious. He will be pumped anyway if he solves his decision problem using backward induction.

6. Is exploitability a proof of irrationality?

One might accept the view that cyclical preferences are exploitable and still resist the conclusion that they are irrational. After all, when we want to know whether a person’s preferences and beliefs are rational, we need to judge them from two dif​ferent perspectives. It is important to consider how successful the agent will be, by his own lights, if he has those preferences and beliefs. But this pragmatic perspec​tive is not the only one possible. It is also important to ask whether these prefer​ences and beliefs are well-grounded, given the circumstances. The overall evalua​tion of an attitude (or of a complex of attitudes) thus needs to take into account both the grounds for the attitude and that attitude’s consequences. If cyclical preferences could be well-grounded, in view of the multi-dimensional nature of alternatives, then a pragmatic consideration such as exploitability might be insufficient to dis​miss these preferences as irrational. Unless, of course, we refuse to accept any kind of justification for attitudes but the purely pragmatic one. But such an extreme form of pragmatism is too radical to be plausible.

The disparity between the two perspectives on rationality is, of course, a famil​iar phenomenon. Its clearest manifestation, I think, is to be found in the discussions concerning the so-called Principle of Reflection. The principle in question ex​presses a requirement that current probability assignments should reflect one’s expectations concerning one’s future probabilities. Thus, in particular, my current probability for a proposition H conditional on the hypothesis that my future prob​ability for H will equal k, should itself equal k. 

Principle of Reflection:   P(H/P’(H) = k) = k, provided that P(P’(H) = k) > 0,

where P is the agent’s current probability, at time t, and P’ is his probability as​signment at an arbitrary future point of time t’ (t’ ( t).

Now, it is a standard objection to Reflection that this principle requires the agent to have an unlimited trust in his own future cognitive abilities. If the agent lacks this trust, it may well happen that he will violate Reflection. Having good grounds to doubt one’s cognitive rationality in the future may make it cognitively rational now to have non-reflective probability assignments. To take a simple case, suppose the agent has grounds to believe that his future probability for H, at t’ > t, will be too low as compared with the evidence he will have available at that time. For example, suppose he has reasons to expect a future brainwash that will make him at t’ unduly sceptical about H. Then, his present conditional probability for H on the hypothesis that P’(H) = k (where k is low) should be higher than k. (Clearly, a brainwash is just an example. Any sort of predicted cognitive deterioration will do.) 

Still, as has been shown by van Fraassen (1984), an agent whose probability as​signments violate Reflection is vulnerable to a diachronic Dutch Book, quite inde​pendently of whether these violations of Reflection are well-grounded or not. That is, we can set up a system of bets, to be offered the agent at various times (t and t’), such that (i) each bet, when it is offered, is advantageous from his point of view at that time, but (ii) together they guarantee him a certain loss. 

Synchronic Dutch Books that consist of simultaneously offered bets, which can be set up against the agents who violate the standard probability axioms, are not very bothersome for such agents. An agent may consider each bet in a synchronic Dutch Book to be fair and worth taking on its own but still refuse to take the whole book, since he can calculate that all the bets together would give him a loss, what​ever happens. In general, there is no reason to assume that a whole that consists of valuable parts must itself be valuable. (Cf. Schick 1986.) That the value of the whole may actually decrease by an addition of a valuable part has been well known to philosophers at least since G. E. Moore’s Principia Ethica.

Diachronic Dutch books are different; they are less easy to avoid. A person who violates Reflection can see that he is bound to suffer a total loss and still take each bet in a diachronic Dutch book, if he solves his sequential decision problem by backward induction and if the bookmaker is known to be persistent. Here is an example (cf. Christensen 1991). Suppose that an agent’s probability assignment P at t violates Reflection:

(i) P(H/P’(H) = ½) = ¾.

Let E stand for P’(H) = ½, and suppose that 

(ii) P(E) = 1/5.

At t, a bookmaker offers the agent two bets:

(1) a bet on E that costs 1 and pays 5 if won;

(2) a conditional bet on H given E, that costs 15 (with a complete 
 
      refund iff E won’t occur) and pays 20 if won.

Assuming, for simplicity, that the agent’s utilities are equal to his monetary gains and losses, it is easy to calculate that both bets are fair, in terms of the agent’s probabilities at t: The expected utility of each is zero. 

Then, at t’, if (and only if) E occurs, i.e., if the agent’s probability for H equals ½ at t’, the bookmaker offers the agent a third bet:

(3) a bet on H that costs -10 and pays -20 if won.

Buying such a bet may also be seen as selling back to the bookmaker bet 2 at a lower price (10) than the agent has bought it for (15). Clearly, if E occurs, bet 3 is fair in terms of the agent’s probabilities at t’.

If the agent takes a bet whenever it is fair, then, as easily seen, he will lose (1 unit) whatever happens. The reason is simple: If E won’t occur, the agent will lose bet 1. The conditional bet 2 will be then be off and bet 3 will never be offered. On the other hand, the agent will win bet 1 if E will occur. But then the bookmaker will buy back from him the conditional bet 2 on H at a lower price. For this is, as we have seen, what accepting bet 3 essentially means. Since the price difference between bets 2 and 3 (15 – 10 = 5) exceeds the net gain from bet 1 (5 – 1 = 4), the agent will again suffer a total loss. 

There is an obvious objection to this argument: Surely, if the agent has fore​sight, i.e., if he knows what is kept in store for him at t’ if E will occur, he can stop the whole Dutch book from the start by simply refusing to take the earlier bets. He will thereby frustrate the bookmaker’s plans to exploit him and the whole book will crumble. By refusing to accept the earlier bets, the agent will avoid the future offer of bet 3, which – by his present lights – he finds much too costly. 

Suppose, however, that the bookmaker is persistent in his plan and the agent knows this. At t’, if E will then be the case, the bookmaker is going to offer bet 3 whatever the agent chooses to do at t. Suppose also that the bookmaker make bets 1, 2, and 3 ‘more than fair’: for each bet he takes, the agent gets a small reward (. (Assume that 3( < 1; this way, the extra rewards still won’t compensate the agent for his total loss if he takes the three bets).

In terms of his probabilities at t, bet 3 is much too costly for the agent. Were it offered at t, conditionally on E, he would never accept it. (If utility is equal to monetary gains and losses, the expected utility of bet 3 conditional on E equals 10 – (¾ ( 20) + ( = –5 + (.) At t’, however, if E will turn out to be the case at that time, bet 3 will become attractive given the agent’s new probabilities. So, he will take it, whatever bets he will have accepted earlier on. He can predict this beforehand, before he has made his choice at t. But then a simple application of the backward-induction reasoning
 implies that taking bet 2 at t doesn’t make things worse in any way. In fact it makes them better, by an extra (. Similarly for bet 1, and even more so for bets 1 and 2 taken together (which improves the agent’s prospects by 2(). Thus, if the bookmaker is known to be persistent, the backward-induction reasoning leads the agent to buy all the bets that are offered, at t and t’, which he knows will give him a certain loss.

Thus, diachronic Dutch books are less easily avoidable than the synchronic ones. If you solve your dynamic decision problems using backward induction, then violating Reflection makes you vulnerable to exploitation. But this, by itself, does not prove such violations to be irrational. If one believes that well-grounded viola​tions of Reflection may be rational even though they are exploitable, then a similar conclusion may be applicable to cyclical preference. Exploitability by itself does not prove irrationality.

7. resoluteness and self-control

The argument by analogy, which has been presented in the previous section, may be resisted. To be sure, it might well be rational to violate Reflection, even though it makes one vulnerable to exploitation, if one expects to undergo a cognitive dete​rioration in the future. But when one’s preferences are cyclical, one is vulnerable to exploitation even though one does not expect that one’s preferences will deteriorate at the future choice nodes. On the opposite, the sophisticated chooser expects that his preferences will remain just as they are (i.e., cyclical) as the time goes by. 
 

That sophisticated choosers are exploitable in various ways has been used by McClennen (1990) as an argument for resoluteness - a choice policy that he takes to be superior to sophistication. A resolute agent also shows foresight but he does not solve his sequential choice problems by backward induction. Instead, he consid​ers all the outcomes that could be reached by following various paths in the deci​sion tree, picks out a path that would lead to a choiceworthy outcome, and then simply follows that path. To be more precise, let Y be the set of outcomes that may be reached by following various plans - various paths in the decision tree. Let C(Y) be the set of choiceworthy elements of Y, by the agent’s own lights. A resolute agent adopts a plan of action (a path in the tree) that leads to one of the outcomes in C(Y). Having adopted it, he then performs each move prescribed by that optimal plan. 

Such an agent will avoid being exploited even if he violates Reflection or has cyclical preferences. Thus, take the violation of Reflection first. Assume that the choiceworthiness of various expected outcomes is judged by the agent on the basis of his original probability assignments at t, when he adopts an action plan for his sequential decision problem. Then the optimal plan will consist in taking the ear​lier bets and refusing the bet offered at the later stage.
 

In the case of a preference cycle, if that cycle is benign, the resolute agent again avoids being exploited. He picks out some outcome in C({x, y - (, z - 2(, x - 3(}) and then follows a plan leading to that outcome. Since we may safely assume that x - 3( is not one of the choiceworthy outcomes in the set of cycling alternatives, it follows that the resolute agent will not be pumped.

If the cycle is vicious, the predicament of the resolute agent is perplexing. There is no choiceworthy outcome to be pursued, which means that no plan of action would be justified. The resolute agent faces a genuine quandary. McClennen avoids this problem by refusing to admit that the agent might ever lack a choiceworthy alternative: The agent’s choiceworthiness function is assumed by McClennen to be well-defined for any potential choice set.
 Thus, every preference cycle must be benign.

Let’s put the problem of vicious cycles aside and assume that the resolute agent chooses a choiceworthy option.
 Supposing that a particular plan of action is adopted, how does the resolute agent manage to follow it, without any deviations? Why isn’t he tempted to deviate? McClennen’s answer is that, for such an agent, his commitment to the plan influences his attitudes at later choice nodes. In par​ticular, adopting a plan influences the agent’s evaluations – his judgments of choiceworthiness. To illustrate this idea, suppose that the agent is confronted with the three-stage money pump and decides on a plan that will give him z - 2(. Say, his plan is to trade twice and refuse the third trade, when he has an opportunity to exchange z - 2( for x - 3(. At the initial choice node, he prefers the latter to the former, i.e., he takes x - 3( to be the unique choiceworthy alternative in the set {z - 2(, x - 3(}. But this initial choiceworthiness judgment undergoes a reversal after he has adopted his plan and started implementing it. By the time he has made the first two trades, he considers z - 2( to be uniquely choiceworthy in the choice between z - 2( and x - 3(. In other words, his pairwise preferences and his choiceworthiness judgments in general do not remain stable throughout the dynamic decision prob​lem.
 These adjustments in his evaluations, which themselves are grounded in his self-imposed commitments, explain in their turn his steadfastness in living up to these commitments.

Now, what can we say about resoluteness as an alternative to sophistication? One possible reaction would be simply to deny that such an alternative exists. If an agent at the start can choose a course of action and then just follow it, then this possible choice should be represented as a separate move at the initial choice node, rather than as a a sequence of moves (a path in the decision tree). In other words, adding such possible choices is simply changing the original decision problem. I don’t think, however, that this reaction is justified. It would be justified only if choosing a plan and then following it were a one-shot decision. But a resolute agent is not a robot. When he implements his chosen plan of action, he confronts new choice opportunities. At various occasions, he can deviate from the chosen plan or stay on the original course. Insofar as the implementation requires a series of deci​sions, one decision for each move that belongs to the plan, it is fair to say that we have not changed the original decision problem by allowing resolute choice.

However, resoluteness is a question of intertemporal self-control. Insofar as the agent is able to influence his decisions by making long-term commitments, he can be resolute. This ability to influence oneself over time is something all of us possess in varying degrees. It tends to be stronger for shorter stretches of time and weaker for longer time-periods. It can be cultivated and perfected by training. But it might also be genetically based, to some extent, and differ among various individuals. It certainly seems to be a desirable ability to have, in many contexts. Still, I don’t see how it can be treated as a requirement of practical rationality, as McClennen seems to suggest. If the decision at each choice node is made by my temporally situated self, then the rationality of such a decision depends on my beliefs and val​ues at that time. It cannot depend on whether I can now control my future deci​sions. Whether I can or cannot is certainly relevant to what decision I should make. But it is relevant only as an input to my present decision problem. If I think I can control my future choices by making commitments, it may be rational for me to make one decision. If I think I cannot, it may be rational for me to make another decision. 

In Rabinowicz (1995), I sketched a proposal that may be seen as a compromise between sophistication and resoluteness. According to this suggestion, an agent in a sequential decision problem considers various theoretically possible action plans and treats as feasible only those plans he expects he would actually implement upon adoption. The agent picks out some outcome in C(Y), where Y is the set of out​comes of the feasible plans, and then adopts a feasible plan that leads to that choiceworthy outcome. This kind of wise choice makes room for resoluteness (resolute agents will have more plans that are feasible), but it does not demand it. On the other hand, like sophistication, wise choice essentially involves self-predic​tion: the agent considers whether he will stick to a given plan if he adopts it. This self-predictive element closely reminds of the backward-induction procedure used by a sophisticated chooser. Still, there is a difference: The wise chooser makes self-predictions about his future behavior taking into consideration his dispositions to act on adopted plans. Remember that he makes them conditionally on various hy​potheses about which plan he is going to adopt. This means that he does not neces​sarily see his future choices as ‘separable’ from (i.e., uninfluenced by) his earlier resolutions: Such separability may obtain in some cases but it need not be a rule. 

As we have seen, some wise choosers may well be less than resolute, especially if their sequential decision problem stretch over longer periods of time. For them, their future choices are separable from earlier resolutions. Under such circum​stances, wise choice can coincide with sophisticated choice.
 Thus, I can be ra​tional in what I decide to do at any given time even if I am not well integrated over time. Lack of intertemporal self-control is compatible with rationality of temporally located decisions.

An analogy is instructive (cf. Christensen 1991). If a family has common assets, but decisions to spend are made by each family member independently, the family as a whole will be vulnerable to exploitation as soon as some of its members start to mistrust the probability assignments of other members. Thus, if a wife thinks her husband is unduly sceptical about hypothesis H, it may well happen that she vio​lates ‘interpersonal Reflection’:

PWife(H/PHusband(H) = ½) = ¾.

But then a clever bookie will sell bets 1 and 2 to the wife and, if needed, bet 3 to the husband (if the latter does in fact assign probability ½ to H), thereby making a sure profit.
 Similarly, if the wife prefers y to x and x to z and the husband prefers z to y, we can set up a three-stage money pump against both, even though the pref​erences of neither are cyclical. We first let the wife trade x for y, then let the hus​band trade y for z and finally let the wife trade z for x, thereby closing the cycle. There is no mystery in that. In the absence of inter-personal control, doxastic or preferential disagreement among agents with common assets and independent powers of decision makes it possible to exploit the group as a whole, even though each group member is fully aware of what is going on. Each individual action is rational, even though they together lead to a certain loss. 

Interpersonal integration in groups with common assets and a decentralized mode of decision making is certainly desirable. Still, it is not a requirement of practical rationality that can be imposed on individual group members. The case of intrapersonal intertemporal integration does not seem to be essentially different. To be sure, some measure of temporal integration does seem to be a part of our nature as forward-looking agents, who make plans and act on them. (For a good discus​sion of this central feature of human agency, cf. Bratman 1987 and 1999.) But the self-integration over time that is necessary for our forward-looking agency need not be very extensive. In this sense, then, the agent’s vulnerability to diachronic ex​ploitation is not by itself a proof of irrationality. Resoluteness is not a rational re​quirement but simply a desideratum.

The intrapersonal-cum-intratemporal case is different. We do expect a rational agent to be in control of various decisions he makes simultaneously, at each given moment of time. For this reason, vulnerability to a synchronic Dutch book would be a proof that something is deeply wrong with the person in question. However, as Schick (1986) has convincingly shown, such vulnerability is not to be expected from anyone who shows a modicum of logical insight (see above, section 6).

Thus, we arrive at the following conclusion: Vulnerability to diachronic ex​ploitation is a serious possibility even for the agents with foresight, but it is not, by itself, a proof of irrationality. On the other hand, vulnerability to synchronic ex​ploitation would be such a proof, but it is not a serious possibility. Which means that good pragmatic arguments for rationality constraints on preferences and prob​ability assignments will not be easy to come by.
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� This paper is dedicated to Howard Sobel, on the occasion of his seventieth birthday. But for him, it would not have been written. I devised the money pump with foresight while pondering upon an early version of Sobel (forthcoming). This pump now features in the revised version of his paper and my paper in its turn presents some of Sobel’s ideas (see, especially, Addendum to Section 2 and footnote 18 in Section 7). In fact, the two papers are intertwined in several ways. Since Sobel was still in the process of revising his pa�per when this paper was written, my presentation of his views may well become hopelessly inaccurate by the time he has finished!


The present paper is a revised version of a preliminary report to be found in Rabinowicz (2000). Apart from Howard Sobel, I am much indebted for comments and criticism to Michael Almeida, Krister Bykvist, Luc Bovens, John Cantwell, Erik Carlson, Tim Childers, Sven Ove Hansson, Magnus Jiborn, Sten Lind�ström, Ondrej Majer, Ned McClennen, Philippe Mongin, Brian Skyrms and Rysiek Sliwinski. My work on the paper was supported by a generous research grant from The Bank of Sweden Tercentenary Foundation.


� An object y is weakly preferred to x (in symbols, x ≼ y) iff the agent either strictly prefers y to x or is indif�ferent between x and y. Instead of using strict preference and indifference as primitives, one often starts with weak preference and then defines the other two relations. Thus, the agent is indifferent between x and y if and only if he weakly prefers each of them to the other; and he strictly prefers y to x if he weakly prefers the former to the latter but not vice versa.


A preference ordering ≼ is weakly cyclical if there are x1, x2, ..., xn such that x1 ≼ x2 ≼ ... ≼ xn ≺ x1. Weak cyclicity can easily arise in the presence of imperceptible, or irrelevant, differences between the alter�natives, that gradually add up to a perceptible or relevant difference. As will be seen below, however, that same phenomenon of imperceptible or irrelevant differences can also give rise to a cycle in strict prefer�ences, provided that preference comparisons are assumed to be multi-dimensional.


� Sometimes, cyclicity phenomena are being referred to as ”preference intransitivities”, even though ”preference non-transitivities” would be a more adequate label. If strict preference were transitive, i.e., if preferring z to y and y to x would always imply preferring z to x, then repeated applications of the transitiv�ity condition would demonstrate that every object in a preference cycle is strictly preferred to each object in the cycle, including itself. Thus, transitive strict preference in a cycle would be reflexive, which is excluded by the very meaning of the notion of preference. (In fact, if strict preference is defined in terms of weak preference, as suggested in the previous footnote, the irreflexivity of strict preference trivially follows from the definition.) Consequently, a cyclical strict preference ordering cannot be transitive. 


� They do allow weak cycles, though.


� In Harrison (1953), the lawn-crossing example was presented as a problem for utilitarians: Each person who considers a single crossing ought to cross, in order to realize a better outcome, independently of how many other persons will be crossing. But if n persons cross, for a sufficiently large n, the outcome would be worse than if none does. Thus, what we have here is a utilitarian Prisoner’s Dilemma. For a discussion of this and other forms of utilitarian Prisoner’s Dilemmas, cf. Rabinowicz (1989).


� While this interpretation is natural, it is not mandatory. According to the so-called satisficing view, I may sometimes consider an option to be choiceworthy in a pairwise choice, even though I disprefer it to its alter�native. The dispreferred option might still be ‘good enough’ (cf Slote 1989). In what follow, however, I shall disregard this possibility.


� Schumm’s example can be treated similarly, while in the lawn-crossing case C({x0, x1, x2, …}) might be identified with the unit set {xn-1}, where n is the lowest number of crossings such that the time that would be saved by these crossings would not be enough to compensate the aesthetic loss they would cause, as com�pared with x0.


� As a matter of fact, in order to set up a money pump against the agent, it is enough that his preferences are weakly cyclical. Thus, suppose that x ( y, y ( z, but z ≺ x. If the agent is prepared to pay ( for an exchange from z to x, then we can use a small reward ( to get him to exchange the status quo alternative x for y, which he prefers just as much. Then we offer him another ( if he trades y for z, and we finally let him pay ( if he trades z for x. If ( is small enough, so that 2( < (, the agent will end up with less money than he has started with. In fact, to set up a money pump, not even weak cyclicity is necessary. (Cf. Hansson 1993, for money pumps based on weak cycles.) It is enough if the agent’s choiceworthiness function C violates the so-called requirement (, according to which a choiceworthy alternative in a larger set remains choicewor�thy in a smaller set. I.e., it is enough if for some alternative x and some potential choice sets Y and Z such that x ( Y ( Z, x ( C(Z) but x ( C(Y). Suppose the agent owns x and we offer him a choice from Z. If he decides to exchange x for some y ( C(Y), he must pay (. After this exchange, we give him a choice from the larger set Z. He is offered a small reward (, such that ( < (, if he exchanges y for x, which is choiceworthy in Z. After this second exchange, he is back to where his started but with less money with his pocket. (Cf. Verbeek 1999.) Note that a person whose pairwise preferences are transitive may still violate (. 


� We assume that the agent (i) knows his own preferences and (ii) expects them to remain unchanged as he moves along the decision tree. Thus, if he now prefers x - 3( to z - 2(, then he expects to have this prefer�ence in each possible future decision node. The assumption of preference stability will be discussed later.


�In this argument, we have assumed that the agent is never indifferent in his pairwise preferences. Back�ward- induction reasoning, as standardly described, is only well-defined when the agent never faces a tie.


� These remarks also apply to the modified money pump that I am going to consider in the next section.


�There is a well-known argument by Skyrms (1980), according to which an agent who finds each bet in a synchronic Dutch book to be fair must be irrational: Such an agent evaluates the same betting arrangement differently depending on how it is presented to him, even though the different presentations are logically equivalent. He finds the arrangement attractive when it is presented in the Dutch-book form, as several bets. But he finds it unattractive if we instead present it to him as one complex bet that gives him a net loss what�ever happens (notwithstanding the fact that both presentations imply exactly the same gains and losses for each state of nature). Skyrms attributes this argument to Frank Ramsey. Clearly, however, the argument is based on the assumption that we have just questioned: It presupposes that the agent considers the Dutch book as a whole to be attractive just because he takes each bet in the book to be attractive on its own.


�Backward-induction reasoning is based on trust in one’s future rationality. One might therefore wonder whether this kind of reasoning is applicable when the agent violates Reflection because he expects to be�come cognitively irrational in the future. The answer is that he can make use of backward induction as long as he expects to remain practically rational, i.e., rational in what he does given what he believes or values. That his future beliefs need not be rational as judged by his present lights is another matter.


�The assumption of persistency on the part of the bookmaker is never explicitly stated in van Fraassen (1984). Nor is it emphasised in the well-known diachronic Dutch Book argument for conditionalization, due to David Lewis (cf Teller 1973). As a result, Levi (1988) is able to argue that a diachronic Dutch Book can easily be avoided by refusing to take the earlier bets. It is clear from Levi’s discussion that he thinks such a refusal would let the agent off the hook: he will thereby avoid future betting opportunities that are so disadvantageous by his present lights. (Cf. Levi’s discussion of Case 2 on pp. 204f.) 


Levi’s idea is made more explicit in Maher (1992). That the persistency of the exploiter closes this gap in van Fraassen’s and Lewis’ arguments has been shown in Skyrms (1993) in his discussion of Maher’s paper. As Skyms puts it: “Why is it assumed [by Maher and Levi] that the cunning bettor will just go home if [the agent] refuses to bet today? […] Deciding not to bet ever is not an option. […] Even though [the agent] will see it coming, she will prefer the sure loss […] because doing so looks strictly better to her than the alternative.”(ibid., pp. 323f) And he concludes: “Seeing it coming does not help.” (p. 326) In a note, he adds: “I believe that Maher, Levi and I are now in substantial agreement on the issues discussed here, although differences in emphasis and terminology may still remain.” (p. 320) Unfortunately, I got a reference from Skyrms to his excellent discussion note only after this paper had been completed.


�For pressing this point I am indebted to Magnus Jiborn and Ned McClennen. 


�However, McClennen himself might want to suggest another solution. . In his (1990, section 12.6), he argues that an optimal plan for a resolute agent should be an appropriate compromise between the perspec�tives of the various temporal selves that would have to participate in the plan’s execution. In the case under consideration, the earlier t-self, who is offered bets 1 and 2, likes these bets and strongly dislikes bet 3. While the later t’-self, who is offered bet 3, likes bets 1 and 3 and strongly dislikes bet 2. It may well be the case that a compromise between the two selves would involve taking bet 1 and refusing the other two bets.


�“[I]t is reasonable to require of a rational method of evaluation that it generate a nonempty acceptable set [i.e., a nonempty subset of choceworthy options] over any set of options. […] a method of evaluation must leave the agent with something to choose, something judged acceptable.” (McClennen, 1990, p. 163)


�Sobel (forthcoming) argues, however, that the resolute agent with benign cyclical preferences may still face serious decision problems. On Sobel’s approach, if the agent is convinced that his choice is between the alternatives in a cycling set, an alternative in this set is choiceworthy if and only if it is tout court weakly preferred to all its competitors (cf. Addendum to section 2 above). However, as Sobel points out, when the agent approaches his decision, his probabilities change: In the course of deliberation, the alternative he is about to choose becomes more and more probable; its probability approaches 1. This doxastic change may well influence the agent’s tout court preference in such a way that the initially attractive alternative becomes less welcome. It is no longer choiceworthy at the time when the deliberation issues in decision. In fact, as Sobel suggests, this may well hold for each alternative in the cycling set. When the agent becomes convinced that he is going to opt for a certain alternative, another alternative (which he pairwise prefers to the alternative he is about to choose) may well gain in attractiveness so much as to become more welcome in the agent’s tout court preference ordering. If Sobel is right in this suggestion, the resolute agent may be unable to act rationally even if his cyclical preferences are benign!


�This is, at least, as McClennen describes resoluteness in his book (cf. 1991, section 12.7 on “Endogenous Preference Changes”). In his later work, the description is made more complex: It need not always be the case that the adoption of a plan modifies your preferences. Instead, in some cases, adopting a plan might make the option of not following the plan unfeasible. Alternatively, the implementation of a plan might be explainable in terms of second-order preferences: Your first-order preferences remain unchanged when the plan is adopted, but your choice to follow the plan is motivated by your second-order preference (for stead�fastness). As McClennen puts it (1997, p.239): “The account [of resoluteness] that finally makes the most sense, it seems to me, will probably involve some combination of these [three] themes, but I confess that I have not yet worked out an account that I find fully satisfactory.”


�As a matter of fact, this issue is more complicated than I have suggested above. In our example, the agent picks out a choiceworthy outcome z - 2( and then adopts a definite plan to achieve the outcome in question: he will accept the first two trade offers and reject the third one. Suppose that he starts implementing this plan, makes the first trade and is given the second trade offer. Why should he accept it? Why doesn’t he defer its acceptance to the third stage when it will be repeated? After all, this deviation from the originally adopted plan would still give him the outcome z - 2( that he considered choiceworthy. A deviation like this can be excluded only if the agent’s choiceworthiness judgments are subtler than we have hitherto assumed. In these judgments, he must evaluate not just the final outcomes but also various ways of achieving them. After adoption of his original plan, he must consider it more choiceworthy to achieve z - 2( by following this plan than by deviating from it, even though the final outcome would be the same.


�Given separability, wise choice can coincide with sophisticated choice, but it need not to. Unlike a sophisti�cated chooser, a wise chooser does not necessarily expect his future decisions to be rational. As long as an agent wisely bases his present decision on self-predictions about his future choices, he can be a wise chooser even if he believes that his future choices will be unwise.


�A related general result is proved in Gillies (1991) (Cf. also Gillies and Gillies, 1991). Consider a group of agents with independent powers of decision and such that each agent’s probability assignments satisfy the standard probability axioms. Gillies proves that a Dutch book can always be made against such a group unless all group members have the same probability assignments. In order to set up such a Dutch book, it is not necessary that the group members are aware of their divergent probabilities. But when they are, the group’s vulnerability to a Dutch book is especially striking.
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