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Abstract

HIs THESIS deals with ultrafast dynamics of elec-
tronic processes in rare gas atoms. The processes we
explore include photoemission, where we time the
emission of electrons moving away from the atomic
core following ionization by a photon; and auto-ionization, where

the atom spontaneously releases an electron wave-packet follow-
ing photo-excitation. These processes occur on an attosecond
and femtosecond time scale, respectively. The experimental re-
sults presented in this thesis have been obtained with the in-
terferometric technique named RABITT, which involves ioniz-
ing a target with a train of attosecond pulses and ”probing” the
event with a weak IR pulse. The attosecond pulse train is gener-
ated by focusing an intense laser pulse of femtosecond duration
into a gaseous medium. Through a well-known process called
high-order harmonic generation, a broadband spectrum of phase
locked frequencies are generated in the medium, resulting in a
train of pulses with attosecond duration. The special charac-
teristics of this spectrum allows for a quantum interferometer
to be conceived by overlapping the train with a weaker replica
of the femtosecond IR pulse. Information of the dynamics of
the ionization process is imprinted in the interference fringes
obtained by varying the delay between the AT and the 1R pulse
with attosecond precision.

In the six papers that this thesis is based on, we investigate
three different rare gas systems: belium, neon and argon. We are
able to tell which electron, released out of two different shells of
neon, escapes first from their parent atom, with a precision of
10 attoseconds or better. In helium, we are able to follow the
creation of a wave-packet created by absorption of an attosec-
ond pulse in the vicinity of a resonance and time its decay. We
pave the way towards accessing all available information about
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a similar wave-packet creation in argon, through an angle detec-
tion technique with attosecond precision. We then perform a
detailed examination of the interferometric technique used in
all six papers (RABITT) and determine its limitations in terms of
time resolution.

The realization of this thesis work involved generating, from
a fundamental frequency corresponding to a photon energy of
1.55 €V, high-order harmonics with photon energies exceeding
100 €V. It also involved developing a more stable optical interfer-
ometer, optimizing a 2 meter long time-of-flight electron spec-
trometer, developing scripts for treating and analyzing the data
retrieved with the RABITT technique and creating a new interface
for acquiring data from the spectrometers.



Popular scientific summary

2 UR UNDERSTANDING of the world around us took
a giant leap with the advent and development of the
J,) atomic theory: the idea that all matter is composed
of small building blocks called atoms (from Greek
&rouog, undivided). The different properties of matter could be
connected to the kind of atom it was composed of. The atoms
themselves were later found to be made up of even smaller build-
ing blocks: a nucleus containing protons and neutrons and a
“cloud” of electrons surrounding it.

The idea of tiny particles building up ourselves and every-
thing around us dates back to ancient Greece, but it started to
slowly gain traction in the middle of the 19th century when
physicists and chemists developed a table of periodic trends seen
in the then known 56 elements. This would later become the

well-known periodic table. These periodic trends could be well
explained by the atomic theory that was quickly emerging during
the beginning of last century. Technological breakthroughs al-
lowed advanced experiments to dig deep into atoms, confirming
that there are tendencies in the arrangement of their electrons.
Today, all 94 elements of natural occurrence have been scrutinized
and their structures are available in huge databases. The behav-
ior (in the chemical, physical or biological sense) of an atom or
molecule, and by extension its macroscopic substance, is mostly
determined by the arrangement, but also on the movements, of
its electrons. Electronic motion in an atom can lead to emission
of light. Motion of electrons on the molecular scale can transport
information along a DNA molecule and it initiates changes in the
chemical composition and function of biological systems.

The ability to track electron motion inside of atoms and
molecules would be a breakthrough for all of science, not the
least for medical applications. It is a challenging task since elec-
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Figure 1. The blue and red arrows are called phasors. We assign a
certain amplitude (dotted circles) to each of them and a phase difference
between them (the geometrical angle ). Once they start turning with
an angular frequency w, the projected amplitude (dotted line) follows a
wave motion, with the same amplitude, phase difference and frequency
as their respective phasor.

trons are some of the lightest matter in the universe, therefore
moving very fast "around” the atom. One of the first steps to-
wards this vision was taken in 2010, when scientists detected a
minuscule time difference of two different electrons escaping a
neon atom. This meant that the electron takes a small amount
of time to be released from the atom: it is not an instantaneous
process. In this thesis we have, amongst other things, further
developed the means of timing and tracking electron motion as
well as investigated with what accuracy we can do this.

To understand how these complex measurements work,
along with most of the concepts described in this thesis, it is
important to understand the concept of phase. A phase is a very
fundamental property of a wave. In the physical sense, a wave
is fully described by a frequency, an amplitude and a phase, but
in the common sense we probably think of the frequency (as in
the tone of a sound wave) and an amplitude (the loudness of the
sound wave). If we take a light wave instead, the frequency of
light now determines what color we see and the amplitude affects
the brightness we sense. Why, then, is the phase so important?

When discussing abstract concepts it is useful to have a good
analogy. In the field of attosecond physics we usually make a
parallel to a single-arm clock, often called a phasor, seen on the



left in figure 1. The orientation of the arm depicts the phase and
the length of the arm the amplitude. If the arm starts turning
with a constant velocity, its motion follows a wave with a certain
frequency (and its corresponding wavelength) as in figure 1. We
can still assign a phase to the clock, but the value depends on what
we compare the phase with. If two clocks are turning with the
same speed, their arms opposite each other, the phase between
them is 180 degrees at all times. If they are instead turning with
different speeds, the phase difference depends on which moment
in time we “freeze” their rotations. An important feature of the
phase is that it is periodic. This means that we can only really
detect a movement of the arm within a single turn, equivalent
to 360 degrees. If we look away and the arm turns exactly one
revolution, we have no way of knowing if it moved at all.

In order to easier conceive the importance of a phase, let us
turn to figure 2 where we see a motorcycle. Just like a the groove
of a vinyl record contains the sound waves from all instruments
involved, we can treat the image lines as grooves: a sum of spatial
waves with amplitude and phase information. In the middle, we
see the result of keeping the phase of the waves, but replacing the
amplitude information with noise. The photo is faint but still
very much recognizable, even though the arm length of all clocks
are completely random. On the bottom we see the reverse case,
where the phase information has been replaced with noise. The
arms are now pointing in a random direction, and a gray fog is
all that remains.

The phase is clearly more important than the amplitude in

the above case and for our measurements it is absolutely crucial.

It can however be a very difficult property to measure physically,
as in the case for visible light. Continuing the analogy with the
clock above, neither our eyes nor a camera chip can detect the
way the arm of the clock is pointing (phase), only the length
(amplitude). The frequency of visible light is simply much too

high (the wave oscillates a trillion times per second). It is not

surprising then that a phase might be a foreign concept for us.

Nonetheless, the phase can affect one of the properties our eyes
are capable of perceiving: the amplitude.

An important feature of a wave, represented by a phasor, is
that we can add different phasors to create new phasors, a process
called interference. If we have one arm pointing at 12 o’clock

Figure 2. On the top we see the
full picture, an image of a
motorcycle. This image is
decomposed to its constituent
“waves”, and the amplitude
information is replaced with noise
while the phase information is kept.
The result is seen in the middle.
On the bottom we see the reverse
case, where the phase information
is instead replaced with noise while
the amplitude information of the
original image is kept.
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and one at 6 o’clock, their addition results in an armless clock,
if their lengths are the same. Through the addition of phasors,
we obtain a measurable result (a length change) that depends
on their relative phase difference. If you have ever looked at the
reflection off a wall of a laser pointer you have seen this in action.
The spot looks grainy and the pattern moves when you move
your head/eyes. What you see is actually the interference of waves
on your retina. If we again use the analogy of the clock, the laser
pointer emits only one color (related to the rotation speed of the
turning arm), and all arms are synchronized: they are in phase.
But when the laser light hits an uneven surface, the clocks will
change direction when reflected on the rough surface (almost all
surfaces are rough on the atomic scale). In our eyes the clocks
add up, interfere, and the darker and brighter spots we observe
results from this interference.

How is this then related to the timing of electron motion?
In the same way that light exhibits particle- (i.e. the photon) and
wave-properties, matter does too. An electron released from an
atom following absorption of light can also behave as a wave,
with an amplitude and a phase just like the phasor. The phase
can tell us about the time evolution of a system, as long as we have
a reference (we recall that phase is a relative term). It would be
natural to relate the events to the light that caused the release of
the electron, but this phase is not easily attained. What we can do
is release two electrons simultaneously and compare their phases,
and by extension determine which electron was released first. In
essence we have then caught the movement of an electron at its
own timescale.



Populirvetenskaplig sammanfattning

LLA AMNENS egenskaper, frin den genomskinliga

och litta luften vi andas dill det striva, vita pappret

den hir avhandlingen ir trycke pa, kan forklaras av

de byggstenar de bestar av. Detta misstinkte redan
“de gamla grekerna” och de kallade denna byggsten for &touog
(odelbar) vilket ocksa blev namnet pa dessa byggstenar: atomer.
I mitten pa 1800-talet borjade kemister att dela upp de imnen
som di var kinda i grupperingar och man sig tydliga beteen-
deménster som mynnade ut i det nu vilkinda periodiska sys-
temet. Dessa monster kunde sedan forklaras med den atomteori
som utvecklades pa 1900-talet. I takt med att mitinstrument
blev mer tekniskt avancerade kunde man faststilla att atomer
bestir av en kirna med protoner och neutroner samt en yttre
mantel av elektroner, bundna av kirnans attraktiva kraft. Hur en
atom beter sig bestims i mangt och mycket av hur elektronerna
ir grupperade, framforallt hur den yttersta grupperingen ser ut.

Idag ir alla 94 upptickta atomslag av naturlig férekomst
kartlagda till minsta detalj. Vad som fortfarande saknas ir en de-
taljerad forstielse f6r hur atomer interagerar med andra atomer,
eller egentligen hur deras elektroner r6r och forflytar sig. Mj-
ligheten att folja denna process i realtid skulle vara ett enormt kliv
framat f6r hela naturvetenskapen. Det r en oerh6rd utmaning
eftersom elektroner 4r nagra av de littaste partiklarna i universum,
och rér sig dirfr oerhort fort “runt” atomerna.

En av de forsta milstenarna pa vigen mot detta mal passer-
ades 2010, da man uppmitte att tva elektroner fran olika skal i
neon inte tog samma tid pa sig att frigoras; man hade alltsa “tagit
tiden” pa en elektron och dirmed foljt dess rorelse, om 4n gan-
ska primitivt fortfarande, experimentets komplexitet till trots. I
denna avhandling har vi bland annat vidareutvecklat metoder
for att folja elektroners rérelse bort fran atomen och samtidige

XU
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Figur3. Den bld och rida pilen kallas for fasvinklar, och har egenskaper
som en amplitud (streckade cirkeln) och en vinkelskillnad («). Nér de
borjar snurra med konstant vinkelbastighet w sd foljer deras projicerade
amplitud (streckade linjen) en vdgrorelse (blda och réda kurvan) med
samma amplitud, fas och frekvens.

undersokt hur noggrant vi kan gora detta.

For att forsta principen bakom dessa experimentella metoder
maste man vara bekant med begreppet fas. En fas ir en fundamen-
tal egenskap hos en vag. En vig i den fysikaliska meningen kan
beskrivas helt med en frekvens, en fas och en amplitud, men i den
allminna bemirkelsen tinker vi nog oftare pa frekvensen (som i
tonen hos en ljudvag) och intensiteten (hur hége vi uppfattar en
ljudvag). Nir det kommer till ljus bestimmer frekvensen vilken
tirg vi ser och intensiteten hur ljust nagot ar. Sa varfor ska vi bry
oss om fasen?

For att forsta detta abstrakta koncept ska vi ta till en analogi.
En bra analogi i det hir fallet 4r ett visardiagram (fasvektor), alltsa
en enarmad klocka, som syns i figur 3. Riktningen hos visaren
bestimmer fasen och lingden blir dess amplitud. Vikan forsta act
en fas ir ett relative begrepp, eftersom vi forlorar var referens om
“urtavlan” skulle vridas. Det blir ocksa tydligt att om vi har en fas
som dndrar sig med tiden si borjar visaren att snurra, och visarens
position i hojdled bildar di en vag med en frekvens som bestims
av hur snabbt visaren snurrar. Nir visaren snurrar behéver vi en
till visare som snurrar f6r att kunna siga vilken fas visaren har, i
vilket fall vi menar vinkelskillnaden mellan de tvi visarna. Om
visarna pekar i tvirt olika riktningar har de 180 graders fasskill-
nad. Om de ddremot skulle snurra med olika hastighet maste vi



vilja ett dgonblick och “stanna tiden” f6r att kunna bestimma
fasskillnaden.

En viktig egenskap hos en fas 4r att den ir periodisk, den kan
bara anta virden mellan 0 och 360 grader, efter vilka den repeterar
sig. Om vi skulle titta bort medan visaren ror sig exakt ett varv
kan vi inte veta om visaren rort sig alls.

For att visa just hur viktig fasen 4r for en vag kan vi vinda
oss till figur 4 dir ser vi en bild av en motorcykel. Denna bild har
nu tolkats som en summa av minga vigor, alla med en fas och
amplitud. Detta kan vara svart att forestilla sig, men pa samma
sitt som ett ljudspar pa en vinylskiva bestar av summan av ljudet
frin alla instrument kan man tolka varje rad i bilden som ett
”bildspar”. I mitten av figuren ser vi vad som blir kvar om vi bara
behiller fas-informationen men ersitter amplitud-informationen
med slumpmissigt brus. Portrittet 4r fortfarande igenkinnligt,
trots att alla information om visarnas lingder (figur 3) 4r borta.
Nederst i figuren ser vi 4 andra sidan vad som blir kvar om fas-
informationen istillet ersitts med brus. Nu pekar visarna i totalt
slumpmissig riktning. En grd dimma 4r allt som syns i bilden.

Fas-informationen hos en vig ir alltsd i foregaende fall vikei-
gare in amplituden, och for vira experiment ir den helt visentlig,
men nir det kommer till ljus 4r den ganska svar att mita fysikaliske.
Varken vira 6gon eller en kameras sensor kan mita fasen hos
ljusvagor som triffar dem, di [jusvigen har en vildigt hog frekvens
(synligt ljus oscillerar en biljon ganger i sekunden). Diremot kan
fasen paverka det vira 6gon kan uppfatta; amplituden.

En viktig egenskap hos en vag, som vi sedan tidigare repre-
senterar med en klockvisare, ir att man kan addera dem for att fa
nya klockvisare, en process som kallas interferens. Bade fasen och
amplituden avgdr den resulterande visarens riktning och lingd.
En visare som pekar klockan 12 och en som pekar klockan 6,
blir till en klocka utan visare (om de bida visarna ir lika langa).
Genom att addera tva visare, far vi ett mitbart resultat (skillnad i
lingd) som beror pa deras inbordes fas. Detta har ni sikert sett
sjdlva om ni studerat en laserpekares ljusprick pa nira hall. Den
ser lite grynig ut, och grynen rér sig nar man flytear pa blicken.
Den uppfattas som grynig for att vissa delar av ljuspricken slicks
ut. Ljuset fran lasern bestar av manga visare som alla pekar i
samma riktning. Nir de reflekteras pa en ojimn yta (ojimn pa
mikroskopisk nivi) paverkas visarnas riktning, och vissa visare

Figur 4. Overst i figuren ser vi en
svartvit bild av en motorcykel.
Pixelvirdena i bilden tolkas sen
som en summa av vagor med en fas
och amplitud. Figuren i mitten
visar resultatet av att erséitta
amplitud-informationen (lingden
hos visarna) hos alla vdgor med
slumpmdissigt brus. Nederst i
Sfiguren har istillet
fas-informationen (riktningen hos
visaren) ersatts med brus.
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kommer peka i motstaende riktning. Nir ljuset nar vart 6ga liggs
visarna ihop och nagra visare kommer slicka ut varandra medan
andra kommer skapa lingre visare, vilket leder till att vi ser ljusa
och mérka omriden i ljuspricken.

Vad har da detta med tidtagningen av elektroner att gora? Jo,
en elektron som frigors frin en atom kan ocksa bete sig som en
vag, likt en klockvisare med en fas och amplitud. Fasen kan siga
oss nagot om tidsforloppet (tink er en sekundvisare) si linge vi
har nigot att jimf6ra med (som nimnt ovan ir fas ett relativt
begrepp). Det naturliga vore att jimf6ra med fasen hos ljuset
som frigjorde elektronen frin atomen, men denna fas ir inte
littillginglig. Diremot kan vi jimf6ra olika elektroners faser
och dirmed ta reda pa vilken som frigjordes f6rst och hur stort
forspranget var. Pa ett nagorlunda rudimentirt sice har vi da
uppmiitt en elektrons rorelse pa dess egna tidsskala.
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ADC
APT
CCD
CPA
Ccw
FFT
FWHM
HHG
IR
KLM
MBES
MCP
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SAP
SPIDER

TOF
VMIS
XUV

Analog-to-Digital Converter
Attosecond Pulse Train
Charge-Coupled Device

Chirped Pulse Amplification
Continuous Wave

Fast Fourier Transform

Full-Width at Half-Maximum
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CHAPTER

Introduétion to the Ultrafast

In the microcosm, the borders between biology, chemistry, and
physics tend to disappear. The gaps between these apparently so
diSparate fields are bridged by the microscopic motion of electrons
in atoms, molecules, and nanoscale structures. Electronic motion
inside atoms is bebind the emission of visible, ultraviolet, and
x-ray light. Ele(tronic dynamics on the molecular scale is respon-
sible for the transport of bio-information and initiates changes
in the chemical composition and funition of biological systems.
Details of these motions often occur on time scales of tens ro ten
thousands of attoseconds (1 as = 1 07% 5) and require commen-
surate measurement and control techniques for their observation
and Steering, respectively. Can the function of bio-molecules be
manipulated and novel molecular Structures be formed by Steering
electrons in chemical bonds? How does charge transfer occur in
molecules assembled on surfaces and how can it be optimized for
more efficient solar cells? What are the ultimate size and Speed
limits of ele(tronic information processing and magnetic informa-
tion Storage, and how can we approach these limits? Answers to
these scientific and technological questions will first require insight
into and later possibly control of microscopic electron motion.

Ferenc Krausz & Mischa Ivanov, 2009
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1.1 The timescale of microcosm

Figure 1.1. Harold E. Edgerton,
Bullet through Apple, 1964,
printed 1984, dye transfer print,
Smithsonian American Art
Museum.

1.1 ‘THE TIMESCALE OF MICROCOSM

HE SMALLER the system we want to study is, the
/5 faster the dynamics of said system is expected to be.
This is a universal rule, applicable to the macrocosm

82 as well as the microcosm. In the macrocosm, typical
motion (such as revolution of galaxies) occurs on a timescale of
millions of years and beyond. In the microcosm, the world of
atoms, movements are very rapid and often referred to as ultrafast.
The term wultrafas? is used to describe a physical process with a
duration shorter than a nanosecond (107 s), though this def-
inition is not set in stone. Water molecules (i.e. movement of
many atoms bundled together) vibrate on a timescale measured
in picoseconds (107!% 5). The same water molecule is broken up
into its constituent atoms (i.e. movements of single atoms) in
a few of femtoseconds (1071° s) [1]. The motion of electrons
around the atom is instead unfolding in attoseconds (107!% s).
How could we ever detect this motion?

To be able to capture a sharp snapshot of the wings of a
fly in motion, a camera needs to open and close its shutter in a
millisecond of time. The fastest shutters today are able to open
and close in just a microsecond, before mechanical constraints
start to be of issue. To capture motion faster than this, we can
play a trick with the lighting. If we eliminate the background
light, and illuminate the object with a short burst of intense light,
it can be as short as 10 ns, the shutter speed is not a limitation
anymore. The short burst of light ensures that a single instance
in time will be captured by the sensor, allowing for a snapshot
of a bullet through an apple to be captured on camera, as seen in
figure 1.1.

Can the same technique be used to capture electron motion?
In a way, yes, but the flash and camera are quite different. First of
all, we have no way of “seeing” an electron in the literal sense, we
can just detect traces of it. The flash to "freeze” electron motion
is on the other hand more similar, but neither a mechanical nor
electronic solution can produce a flash of attosecond duration.
What is needed is a purely optical solution.
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1.2 SHORT LIGHT BURSTS

Several technological breakthroughs were required to advance
ultrafast science from the nanosecond regime, which could be
accessed using a normal, incoherent light flash, to the attosecond
time scale. The laser [2], discovered in 1960, was the first and
most crucial breakthrough. The laser could emit a light wave
with an almost perfect single frequency, offering a completely
new layer of controlling light.

Frequency
A
Magnitude p g
| -7
AL l A
| ™A
Time

Figure 1.2. By adding many waves with different frequencies togetber,
it is possible to create a wave with a magnitude spike confined to a small
region in time or space. This wave is often called a pulse or a wave packet.
The dashed line connects the crest of each wave, indicating the phase
relation between the waves. A straight line generates the shortest pulse, a
tilted or curved line results in a longer pulse. The more frequencies are

added, the shorter the pulse duration gets.

A single frequency is useful for many spectroscopic applica-
tions, but ultrafast science is not one of them. A single frequency
is by definition infinitely stretched in time. Let us instead see
what happens when we add many frequencies together. As seen
in figure 1.2, by adding waves of increasing frequency, the re-
sulting wave is confined to a very narrow region in time, a pulse,
where all frequencies are in phase*. To create a shorter pulse, we
”just” need to add more waves in phase. In practice, this was
realized by utilizing new-found properties of some transparent

*Indicated by the dashed line
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Figure 1.3.  Interference of the blue and red phasor and the corre-
sponding waves. Adding the red phasor to the blue phasor results in the
black phasor. (Top) When the phase difference is w, the black phasor is
minimal and the wave that results from the rotation is the least intense.
(Bottom) When the phase difference is 5 the amplitude is larger and the
interference results in a more intense wave.

materials [3] which emitted more frequencies of light while pas-
sively keeping them in phase, leading to the first laser pulses of
femtosecond duration.

The nextleap was when a process now called High-order Har-
monic Generation (HHG) [4, 5] was discovered, which quickly
inspired the notion of generating pulses of attosecond duration
[6-8]. By focusing a highly intense laser pulse into a dense gas, it
was possible to generate a large range of high frequencies, capable
of adding up to an attosecond pulse. But even if they did, how
would we confirm it?
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1.3 INTERFERENCE OF WAVES

The first detection and proof of attosecond pulses came in 2001,
where two groups independently of each other detected a train of
attosecond pulses [9] and a single attosecond pulse [10], mark-
ing the birth of attosecond science. The two experimental tech-
niques that made this possible both relied on a phase sensitive
measurement, revealing all necessary information about the wave.
Throughout this thesis we will only discuss the foremost tech-
nique, which is based on interference of waves.

Most instruments for detecting light waves only measure the
intensity of a wave, so in order to measure the phase of a wave
it is often necessary to include another wave; a reference wave.
Let’s say we want to measure the phase of an unknown wave, the
blue wave in figure 1.3. First we generate a reference wave, the
red wave, whose phase we can control precisely*. We let the two
waves interfere, i.e. we add them together as in figure 1.3, and we
measure the intensity of the resultant (the black curve). On the
top of figure 1.3, the resulting wave is weak since the blue and
red waves are completely out of phase. When the phase between
the two waves changes, the resulting wave changes as well. If we
record the intensity* at every phase difference, from 0 to 27, we
get an oscillating intensity curve. The phase of this new curve
depends only on the phase of the blue and red waves, and since
we control the phase of the red wave, we can determine the phase
of the blue wave. This is the principle behind the first detection
of an attosecond pulse train. For a more rigorous walk-through,
see the succeeding chapters.

The confirmation of an attosecond "flash” was the starting
gun for studying electron motion in atoms and molecules in real
time. In 2002, the first experiment using attosecond pulses was
successfully carried out [11]. Drescher and coworkers managed
to follow an inner shell electronic process of Krypton atoms on a
femtosecond timescale with attosecond resolution. Since then,
other atomic processes such as valence electron motion [12] and
photoionization [13-15] has been studied, but also electron
dynamics in solids [16] and molecules [17]. All experiments
have in common the use of a reference wave, which very roughly
can be thought of as the "camera”, allowing for snapshots to be
taken at different relative position of the reference wave.

*How this is done experimentally

will be discussed later on

*A measure of the length of the

phasor



1.4 Scope of this work

*The community has still not
agreed on the spelling of the

acronym

1.4 SCOPE OF THIS WORK

The scope of this thesis is limited to studying the temporal aspects
of photoionization of atoms, the process where an atom absorbs
light (a photon) and an electron is released. The experimental
method used throughout this work is based on interference of
the released electrons (photoelectrons), utilizing the wave na-
ture of electrons, bearing much resemblance to the description
above. The method was originally suggested in 1996 [18] and
demonstrated in 2001 [9, 19] where it was dubbed rRaBITT*
(Reconstruction of Attosecond Beating by Interference of Two-
phoron Transitions). Interestingly, the time resolution that can
be obtained is ultimately not limited by the duration of the pulse
but rather by the precision with which we can control the rel-
ative phase between the attosecond pulse (the "flash”) and the
reference wave.

1.5 PAPERS AND OUTLINE

In this thesis work we pushed the interferometric technique fur-
ther by installing a high resolution photoelectron spectrometer
and improving the long and short term stability of the inter-
ferometer, which allowed developing the analytical process as
demonstrated in Paper /1. In this paper we revisited the scope of
reference [14] and resolved the discrepancy between experimen-
tal observations and theoretical predictions.

In Paper I we discuss the current status and challenges of
photoionization dynamics in atoms, in a road-map on ultrafast
atomic and molecular physics. While Paper /7 investigates pho-
toionization in neon on an attosecond timescale, Paper /7 and
Paper 111 focuses on resonant photoionization, which occurs on
a femtosecond timescale, showcasing the versatility of RABITT.
In Paper 111 we follow the spontaneous emission of electrons
(autoionization) following photo-excitation of helium. In Paper
1V we use a similar technique to showcase a proof-of-principle
measurement in argon, where the autoionization process is more
complicated due to the number of electronic states involved. In
the same measurement, we found a periodic modification of the
angular distribution of the photoelectrons in non-resonant ion-
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ization, as described in Paper V1. In Paper V, we perform a
thorough investigation of the RABITT technique itself by simu-
lating different experimental conditions.

The succeeding chapters will explain in detail how the at-
tosecond flash is created and how we use this flash to follow
electron motion. Starting with Chapter 2, the procedure of gen-
erating attosecond pulses in a train is described and the theo-
retical model helping us understand and optimize the process
is reviewed. Chapter 3 describes photoelectron detection for
attosecond experiments and the interferometric technique* is
introduced and thoroughly explained. Chapter 4 describes the
extensive analysis made possible by RABITT and shows how we
can use this analysis to follow electron motion. Finally, Chapter
5 gives a summary and an outlook.

*i.e. RABITT






CHAPTER

Generation of Short Light Bursts

Just one year after the invention of the firSt working laser, the very
same laser was responsible for the discovery of a new property of
transparent media. It was found that a quartz crystal, upon being
illuminated by the laser beam, caused some of the light passing
through to oscillate twice as fast, in other words the frequency
had been doubled. This bighly nonlinear optical process, called
second harmonic generation, discovered thanks to the bigh intensity
of laser light, is a common tool today to create light waves at
[frequencies where lasing is difficult to achieve. Two decades later,
in 1987, another similar process was discovered, this time allowing
for not one new frequency but a dozens or more to be generated at
higher harmonic orders than ever before.

2.1 GENERATION OF FEMTOSECOND PULSES

LL LIGHT around us results from electronic motion.
Most* of it is generated when electrons move to a
lower energy state, be it the sun, an incandescent light
bulb, an LED or alaser. As was briefly discussed in the
carlier chapter, in order to create a burst of light with a duration
much shorter than a mechanical shutter or an electronic switch
can produce, a purely optical solution needs to be adopted. As

2.1 Generation of
femtosecond pulses

2.2 Generation of
attosecond pulses

2.3 The HHG setup in
Lund

2.4 Summary

*There are exceptions, for

example synchrotron light

11



2.1 Generation of femtosecond pulses

*Gaussian pulse shapes and

FWHM are assumed

*Or conversely, from 700nm to
400nm
*i.e. in the NIR or Near InfraRed

region. However, it is referred to

as IR henceforth.
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Figure 2.1. The gain and pump
curve of Ti:Sapphire.
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was shown, a broad band of plane waves with increasing frequen-
cies add up to a short pulse/wave packet. The pulse duration,
A, of the wave packet and the spectral bandwidth, 4v, of the
waves are related via the time-bandwidth product [20], a property
which is prevalent whenever waves are studied*:

A7 - Ay > 0.44 (2.1)

It is clear that the shorter the pulse duration we aim for, the
broader the bandwidth needs to be. A pulse of 10 fs duration
requires a bandwidth of roughly 44 THz (44 - 10'*Hz). Visible
light spans from 400 to 700 THz*, meaning visible light can
support a 10 fs pulse. However, let’s assume we want a wave-
packet with a central wavelength of 800 nm*. At 800 nm, a 44
THz bandwidth corresponds to a band of wavelengths 100 nm
broad, i.e. if all wavelengths from 750 to 850 nm oscillate in
phase, they add up to a pulse of 10 fs duration. In the following,
we will see how this can be achieved experimentally, but for a
more extensive review see reference [21].

To achieve this in practice is not a trivial feat, but one of
the most common solutions spells 77:Sapphire. This material,
titanium-ion (Ti**) doped sapphire (Al,Oj) crystal, or Ti:Sap-
phire, has several qualities which makes it an ideal laser gain
medium [22]. If we turn to figure 2.1, we see the first reason.
It has a gain curve almost 400 nm broad, peaking at 800 nm,
meaning it certainly can support our 10 fs pulse. At the same
time, the absorption curve is well separated and peaks at 530 nm,
a region where many commercial pump lasers function. What
is more, the sapphire crystal can sustain high laser power since it
can be efficiently cooled, owing to its high thermal conductivity.

The issue now is that all the waves, or modes, needs to be
phase-locked in relation to each other to create a traveling pulse in
the laser cavity. This can be solved by utilizing a non-linear effect
of the crystal, called the Kerr lens effect, and designing the laser
cavity accordingly. The refractive index of a medium becomes
intensity dependent at high laser intensities, with a maximum at
the center of the beam, so that the medium acts as a lens for the
laser beam. If an aperture is placed after the medium, we restrict
the cavity to only amplify light which is intense enough to focus
through the aperture, in this case a femtosecond pulse. This is
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Figure 2.2. Principle of a z-shaped Ti:Sapphire mode-locked oscillaror,
showcasing how the Kerr-lens effect aids in achieving mode-locking.

called passive mode-locking. All we need is a short pulse to spon-
taneously appear, and it will be self-sustained, similar to how a
combustion engine needs an initial turn of the crank to sustain
the movement. We can “kick-start” the oscillator by introducing
a disturbance, moving a mirror for example, until a short pulse
appears and the oscillator is mode-locked. A schematic drawing
of this process is seen in figure 2.2. Not shown is a way of com-
pensating for the dispersion in the cavity. With broadband light
we have to take into account that waves of different frequencies
do not necessarily travel at the same speed in air or transparent
media, which leads to a stretching of the pulse length if not prop-
erly compensated for. A common way to compensate for the
dispersion in air is to introduce two gratings (shown in figure
2.3) or prisms (shown in figure 2.4) in the laser cavity.

Can the same technique be used to generate attosecond
pulses? A 10 as (attosecond) pulse needs a bandwidth of 44
PHz (44 - 10"Hz), meaning visible light cannot be used any-
more. The high frequencies correspond to wavelengths in the
region between 124 nm to 10 nm, called xuv (eXzreme Ultravi-
oler). The biggest issue working with xuv (and X-rays for that
matter) is that most mirrors are not reflective for xuv light at
normal incidence, as figure 2.5 shows, massively complicating

Figure 2.3. A pulse can be
stretched in time by simply
allowing different colors
(frequencies) to travel different
lengths, thereby delaying the blue
colors with respect to the red colors,

leading to a longer pulse.

——

Figure 2.4. A stretched (chirped)
pulse can also be compressed in
time by advancing the blue colors
with respect to the red colors,
causing all frequencies to be in

phase.
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Figure 2.5. Reflectivity of different
metals from the IR to XUV region.
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Figure 2.6. The principle of cpa.
The pulses from the oscillator are
first stretched in time, then
amplified and lastly compressed to
their final pulse duration and

energy.
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the design of the laser cavity for xuv radiation. A very different
technique is indeed required, a technique which will utilize the
extreme intensities that a femtosecond laser can achieve thanks
to the ultrashort pulse duration.

Even though the output pulse of a properly dispersion-
compensated mode-locked Ti:Sapphire oscillator can reach dura-
tions below 10 fs, the energy of a single pulse is normally limited
to a few nanojoule (n]). As we will see in the next section, to
be able to generate attosecond pulses from a femtosecond pulse
we need to reach peak powers in the TW (102 W) region. For
a pulse of 10 fs duration, this roughly means a pulse energy of
10 m], i.e. a million times more than the output of the oscilla-
tor. The problem is, if we were to send the oscillator output
pulse through an amplifier chain of Ti:Sapphire crystals until we
reach the desired energy, the peak powers will be high enough
to destroy the crystals immediately. However, the crystals can
be spared if the energy is in some way dispersed in space or time.
Due to size constraints of the crystals and the optical elements, it
is preferred to disperse the energy in time by simply stretching the
pulse. As was mentioned earlier, a prism or a grating can be used
to either stretch (figure 2.3) or compress (figure 2.4) pulses. By
first stretching the pulse from a few fs to around 100 ps, the pulse
can be amplified by a factor of 10° before being compressed to the
final pulse length. This technique is called cpa (Chirped Pulse
Amplification). A flowchart of the procedure is seen in figure 2.6.
In fact, the 2018 Nobel Prize in Physics was awarded to Gérard
Mourou and Donna Strickland for this technique, invented in
1985 [23].

2.2 GENERATION OF ATTOSECOND PULSES

In 1987 it was discovered that if we focus the laser pulse from a
picosecond laser with an intensity of 10 TW/cm? into a dense rare-
gas target, the extreme intensities will cause a small fraction of the
light to be up-converted to much higher orders than ever observed
before [4, 5], seen in figure 2.7. The process was subsequently
named High-order Harmonic Generation or HHG. It was soon
realized that the broad spectrum of light generated in HHG could
consist of attosecond pulses [8].
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Even before the discovery of HHG, the non-linear process
of frequency conversion was well known. Light propagating
through a dielectric* medium, such as a quartz crystal, will exerta  *a medium with a high
force on the electrons in the medium, causing a charge separation.  polarizability
The collective induced separation, polarization, in the medium is
called the polarization density, P:

P=cyyWVE+eyPE2+ gy E3... (2.2)
linear non—linear

As seen, the polarization is a function of the electric field, £,

and depends on the medium-dependent electric susceptibility*,  *A measure of a material’s

x- The polarization of the medium will affect the propagating  polarization in response to an
light by acting as a light source itself. For electric field strengths  electric field, related to the
much smaller than the electric field of the atoms in the medium,  refractive index asn®> = 1+ y
the polarization is well described by solely the linear term. The

light propagating in the medium might then be delayed, if all

frequencies are equally affected, or dispersed in time, if y isinstead

frequency dependent. This effect can be utilized or compensated

for as we have seen earlier in this chapter. 100 | |
Now, a field strength that is comparable to the atomic field 11 13

(~ 10" V/m for the hydrogen atom) opens the door fora wide 5 801 b 7 |

range of interesting phenomena, such as Kerr-lensing or second U ? a

harmonic generation, and the non-linear terms must be included g 40| .

to describe these phenomena. For example, we see that thesource 2| |

will oscillate twice as fast if the second term is included, since

E? x ¢ where w is the frequency of the propagating light, 0020 100 80 60

thereby explaining second harmonic generation. Wavelength (nm)

However, this model cannot fully describe the HHG process.
Not only were the harmonics of very high orders, but the con-

. . . Figure 2.7. Ha 2 ated
version efficiency seemed to be constant for a majority of the 5" rIRORIE Lemeraty

[from a fundamental wavelength of
harmonic orders, shown in figure 2.7, in stark contradiction to 1064 nm. Reproduced from

equation 2.2 where each order is expected to be much lower than  7¢ference [5).
the previous. What follows now is a detailed explanation of the

HHG process and how we can control it to obtain attosecond

pulses.

22.1 HHG - the single atom response

The phenomena of HHG can be quite successfully modeled by
a semi-classical model introduced in 1993 [24, 25] called #he

15



2.2.1 HHG - the single atom response

16

~

three-step model. The model hinges on quantum mechanical
concepts, but the mathematical description is classical. It is based
on the premise that the electric field of the laser pulse is strong
enough, meaning on the same order as the atomic potential, to
modify the electric potential that a bound electron is subjected
to. The sequence of the events that follow can be divided into
three distinctly different steps. These steps are depicted in figure

—\ﬁ 'K/\
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Figure 2.8. Illustration of the three-step model. The electron is bound in
an atomic potential. A strong, varying electric field (red wave) distorts
the potential, allowing the electron to escape. The field changes direction,
accelerating the electron (the blue curve is the path of the electron) only
to return to the ion, where it recombines and a photon with high energy
is emitted.

I Theatomic potential is severely distorted, enabling a bound
electron to tunnel out of the potential at a time #,. If the
wavelength of the laser is relatively long, the field can be
assumed constant during this step.

IT The free electron is now subjected to the linearly polar-
ized laser field, modeled as a sinusoidal electric field £ =
Ejsin(wr) with amplitude E; and angular frequency w.
The electron will be accelerated by said field, and if the elec-

tron has no initial velocity at ¢, the subsequent trajectory
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can be derived as:

E
x(z) = 6—02( sin(wt) — sin(wty) — (2 — #y) cos(wto))
me
(2.3)
The electron mass and charge are denoted 72 and ¢ respec-
tively. The electron follows an oscillatory motion and de-
pending on the time of ionization #j, it might travel back
and meet the parention (i.e. crossx = 0) ata time £,. At
this point, it will have gained an energy E,.:

E, = 2U,(cos(at,) — cos(wt;))? (2.4)

The ponderomotive energy, U 1 the cycle-averaged kinetic
energy of the oscillating motion of an electron in the field:

e2E?

—% « 2] (2.5)

U. =
P 4w

III There is now a possibility of the electron recombining with
the parent ion, in which case a high energy photon will
be emitted, the energy of which will depend on the path
of the electron and on the ionization potential, L, of the
atom. The maximum photon energy, also called the cut-off

energy, is given by:

Ey, <1, +3.17U, (2.6)

Since the cut-oft energy depends on U, the maximum photon
energy achievable with HHG increases linearly with intensity and
quadratically with wavelength. Moreover, there is a wide spec-
trum of possible photon energies, depending on the path of the
electron, meaning a broad range of frequencies in the xuv-region
is emitted in a single half-cycle of the laser field. Since the laser
field is sinusoidal, and the direction of the field irrelevant, the
process of photon emission will be repeated twice per cycle. Due
to this symmetry, radiation of even frequency-multiples of the
laser photon energy (i.e. even harmonics) will be emitted with op-
posite phase from one half-cycle to the next, thus canceling each
other, while those at odd multiples will have the same phase. The

17
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Figure 2.9. In a phase-matched
medinm, the light is emitted in
phase and the sum of the light
increases quadratically with the
length of the medium. A
mismatch of emission phase leads
to an oscillation intensity of the
output.
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time-integrated field will then only exhibit odd-order frequency-
multiples of the fundamental laser frequency . The 2w-spacing
can also be understood by recalling the time-scaling property of
the Fourier transform, where « is 2 in this case:

f(f) = F(aw) (2.7)

a

All of the above mentioned predictions are seen experimentally
[26]. The model is however limited to the response of a single
atom, while the experimentally measured light is the result of an
enormous ensemble of atoms emitting the light together. The
properties of the resulting light will therefore also depend on
the phase relation between each individual atomic response. To
further explain what is measured experimentally, we need to look
at the macroscopic effects of HHG.

222 HHG - macroscopic picture

It is not trivial to answer whether the atoms should emit the
light in phase or not, but since we experimentally measure the
generated light, we know that the emission of each atom must
add more or less constructively. The issue of optimizing the
emission process depends largely on this phase-matching, and the
problem is visualized in figure 2.9. The intricate details of phase-
matching are beyond the scope of this work, but its importance
should not be understated. By knowing what circumstances
affect the phase-matching, we have more control in shaping the
generated light to our preference. The total phase-mismatch,
Ak, depends on four contributions [27-31], where a perfect
phase-matching corresponds to 4 = 0. Since the different
contributions bear different signs, it is theoretically possible to
minimize the mismatch. To achieve this experimentally, we can
affect these contributions by modifying the gas pressure in the
focus, the position of the focus and the intensity of the laser
beam. Since HHG involves many parameters, the optimization is
achieved through a recursive procedure, monitoring the output
while modifying the conditions.

As was shown in the three-step model, the process of gen-
erating high harmonics is best understood in the time domain,
i.e. by following the events of the atomic distortion at different
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times in the electric field. The light generated from HHG however
is most conveniently treated in the frequency domain, i.e. ina
time-integrated picture, where the spectral amplitude and phase
are studied. Since we measure the frequency spectrum of a signal
with a photon or electron spectrometer, it is a natural choice.

In the following chapters we will often switch between the
time- and frequency-domain to describe the measurements, but
also to describe the dynamics of what we measure. In light of this,
we will take a moment to discuss the time-frequency relation of
the generated attosecond pulse train (APT).

Oscillator 1/f HHG
>
i W U W - “’!W
Frequency Time
Broadband spectrum Train of attosecond

pulses

in XUV |

Harmonic spectrum
in XUV

T
| vww\/v

fs pulse

Figure 2.10. Relation between the pulses generated in the oscillator, the
pulse trains generated from HHG and individual pulses in the train.

In a mode-locked oscillator there is a pulse traveling between the

19
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*Via for example a refraction
grating, spatially separating the

harmonics.

“Le. all frequencies are in phase.
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two end mirrors, arriving at the output mirror with a frequency
of frep = ¢/ Lo, which depends on the oscillator length Z,. This
means that the emitted pulses are separated in time by 1/ £,.,,. As
we discussed before, these pulses are amplified by several orders
of magnitude before they are focused into a gas cell, generating
high order harmonics. This sequence is seen in the top of figure
2.10, where the pulses are depicted in time. Beneath, we see a
zoom-in of the train of attosecond pulses, which is generated in
the gas cell. The interference of all pulses in the train is what
leads to the characteristic harmonic spectrum, where each odd-
order peak is separated by 2w,  being the frequency at the central
wavelength of the fundamental pulse emitted from the oscillator.
If we were to separate a single pulse in the train, which is possible
via different methods of gating [32, 33], we get a broadband
spectrum in the xuv. If instead we separate” a single harmonic
peak in the frequency domain, a pulse of femtosecond duration
in the time domain emerges.

With this in mind, let us have a closer look at the relation-
ship between the spectral intensity and the temporal intensity
in the train. In figure 2.11, the harmonic intensity and spectral
phase are plotted on the left hand side, while the corresponding
intensity of the APT is plotted on the right hand side. In the
top of the figure, the phase across the full spectrum is flac* and
the corresponding pulse train is said to be Fourier limited. Both
the individual pulses and the train is at their shortest duration,
given a certain spectral intensity. The colors depict that a single
harmonic corresponds to a femtosecond pulse and inversely a
single pulse in time corresponds to a broad spectrum (only true
for a Fourier limited pulse). In the middle, a quadratic phase
relation between the harmonics have been introduced, and the
individual pulses in the train are, as a result, not Fourier limited
anymore. This phase relation is referred to as the atto-chirp, since
it affects the attosecond pulses themselves. As seen, the phase
of each harmonic order is still flat, they are just offset to each
other in a quadratic manner. In the bottom of the figure the
inter-harmonic phase is flat, while the intra-harmonic phase is
now quadratic, a change which only affects the pulse train length,
not the individual pulses. This phase is referred to as the femzo-
chirp, seeing as it affects the whole pulse train which has similar
duration to the femtosecond pulses they are generated from.
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Figure 2.11. Time-frequency relation in the pulse train. each frequency
has a corresponding phase, essentially telling is when in time the frequency
arrives related to the other frequencies. A flat phase relation across the
Sfull spectrum results in a pulse train of short pulses. If the phase is
then varying inter-harmonic (middle) or intra-harmonic (bottom) the

individual pulse (middle) or the length of the train (bottom) is affected.

Using the three step model described earlier, we can derive a
simple formula for the phase relation of the harmonic peaks [34].
An approximate expression for the return time of the electron as
afunction of emitted frequency, £,({2), is obtained by examining
how equation 2.4 vary as a function of #,". Since Q2 = dg¢/dt,
where (2 is the frequency, the spectral phase ¢((2) is determined
by an integration of the return time, and the phase difference
between two neighboring harmonics can then be approximated

by:
4
44, = 7(61 qp)0* (2.8)

where y is determined numerically in reference [34]. The atto-
chirp is then 7xyy = 4¢, /2w, which varies linearly with har-
monic order.

*For a complete derivation, see

reference [34]
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2.3 Tue HHG seTuPr IN LUND

As the concepts of femtosecond and attosecond pulse generation
have been introduced, we will turn our focus to the technical part
of achieving HHG and what settings we can adjust to control the
output to suit our experiments.

The laser chain is seeded by the commercial oscillator, model

«Rainbow» from Femtolasers, where pulses of 7 fs duration are
generated from a mode-locked Ti:Sapphire cavity. The pulses,
originally of 2.5 n], are then stretched using the grating configura-
tion of reference [35] and sent through an AoPDF [36] (Acousto-
Optical Programmable Dispersive Filter)* of model «Dazzler»
from Fastlite. This filter can, if wanted, shape the spectrum of
the pulse to produce a more narrow bandwidth, and additionally
shift the central wavelength of the spectrum. The tunable range
of the laser is seen in figure 2.12. This allows for, in turn, a tun-
ing of the harmonic spectrum generated from the manipulated
pulse. A narrower laser spectrum corresponds to a longer pulse
in time, which in turn means that a longer train of attosecond
pulses is generated by HHG, making the harmonics more narrow
themselves (see figure 2.11). Shifting the central frequency by dw
causes a shift of the harmonic spacing by 2dw. The N *h harmonic
then moves by Ndw, allowing for a fine-tuning of the harmonic
energies.
When the full bandwidth is used (100 nm), the filter operates
only as an error-correction device, compensating for phase dis-
turbances which are inevitably introduced throughout the laser
chain.

The pulses are then sent through multiple stages of amplifi-
cation. A short and concise schematic flowchart of the stages is
seen in figure 2.13. Two pulsed diode lasers (green arrows) pump
four different Ti:Sapphire crystals at a repetition rate of 1 kHz.
After initial amplification to 250 n] in the Multi-pass amplifier,
the pulses travel 14 times though the crystal in the Regenerative
amplifier, to an energy of 0.5 mJ. In the last two amplification
stages the pulses pass two Ti:Sapphire crystals three times each,
the latter being cryogenically cooled by liquid helium, to a final
energy of 10 mJ. The pulses are then compressed with a grating
pair as described in reference [37] to a Fourier limited duration

of 20 fs if the full bandwidth is used.
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The amplification chain is a quite sensitive system, so to en-
sure that the pulses are always of the specified duration and energy,
a variety of diagnostic tools are connected to the chain. A «Wiz-
zler» is used to measure the pulse duration in real time, and the
measured spectrum can be fed back to the «Dazzler» to apply
corrections to the amplitude and phase of the spectrum. Rougher
corrections are applied to the grating angles in the compressor.

The pulses, or laser beam (these two descriptors will be used
interchangeably to refer to the femtosecond laser output), are
then directed to a vacuum chamber approximately 5 meters away.
A small angular deviation results in a substantial spatial move-
ment after S meters of travel, which is why the beam-stabilization
system «Aligna» from TEM is used to correct for variations in
the pointing of the beam at the entry of the HHG setup. It reads
the position and angle of the beam at a 100 Hz, correcting small
movements with piezo-actuators on two mirrors and larger move-
ments with stepper motors. The beam is focused, using a spher-
ical mirror with a focal length of 50 cm, down to a spot size of
86 micron. The focus spot is placed, after entry into a vacuum
chamber, inside a small cavity with an opening of 1 mm, which is
fed with gas using a pulsed valve. Before the pulse passes through
the cavity, the valve opens and fills the cavity with a gas of be-
linm, neon, argon or xenon. The intensity in the focus region
is estimated to be 4 - 10* W/cm?, high enough to generate an
attosecond pulse train. The intensity can be varied by limiting
the beam size before the focusing mirror, an action which will
also change the focusing properties of the beam, or by limiting
the power with a half-wave plate and a polarizer, which will add*
some dispersion to the femtosecond pulse.

The APTs" are then focused into a target chamber, where the
devices detailed in Chapter 3 are mounted. The beam is then
directed towards an XUV spectrometer for diagnosis. The prin-
ciple of the spectrometer is seen in figure 2.14. The xuv beam
hits a grating, which refracts the wavelengths of the attosecond
pulse trains into different angles, causing a spatial separation of
the harmonic orders. Longer wavelengths are refracted more,
shorter less. The separated harmonics are focused in the vertical
direction onto an McP (Multi-Channel Plate), consisting of tiny
metal channels which amplify the signal. Given that HHG is a
very inefficient process, only about a millionth of the energy is

*This can be pre-compensated for.

*Alternatively «harmonics» or

«XUV beam/pulses», all are used

interchangeably
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Figure 2.14. Schematic image of the xuv spectrometer. The attosecond
pulse trains are refracted on a gold grating, which separates each harmonic
in space onto a photo-multiplier. The resulting image from the phosphor-
screen is captured by a camera.
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converted at best [29], the xuV light needs amplification to be
seen. At the end of the mcP the electrons hit a phosphor screen,
which will fluoresce as the electrons arrive. The fluorescing image
is captured, as seen in the figure. The XUV spectrometer is mainly
used for feedback of the harmonics in order to optimize them
for a certain experiment. An experimentally measured spectrum
generated in neon is shown in figure 2.15.

Metallic filters in the XUV path shape the harmonic spectrum
in a very predictable way, while absorbing the fundamental. A
200 nm thin foil of aluminium has a transparency of almost 60 %
in the region between 10 and 72 €V, with a very sharp definition.
For a high pass filter, zérconium is often used, absorbing harmon-
ics below 60 €V. See figure 2.16 for the transmission curves in the
XUV region.
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Figure 2.15. The image of the phosphor-screen is summed across its
non-dependent axis, and the wavelength axis is converted to frequencies
(photon energy). The spacing between each harmonic is now about 3.1
eV and the calibrated bharmonic order is seen above. The spectrum was
generated in neon. The cut-off is reached at 90 eV. There are more
harmonics generated below 50 eV, they are just not able to fit onto the
21CP all at once.

2.4 SUMMARY

In this chapter we have seen how we can create light with some
very unique properties. Through a process called HHG, we can
generate light bursts which are coberent*, of unparalleled ultra-
short duration and with energies in the extreme ultraviolet region
closing in on the soft X-ray region. This region of light frequen-
cies is extremely useful in spectroscopic applications, since it is
able to excite the outer and inner shells of a wide range of atoms
and molecules, not possible with normal laser light".

Now we will see how this light can be used to follow some
electronic processes in real-time using an interferometric tech-
nique and deploying time-frequency analysis.

*i.e the phase relation between the

frequencies is well-defined

*For example 800 nm corresponds
to 1.55 eV. Only a high order

process can ionize an atom.
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CHAPTER

Interferometry with Photoelectrons

Interferometry is an extremely powerful technique, which typically
makes use of the short wavelengths of visible light to measure
minuscule diSplacements and durations otherwise impossible to
detecl. An interferometer is conceptually a very simple device, it
can consist of as few as three reflective elements and an eyepiece,
and lends its use in all of science. A length change of a single
nanometer, equal to the width of 10 atoms, is easily dete(fable
even with our own eyes. This is possible though the interference of
light waves. In this chapter, we will not only discuss interferometry
with optical light, bur also with matter waves using a quantum
interferometer.

3.1 PHOTOIONIZATION

EGATIVELY or positively charged ions are produced
when one or more electrons are absorbed or emit-

¥

7 ted from an atom or molecule. For an electron to

be absorbed, there has to be a free electron available
close-by. To remove an electron, we need to supply enough en-
ergy to overcome the attraction of the nucleus, referred to as the
atomic potential. This can be done via energy transfer from either
charged particles or photons. The event of the latter is what is

3.1
3.2
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called photo-ionization. As was stated in Chapter 2, most light re-
sults from electron relaxation, when an excited electron relaxes to
amore bound energy state, releasing its excess energy in form of a
photon. The reverse process is simply phoro-excitation, and if the
atom is ionized in the process we refer to it as photo-ionization.
The released electron is called a photo-electron and its detection
can give us insight into the system it was released from. We often
want to investigate an atom at rest, but at the same time we need
to disturb it to create a photoelectron. Gathering information
about an atom at rest might seem like an impossible task then,
but through some basic assumptions and an extensively tried
theoretical framework it is possible.

If we were to generate light with a fixed energy of £, and fo-
cus it into a volume of atoms of a single element while measuring
the kinetic energy” of all the electrons that are released, we would
make two observations: the energy of the electrons differ from
E b by a constant value; the amount of electrons released and
their energy offset depends on the atomic species. Furthermore,
if the photon energy, £, is continuously increased, the energy
offset might suddenly change, as will then the electron yield. This
tells us that the electrons are distributed into discrete, guantized,
shells with a certain probability* of absorbing a photon. If we
observe the directions that the electrons are released in, we will
not always see a uniform pattern: some directions might be more
favored than others, depending on the atomic species and which
energy level is ionized (the polarization of the light also plays a
role). The electronic states of the atom are not only configured
into discrete energy levels, they are also configured into certain
rotational distributions around the nucleus. This property is
referred to as angular momentum. By measuring the momentum
of the released electrons, which includes measuring the angle of
emission and the velocity, we gain full insight into the electronic
state it originated from.

One of the first indications of a light quanta (i.e. the pho-
ton) came from an experiment by Hertz in 1887 [38]. The
detected phenomena, the photoelectric effect, was later theoreti-
cally described by Einstein in 1905 [39]. This model of a light
quanta, along with the atomic model of Bohr from 1913 [40],
contributed immensely to the subsequent development of quan-
tum mechanics.
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The quantum mechanical model of photoionization is vi-
sually explained in figure 3.1. A ground state, the lowest en-
ergy electron configuration of the atom, is excited by a photon
with an energy exceeding the ionization threshold of the least
bound electron. The electron undergoes a transition to a state
not bound by the atomic potential any longer. The electron will
therefore escape the atom as time progresses with a kinetic energy
e=F o = 1y The probability amplitude, ¢,, of this transition,

after the interaction is over, can be written as [41]":

1 ¢ A
Ci,l) =75 (e1l7lg)  Exuv(2) (3.1)
dipole light frequencies

where | g> denotes the ground state, |¢;) the final un-bound state
with angular momentum /, and 7 the ele#ric dipole operator. The
latter describes the interaction between the electric field com-
ponent of the xuv light and the charge separation (dipole) of
the atom. There are other forms of transitions possible via other
modes of charge separations, but these are far less likely. The term
noted dipole above tells us which dipole transitions are possible.
Only those transitions that change the angular momentum by
+1 are possible, stemming from the fact that a photon carries
angular momentum and the total angular momentum has to be
conserved. Since the probability also depends on the XUV spec-
trum, we expect the distribution of photoelectrons to mimic that
of the XUV spectrum. This means that the frequency comb of an
attosecond pulse train will be imprinted on the photoelectron
spectrum, originating from the interaction of said pulse with an
atomic ensemble. This important relation will be utilized later
on.

Now we know what properties a photoelectron will possess
after ionization by an xuv pulse. We will now look at how to
detect and measure these properties of the electrons to gain new
insight into some dynamical processes induced by photoioniza-
tion.

3.2 DETECTING PHOTOELECTRONS

The device used to detect and measure the kinetic energies of pho-
toelectrons is often called a $pectrometer, since we measure the

*according to first-order
time-dependent perturbation

theory
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spectrum of energies of the electrons. Here, an overview of the
two spectrometers used in Papers 11, I11, IV and V1 is given. As
can often be the case, there is no single spectrometer which suits
every possible experiment. Some preferences are often competing
against each other, and often one has to sacrifice one aspect in
order to excel in another. However, they all need to support an
ultra-high vacuum environment. The techniques below, known
as MBES and VMIS, are two complementary techniques, the for-
mer focusing on signal strength and energy resolution while the
latter includes angular resolvability while suffering in energy res-
olution.

3.2.1 Magnetic Bottle Electron Specfrometer

2S¢

00N
o

M
0

5252

52
2

2000V

Figure 3.2. Schematic illustration of an smBEs. The magnetic field
lines which results from the permanent magnet (black cylinder) and the
solenoid (gray dots) are shown in red. An electron which is created in a
region close to the magnet will be forced towards the electron multiplier
in a wiggling motion. The voltage spike is detected by an Analog-to-
Digital-Converter.

The Magnetic Bottle Eletron Spectrometer, or MBES, is a Time-
of-Flight (ToF) spectrometer, meaning it measures the time it
takes the electrons to travel a known distance. Since the electrons
will have kinetic energies in the region of 100 €V, they can be

2
treated classically and their kinetic energy is simply £, « f—z



Interferometry with Photoelectrons

where 7 is the flight time and L the length the electrons travel,
from the point they are created to the point they are detected. An
electronic signal is generated from a photo-diode when the laser
pulse exits the laser chain, which can be thought of as the start
signal. A second signal is generated when an electron hits the
detector: an electron-multiplier (a Multi-Channel Plate). The
McP generates a detectable voltage from a single electron, through
a cascading collision process in the array of thin tubes, releasing
millions of secondary electrons in the process. The second signal
marks a stop signal, and the time difference is then a measure of
the time-of-flight of the detected electron.

There are different methods of directing the electrons created
in the interaction region, where for example an attosecond pulse
train jonizes a gas target, to the sensitive area of an McP, where
they will be detected. An MBES uses a inhomogeneous magnetic
field to collect as much as 90% of all electrons. The MBES used
in this thesis work was based on the design from reference [42],
and a description of the technique is seen in figure 3.2. A strong
permanent magnet (0.23 T) with a conical pole directed towards
the interaction region, generates a divergent magnetic field which
acts as a magnetic mirror for all electrons. A magnetic field will
exert no work on the electrons since the force is always perpendic-
ular to the field lines. If the lines are curved inwards, as they are
close to the tip of the magnet, there will be a force component
pointing in the other direction, essentially “reflecting” electrons
which happened to be traveling away from the detector. The
divergent field soon meets the homogeneous field generated by
a solenoid, which encapsulates a tube with external magnetic
shielding. Over the length of a few centimeters, the field lines
become parallel and the collected electrons are traveling in helical
motion towards the detector, their initial velocities practically
unmodified.

It is easy to imagine two electrons, with the same energy,
being released in complete opposite directions. Ideally, these
would be measured to have the same flight time, but since one
electron needs to turn around while the other one is already
traveling towards the detector, they will reach the mcp at slightly
different times, more so at higher kinetic energies. This effect can
be minimized by putting a large negative voltage on the magnet
and an identical positive voltage on the entrance to the flight
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Figure 3.3. Top: The voltage spike
from the a1cp is sampled with an
Apc. Middle: Each peak arrival
is collected in a bistogram. Bottom:
The time-of-flight bistogram has
been transformed to an
equal-width binned kinetic energy
histogram.
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tube, essentially accelerating the electrons swiftly away from the
magnet before they are decelerated as they reach the flight tube.

Let us again imagine two electrons, collected from two differ-
entatoms in a gas target ionized by a single attosecond pulse train.
The laser pulse itself triggers the timer of an 4nalog-to-Digital
Converter (ADC) to start counting. The fastest electron naturally
hits the McP first, creating a small electronic pulse which is mea-
sured by the ADc. A couple of hundred nanoseconds later the
second electron might hit. The electronic signal is seen in the top
of figure 3.3. The aDc records the split times of the different ar-
rivals. This process is then repeated and collected in a histogram
which shows the distribution of electron flight times. In the
middle of figure 3.3, a collection of electron flight times from
roughly 120 000 laser pulses (2 minute acquisition at 1 kHz). At
this point, the harmonic structure is clearly visible. Due to the
non-linear relation between time-of-flight and kinetic energy, the
even spacing is not present yet. Using equation 3.2 [43] we can
easily transform the histogram to show the equivalent kinetic
energies, £y, as seen in the bottom of figure 3.3.

m L \?

kin — 2_€ ( r+ 1, ) + Eoﬂ:set (32>
Thelength, L, of the flight tube is 2 m in this case, #is the ToF and
t is included to account for any electronic delay in the transfer
of the signals. The mass and charge of the electron are denoted
m and ¢ respectively. The kinetic energy spectrum can be offset
by an acceleration/deceleration voltage, E .., to move a specific
part of the spectrum to the slow kinetic energy region between 0-
2 ¢V. As seen in the ToF histogram in figure 3.3, a given harmonic
peak is sampled much more finely at long flight times (i.e. low
kinetic energies) than at fast flight times, meaning the resolution
is optimal at long flight times. The non-linear relationship also
means that extra care needs to be taken when transforming the
histogram. A direct conversion of each ToF bin to energy results
in an non-uniform width of the energy bins. For equal-width
energy bins, an interpolation method needs to be adopted to
preserve the total number of counts in the transformation. The
method is illustrated in figure 3.4. An energy axis with equal-
width energy bins is created, spanning energies between those
corresponding to the minimal and maximal ToF (or a smaller
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Figure 3.4. In order to produce a true-count energy histogram width
bins of equal width from the ToF bistogram, an interpolation method
has been used. Each color represents the transferred counts. The counts
between t; and t; | corresponds to energy bin k.

interval if desired). For each energy bin &, the ToFs ¢, and #;, ,
corresponding to the beginning and end of the energy bin, are
calculated. As the figure shows, z; and ¢, ; will most probably not
line up with the bin intervals in the ToF histogram. The counts
at¢; and ¢, are interpolated from the nearest ToF bins, and the
integrated signal is put in energy bin £ till the entire energy range
is covered.

The obvious advantage of the MBES is the high collection
efficiency, leading to a high quality* signal, and the long flight
times resulting in a high resolvability at low kinetic energies. Due
to the magnetic mirror, we lose the ability to determine the emis-
sion angles of the electrons. For some experiments, this is an
acceptable loss. In Papers 1] and /1] we used an MBES to take
advantage of its excellent energy resolution.

In the next section, we will discuss a technique to determine
the emission angles of the photoelectrons.

3.2.2  TVelocity Map Imaging Spefrometer

A Velocity Map Imaging Spectrometer, or vMis, uses high electro-
static fields to accelerate the electrons onto an imaging Mcp. A
fluorescent phosphor screen placed behind the MmcP converts the
electrons into visible photons, allowing the image to be captured
by a camera.

The Repeller and Extracfor plates, seen in figure 3.5, acts as a
velocity lens. The potentials on the plates, usually on the order
of 5000 V, can be chosen such that the position of an electron
hitting the Mcp is directly proportional to its transverse velocity,

z E/ez’n

*i.e. high signal-to-noise.
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Figure3.5. A vatrs uses a clever combination of two electrostatic fields to
map the initial velocity component, v, perpendicular to the spectrometer
axis, to the final position, R, on the position sensitive detector. The
angle of emission in the transverse plane then corresponds to the angle of

detection. A raw image from the phosphor screen is also shown.

Inverted

Figure 3.6. A comparison of the
raw image and an inverted, using
the inversion technique in reference
[45]. The barmonic structure is
clearly visible. In this case the
photoelectrons are more prone to be
emitted in the direction of the
polarization of the xuv light
(vertical). The angle © is
illustrated.
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v, upon emission, regardless of its position in the interaction
region [44]. The radius, R, of the resulting image is therefore a

measure of the tranverse kinetic energy component, as equation
3.3 shows:

2

E/ez'n = qVﬁ (33)

while the angle @ is a measure of the angle of emission in the
transverse plane, or the transverse component of the momentum
vector in any other plane. Since the electrons are accelerated to a
few 1000 €V, the longitudinal component is practically lost.

In order to study the angular distribution of the photoelec-
trons, we need a measure of the probability of finding an electron
in a solid angle d.Q, which we will denote do/dQ. This differ-
ential photoelectron cross section can, for ionization by a single
photon, be expressed by a surprisingly simple formula [46]:
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A7 _ Gotal

dQ 47
Here, 7,,,,, represents the total cross section, @ is the angle be-
tween the direction of the ejected electron and the polarization
vector of the incident light. The so-called asymmerry parame-
ter, {3, is given for a certain initial state / (e.g., s, p, d, ...) and
ranges from -1 to 2. For a complete formulation of £, see equa-
tion (2) in reference [46]. Here, it is sufficient to say thata 4 of
«—=1» corresponds to the electrons being released perpendicular
to the polarization, «0» to a uniform distribution and «2» to

(1 + %ﬂ(3 cos? O — 1)) (3.4)

electrons released parallel to the polarization.

The above equation is rotationally symmetric about the po-
larization axis, meaning the actual distribution is a 3D sphere
around the interaction region. The 3D sphere is projected by
the electrostatic fields onto the detector as a 2D image. If we are
interested in the distribution only in the transverse plane, or any
plane parallell to the polarization vector, an inversion procedure
needs to be adopted. There are a number of procedures available
with different strengths and weaknesses [45, 47, 48] regarding
computation time and end-results. The procedure chosen in this
thesis work is based on pBasex, described in reference [45]. In
figure 3.6 the raw data is compared to the inverted image. In
the inverted image, the radius R is a direct measure of the kinetic
energy of the electron.

3.3 PHOTOELECTRONS - THE FOOTPRINTS OF
THE PHOTON AND ATOM

While it is clear that the spectrometers just described would allow
us to map the probability of photoionization and its energy de-
pendence for a gaseous target atom, it is perhaps not as clear how
we would follow photoionization as it unfolds, in real time. As
figure 3.3 showed, the photoelectron spectrum shows the same
harmonic structure as the XUV spectrometer measured. We recall
that the characteristic spectrum arose due to the temporal inter-
ference of a train of attosecond pulses, where the harmonics are
phase-locked to each other. A single pulse does not produce the
same spectral comb. For the photoelectron spectrum to show
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3.3.1 Reconstruction of Attosecond Burst by Interference of Two-color Transition

*The electron wave action

confined in time and space (recall

36

figure 1.2)

*On the nanosecond timescale

the same behavior, the phase information must still be present
in the photoelectron. The comb of peaks in the photoelectron
spectrum is then a telltale sign of the wave-nature of the electron,
suggested by deBroglie in 1924 [49]. Alas, this phase informa-
tion is lost at detection as we convert the electron wave-packet,
through repeated collisions in the McP channels, to an intense
electronic pulse. How should we go about to retrieve the phase?

A similar issue, namely the measurement of an ultrashort
laser pulse in the visible and NIR region, was solved by employing
an interferometric technique acronymized SPIDER, (Spectral
Phase Interferometry for Direct Electricfield Reconstruction),
which was introduced in 1998 [50]. It was needed since a fem-
tosecond pulse cannot be measured simply by illuminating a
photo-diode and observing the electronic signal, as the electronic
response is too slow*. The proposed technique instead made use
of spectral interference of “sheared” pulses to obtain the phase
of each frequency, after which the pulse could be reconstructed.
Other techniques such as FROG [51] and d-scan [52] rely on
second harmonic generation to retrieve the phase.

In the XUV region, due to intensity and reflectivity issues,
the same techniques cannot be applied. Methods that instead
used atomic targets as mediators were then proposed [53, 54] to
overcome these problems. In 2001, Paul and co-workers used
a derivation of these methods to measure the relative phases of
the harmonics generated in an argon gas, allowing them to recon-
struct the average pulses in the pulse train and thereby confirming
their attosecond duration [9]. They called this technique RABITT
(Reconstruction of Attosecond Burst by Interference of Two-color
Transition). In the next section, we will see how this technique
can tell us not only the phase of the spectral comb, but also the
phase of the electronic transition resulting in the photoelectrons:
the key to following electron motion in real time.

3.3.1  Reconslruction of Attosecond Burit by Interference of Two-
color Transition

In figure 3.7 we see an illustration of the underlying principle of
RABITT. The attosecond pulse train was focused into a gas of
argon atoms, and the photoelectrons were detected by the MBEs
described in the previous section. A negative voltage was applied
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Figure 3.7. A phoroelectron spectrum measured with an mBEs. The
harmonics were generated in an argon gas and focused into an argon
target, giving rise to the three intense photoelectron peaks. If a weak
replica of the generating IR pulse (red) is overlapped with the 4rt (blue)
on target, photoelectron peaks at even orders appear due to two-photon
transitions (top). The final state of the photoelectron can be accessed in two
ways, leading to a phase-sensitive intensity of the side peaks (sidebands).

to the flight tube to decelerate the electrons. The photoelectron
spectrum seen in the figure has been limited to only three har-
monics in the post-processing of the acquired data. Above the
photoelectron spectrum, a schematic energy diagram shows an
atomic ground state, g), being ionized by either of the two most
energetic harmonics, illustrated by the blue arrows representing
the photons. This process releases a photoelectron in the contin-
uum with a kinetic energy of Nhw — I 2 where N is the harmonic
order and /w the photon energy of the fundamental frequency.
The peaks in the measured spectrum are separated by a spectral
distance of 2hw which, if the harmonics are generated by an NIR

laser with a fundamental wavelength of 800 nm, corresponds to
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*via stimulated emission

an energy of roughly 3.1 eV.

If the attosecond pulse train is now overlapped in time and
space with a weaker replica of the generating IR pulse (seen in
red), there appears photoelectrons at the position of the spectrum
corresponding to absorption of one harmonic photon and one IR
photon. The relative intensity of these peaks, called sidebands, is
dependent on the relative timing between the xuv pulse train and
the IR pulse. In the figure, we see the sideband peak intensity at
two different relative timings, referred to as delay, clearly showing
the intensity variation. The harmonic intensity, only shown for
one delay, decreases as the sideband intensity grows, owing to
the fact that the number of photoelectrons is preserved. If we
vary the delay in a controlled way and measure a photoelectron
spectrum at each delay step, as was done in figure 3.8, we see a
sideband intensity which is actually varying periodically with a
frequency of 2w (corresponding to a delay period of 1.3 fs at 800
nm).

This oscillation of the sidebands holds information about
the spectral phase of the harmonic peaks. The sideband peaks
appear when the released photoelectron, in the bold-line state in
figure 3.7, either absorbs or emits* an IR photon with frequency
w. Owing to the odd-order spacing of the harmonics, there are
then two pathways to the same final state, marked as a dashed line
in figure 3.7. The intensity of the sideband depends on the total
phase acquired during the transition from the ground state to the
final state, essentially acting as an interferometer. The intensity
can then be modeled from the interference of the two paths [19]:

I(7), =4, + B,cos(2wr — 44, — 4¢7). (3.5)

Here, g is an even integer and 7 is the relative delay between the
pulses, which is controlled to high precision. The analytical for-
mulation of 4 q and B g is not included here, since they carry no
phase information, but the interested reader is referred to refer-
ence [55]. The phase difference 44, is defined as the difference
between the phases of the neighboring harmonics, ¢,.1 — ¢,_;.
The phase 4 ¢Zt, strictly speaking, includes both the phase of the
harmonic transition and the transition in the continuum induced
by the IR. Since there are two unknowns but only one measurable
(¢ = 2wr—Ad¢ g i ¢f1t ) at each sideband, we have to make some
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Figure 3.8. A false-color spectrogram of a RABITT measurement. The
colorcode corvesponds to the intensity of the spectrum at each delay (a
single spectrum is seen projected in black). Two sidebands are summed
across their spectral width and the intensity as a function of delay is seen
in the projected plot ro the left. Their inter-phase difference is exaggerated
for visibility.

assumptions about either of the unknowns. These assumptions
will be clarified in Chapter 4. In figure 3.8, the oscillations of
two different sidebands are summed across its energy width and
plotted as a function of the delay for two different sidebands.
The phase difference, which is exaggerated in the projection for
visibility, can be attributed to the atto-chirp of the harmonics
(recall figure 2.11).

A successful implementation of the RABITT method, which
provides us a quantum interferometer, requires a stable optical
interferometer, since the delay between the pulse train and the 1R
replica needs to be controlled and varied with high precision. In
the next section we will discuss the design of the existing optical
interferometer for the laser setup in Lund, specifically aimed for
the RABITT technique.
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3.4 The Interferometer in Lund

XUV-IR

XUV+IR

IR

IR

Figure 3.9. A simple sketch of a
Mach-Zebnder interferometer
incorpomted into a RABITT setup.
In one arm, the XUV pulse is
generated while the IR is filtered
out. The XUy pulse train is then
recombined with the IR pulse from
the other arm, allowing full control
of the delay between the two.

*A beam splitter is a
semi-transparent mirror, reﬂecting
and transmitting a certain

percentage of the total power.
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3.4 THE INTERFEROMETER IN LUND

In order to achieve an oscillating sideband intensity, we need to
be able to control the delay between the pulse train and the 1r
pulse to a very high degree. The delay difference of one oscillation
period is just 1.3 fs at 800 nm, which means we need to control
the delay with a precision measured in attoseconds. The tech-
nique relies on overlapping two light beams in time and space and
delaying one to the other, essentially requiring an interferometer.

Perhaps the most famous interferometer, the Michelson-
interferometer, which was used to disprove the notion of the
ether [56], would not be a suitable candidate. The basic princi-
ple, where each arm of the interferometer is traversed back and
forth, would make for a very complicated design when incorpo-
rating HHG. Instead, most RABITT-interferometers, including
the one in Lund, relies on the principles of Mach &5 Zehnder
[57, 58]. The Mach-Zehnder interferometer utilizes two beam
splitters* to divide the light beam in two and then recombine
them. The Mach-Zehnder scheme for a RABITT-interferometer
is seen in figure 3.9.

The design of the actual interferometer is seen in figure 3.10.
The output from the laser chain in figure 2.13 is fed to the setup
from the left in the figure. A beam splitter reflects 70% towards
the HHG setup (1°* arm) and transmits the remaining 30% to the
delay stage (24 arm). In the first arm, the beam is traversing an
aperture and is then reflected, as in figure 3.11, onto a spherical
focusing mirror. The incident angle onto the focusing mirror
is minimized to reduce spherical aberrations. The focus of the
mirror lies, after entry to a vacuum chamber, in the center of a
drilled channel through a cell which fills up with a rare gas, usu-
ally argon or neon, and the resulting high-order harmonics are
emerging from the output of the cell. The generating IR beam
is absorbed by a metallic filter, which transmits and shapes the
spectrum of the HHG. In the second arm, a small part of the
beam is reflected onto a ccb detector, which detects and corrects
the pointing of the beam (the actual correction is applied before
the beam enters the setup, not shown in the figure). The rest of
the beam is sent through a retro-reflecting stage, where rough
corrections to the delay is performed, and then reflected off a
piezo-controlled mirror, before it is focused into a vacuum cham-
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Figure 3.10. A semi-realistic ray-trace of the interferometer. The output

[from a laser chain is supplied from the left. A beam splitter sends 70% of
the power to an HHG setup (up). The beam (in red) is focused into a gas
channel which fills with argon or neon as the pulse passes. The emanating
APT (in blue) passes through a metallic filter, where the co-propagating
IR 15 absorbed, and travels through a drilled hole from the back side
of a mirror. Here, it is recombined with the other arm. The beam
splitter sends the other 30% through a delay stage, and is reflected off a
piezo-controlled actuator before it is focused into the vacuum chamber.
This beam is reflected off the perimeter of the drilled mirror, and co-
propagates with the 4PT after reflection. They are focused with a toroidal
mirror into an electron spectrometer.

ber. The piezo-controlled mirror adjusts the delay of the second
arm in nanometer steps. The focusing mirror in the second arm
is placed at exactly the same beam distance as in the first arm, to
match the diverging wavefront of the generated harmonics. The
second arm is then reflected onto a drilled mirror towards the
toroidal mirror. The HHG passes though the drilled hole and the
two beams are now recombined. The gracing incidence on the
toroidal mirror ensures good reflectivity for the xuv-radiation.
The toroidal mirror images the point of the harmonic generation
to the interaction region of the electron spectrometer of choice
(either an MBES or VMIS).

Also seen in the figure is a second interferometer (orange)

Figure 3.11. Beam path through

the focusing geometry.
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3.5 Summary

*In 50 as, light covers a length of
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*confusingly abbreviated «as»

15 nm, roughly equal to 150

atoms in a row

used to stabilize the delay between the two arms previously de-
scribed. A small fraction of the 1R beam is deflected before it
is absorbed by the metallic filter. This part is sent through a
small delay stage and is then recombined with the 1R beam from
the second arm that passes through the drilled hole from the
right side. The recombined beams are sent, with a small angle
between them, onto the ccD chip of a camera. The spatial angle
between them creates spatial fringes, as shown in the figure. The
phase, v = w7, of the pattern depends on the optical angular
frequency, w, and the delay, 47, between the two arms. With
this design, the absolute overlap cannot be found without an
auto-correlation measurement. However, during readout of the
camera, the relative delay can be tracked. A script reading the
delay from the camera controls the piezo-actuator and corrects
the delay for unwanted movements.

This setup allows the delay between the two arms to be con-
trolled to a precision of less than 50 attoseconds’, while keeping
the delay stable over hours to days.

3.5 SuMMARY

In this chapter, we have seen how we can access the spectral phase
of the attosecond electronic wave-packet, which includes one con-
tribution from the pulse train and one from the atomic transition.
This is made possible thanks to the RABITT method, involving
interference of electron waves and an optical interferometer with
active stabilization for control on the attosecond time scale*.

In the next chapter, we will dive deeper into the details of the
RABITT method and highlight a few applications.



CHAPTER

Time-Frequency Analysis

The false-color two-dimensional map that is produced from a
RABITT measurement i often referred to as Spefrogram. A Spec-
trogram is a visual representation of a Spectrum of frequencies (or
in this case kinetic energies) as they vary with time (or similarly,
delay). Since the variation in time is expecled ro be periodic in a
RABITT Speltrogram, a frequency analysis of the delay axis can
return the frequency and phase of the sideband oscillation. If the
phase varies as a function of the sideband orders, this points ro dy-
namics on the attosecond timescale (or dynamics of an individual
pulse in the train). If the phase varies across the Spetral width
of a single sideband, this points to dynamics on the femtosecond
timescale (or dynamics across the whole pulse train). Even though
the Spectral phase measurement paints the whole picture of the
dynamics, it is more natural ro explore the evolution of a syStem
in time. It is therefore necessary to transform the data to the time
domain. Additionally, a time-frequency representation can give a
more complete picture than analyzing the two domains separately.

4.2

4.3

4.4

4.5

Analysis of the
spectrogram
Attosecond dynamics
with attosecond
resolution
Femtosecond
dynamics with
attosecond resolution
Limitations of
RABITT

Summary
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4.1 Analysis of the spectrogram

*Essentially removing the absolute
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temporal reference.

4.1 ANALYSIS OF THE SPECTROGRAM

[ 74% ET US recall the result from equation 3.5. The
(? phase of a sideband is a contribution of three terms,
X @ wr — 49, — 4¢7), where 7 is the controlled de-
r—= 5] lay between the APT and the 1r. This leaves us with
two unknowns. In reference [9], Paul and coworkers relied on
calculations to prove that ¢j]” is small for the transition involved,
and could therefore be neglected. This allowed them to extract
d¢ p for each sideband. By arbitrarily setting* the phase of the
first measured harmonic to 0, the rest of the harmonic phases,
¢,> can be determined through addition of the measured phase
differences 4¢ 7 Through a monochromatic approximation of
each harmonic, the full intensity, 7 (#), of the pulse train can be

reconstructed [59] via:
2

I(¢) = (4.1)

ir
I -i(qut-¢,)

where g, to g ¢is the range of measured harmonic ordersand gw is

the angular frequency of harmonic order ¢. Through this charac-
terigation procedure, Paul e. al. provided the first experimental
evidence of attosecond pulses. Following this seminal work, a sin-
gleattosecond pulse (saP) with a duration of 650 as was generated
and measured the same year [10], using a slightly different char-
acterization scheme. The emergence of single attosecond pulses,
which are generated by modifying the harmonic generation con-
ditions [32, 33], pushed the development of new schemes. A
method called attosecond Streaking [41], often referred to as just
Streaking, uses the sAP to take snapshots of the electric field of a
strong IR pulse. The sAP ionizes a target and the instantaneous IR
field shifts the photoelectron energies proportionally to its field
strength. Similar to RABITT, the time information is generated
by relating all events to the delay between the xuv pulse(s) (often
called pump) and the IR pulse (often called probe).

In the years following, experiments using an SAP measured a
core-hole lifetime in krypton atoms [11] and observed electron
tunneling [13] and electronic valence motion [12] in real-time.
Actthe same time, RABITT was used to probe the phase of resonant
atomic transitions [60, 61].
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In 2010, Schultze and coworkers found that there appears to
be a delay in photoemission [14] between two different electronic
levels of neon, using the streaking method simultaneously on the
two levels. The astonishing discovery of Schultze ez. al. attracted
a great deal of theoretical attention, due to the disagreement be-
tween the experimental data and theoretical calculations. In 2011
in Lund, RABITT was successfully used to measure a delay in pho-
toionization of argon [15], spawning the term photoionization
time delay.
Kliinder and colleagues achieved this by deploying a refer-
encing technique similar to the one shown by Schultze er. 4l: an
APT was generated in argon and further shaped using a metallic
filter combination of chromium and aluminium, resulting in a
spectrum of just four harmonics of orders 21 to 27. A RABITT
spectrogram was then acquired by ionizing an argon target with
this narrow spectrum, overlapped with the 1r pulse. The har-
monic spectrum was energetic enough to ionize both the 3s* and
the 3p6 levels of argon, resulting in a spectrogram containing
photoelectrons from both levels. Since the two levels are ionized
by the same XUV pulse train, the influence of the light can be
subtracted. What remains is a measure of the transition phase
difference between the two levels, 4 ¢2‘ -4 ¢;‘D . Justas the relative
phases of the harmonics are associated with a group delay” therel-  *Group delay:
ative phase of the atomic transition results in an additional group
delay of the electron wave packet: 77" = 447 /20 ~ —0¢7 [dw.
The remaining phase difference between the two levels is then Group delay dispersion:
a measure of their delay difference, 75 — 75,. RABITT has since - GDD = %2

ow

. (;D:_si5

dw

then been used to measure the phase of a resonant electronic
wave-packet using two different techniques [62, 63], and with
angular resolvability to measure delays at different angles of emis-
sion [64]. It is clearly a versatile technique, used in all the papers
of this thesis.

In the next sections, a typical procedure following an acqui-
sition of a RABITT spectrogram is described in detail. The later
sections provide some highlights from the papers.

4.1.1 Sideband Analysis

The acquired spectra at different delays are typically presented in
a spectrogram as shown in figure 3.8. A Fourier analysis across
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4.1.1 Sideband Analysis

* A significant difference points to
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a drifting interferometer

FFT along delay axis
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Figure 4.1. A Fast-Fourier Transform along the delay axis of the
RABITT spectrogram shown in figure 3.8, revealing the 2w-frequency
of the sideband oscillations. Higher frequencies are absent, indicating
promising conditions for RABITT. A peak-detection algorithm finds the
width of the sideband.

the delay axis of each energy bin in the spectrogram reveals the
oscillation frequency of the sidebands. In figure 4.1, a discrete
Fourier transform algorithm, the Fast Fourier-Transform [65],
has found the frequencies of the data in figure 3.8. The 2w-
frequency is marked with a white line. The Fourier analysis is a
convenient way to survey the conditions of RABITT. If the probe
field is too strong, not only will there appear higher frequencies
in the analysis due to higher order photon absorption/emission,
but odd orders might overlap with the 2w frequency, distorting
the phase [66]. The absence of a 4w peak tells us the probe is
“weak enough”.

The marked sideband in figure 4.1 has been automatically
selected from the 2w-peak in frequency space using a standard
peak detection algorithm. The peak is summed across its width
and the signal intensity as a function of delay is seen in figure 4.2
as diamond markers. The Dc component (mean of the signal) is
removed and the signal is normalized. A non-linear least square
algorithm, based on the Levenberg-Marquardt method (67, 68],
is used to fit the amplitude and phase of the cosine signal with
frequency 2w,. Here, 2w, is the peak frequency from the FFT
analysis, which might slightly differ* from 2» of an 800nm fun-
damental due to laser and interferometer jitter. The uncertainty
of the fit is also determined.

The procedure is repeated for all visible sidebands. In figure
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Figure 4.2. Top: The sideband selected in figure 4.1 is summed across
its spectral width and the intensity as a function of delay is shown
(diamonds). The signal is fed to a fit algorithm, which returns the best
fit (ved curve). Bottom: The phase of the fit is compared to the other
sidebands. The absolute phase is arbitrary, we can only determine the
relation between the sidebands. Note that the atto-chirp is inverted in
this figure. Also shown is the spectrum and the amplitude of the 2u-
[frequency of each energy bin. The harmonic electrons and the sidebands
oscillate with the same amplitude since the total number of electrons are
preserved.

4.2 a spectrum at a certain delay is shown along with an outline
of the signal at 2w in frequency space (will be referred to as the
2w amplitude from here on). The phase of the central bin of each
sideband is shown along with a dashed line connecting them. It
is important to note that the absolute phase value is arbitrary
and chosen to be in a region between —7z and 7. It is the phase
relation between each sideband that we have determined. This
relation is commonly referred to as the atto-chirp, since it is con-
nected to the width of the individual pulses in the APT (recall
figure 2.10). A flat phase relation corresponds to Fourier limited
pulses in the train. However, in reference [15], the atto-chirp is
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4.1.2 Frequency-resolved analysis

not the main interest. By taking the difference of the measured
phase relation between the two spectrograms, this phase cancels
out. Any phase difference between the same sideband order, i.e.
photoelectrons ionized by the same harmonic order but from
two different atomic levels, is then only due to the influence of
the atom.

Photoionization can also be a resonant process if the photon
energy coincides with that of a semi-bound excited state, referred
to as an autoionizing Sate. Such a state will decay to a continuum
state via Coulomb interaction. This means that photoelectrons
that are released through autoionization to a final energy £ r and
photoelectrons that are directly ionized to the same energy will
interfere. Fano derived a formulation in 1961 that describes
the interactions involved [69] very well. We will return to this
formulation in a later section.

*i.e their photon energies If one (or several) harmonic energies* are resonant with an
atomic transition to an autoionizing state, both the amplitude
and the phase of the photoelectrons will be affected. If the reso-
nant harmonic energy is scanned across the resonance, utilizing
—* Off - On the ability to modify the fundamental frequency of the laser, the

- ‘ ‘ 7] neighboring sideband will show signs of the resonance as seen in
0.5] ~. -| figure 4.3. This was first demonstrated by Kotur and coworkers
9 N e in 2016 [62]. The same method was used in ‘Paper /1 to measure
g ol o ‘e | the angle-dependent phase (delay) of the same autoionizing state,
= L developing the method further. A detailed description of the
05 T experiment is presented in section 4.3.
: | | | |

SB14 SBl6 SB18 SB20

Sideband order, q 4.1.2  Frequency-resolved analysis

The method of Kotur ez. al. was improved by Gruson and
Figure 4.3. The atto-chirp is fitted cowork?rs [63]in 2016. They used a frequency—res'olv.eq analysis
with a straight line, and the of the sidebands to recover the phase of the autoionizing state
45111’@'271 iZ, phase Ofl S16and S18  in a single RABITT scan. The almost continuous sampling of
s attributed to H17 lining up the phase allowed them to reconstruct the build-up of the elec-
(labeled «On» ) with a Fano ! ) o ) )
resonance. The points labeled tronic wave-packet during photoionization. We improved on this
<Off>> shows the atto-chirp when method in Paper 1] using a high resolution spectrometer and
H 17 is not resonant. . . .
a time-frequency analysis to follow the dynamics more closely.
In Paper 11, we used the same frequency-resolved analysis to
differentiate between different ionization processes, resulting in

the resolution of a 7-year long debate on the measurement of
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photoionization time delays in neon [14]. For a more detailed
description of the analysis, see section 4.2.

The generation conditions of HHG, namely the quickly vary-
ing intensity across the time span of the pulse, result in each
harmonic possessing a quadratic phase across its spectral width.
The phase at the harmonic peaks exhibit a quadratic relation as a
function of the orders as well [70]. The sideband phases that we
measure from RABITT are a difference of two quadratic phases of
the neighboring harmonics, which are very similar, resulting in a
flat phase as a function of energy across the sideband width, as
seen in the top of figure 4.4. Therefore, in case of non-resonant
ionization it is a good approximation to analyze the oscillation of
either the central energy of the sideband or the integration across
its spectral width. If the harmonic spacing is not conforming to
twice the IR photon energy, as can easily happen if the intensity
in the generation medium is too high as this will cause a non-
linear shift of the fundamental frequency, the probe (which is
not shifted) will interfere with different parts of two consecutive
harmonics. This causes a linear tilt of the sideband phase across
the energy axis, as shown in the middle of figure 4.4.

Although similar, the spectral phase of the resonant two-
photon wave-packet is not an exact replica of the resonant one-
photon wave-packet, due to the spectral width of the Ir pulse,
as shown by Jiménez-Galdn and coworkers [71], and seen in the
bottom of figure 4.4. To an approximation, the measured phase
is equivalent to a convolution of the harmonic phase with the
probe pulse. A spectrally broad probe might therefore obscure
sharp phase features.

By analyzing the sideband oscillation bin by bin, the broad-
ened phase of the electron wave-packet (created through absorp-
tion of two photons) is retrieved as a function of photon energy.
Even if no harmonic is resonant, several atomic levels might be
ionized if a high energy harmonic spectrum is generated. Owing
to the broad spectrum, photoelectrons originating from different
atomic levels might share kinetic energies. As such, itisimportant
to perform a frequency resolved sideband oscillation analysis not
only in the case of resonant photoionization (Paper /1]) but also
in the case of multiple processes leading to electrons with similar
kinetic energies, as shown in Paper 1.

Following this overview, we will in the next sections have a

Figure 4.4. A frequency resolved
analysis of the sideband (S) reveals
a flat phase (rop), tilted phase
(middle) and a sharp phase jump
(bottom), characteristic of a Fano
resonance.
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4.2 Attosecond dynamics with attosecond resolution
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detailed look into some applications of the RABITT technique.

4.2 ATTOSECOND DYNAMICS WITH ATTOSEC-
OND RESOLUTION

The process of photoionization was traditionally thought to be
instantaneous, so the findings of Schultze ez al. attracted a great
deal of attention, not the least from theoretical efforts to success-
fully model the measured delay [72-74]. The measured value of
21 + 5 as could never be reproduced theoretically. Even 7 years
after the breakthrough, following the birth of the term photoion-
ization time delay, the discrepancy had still not been resolved. At
the same time, RABITT had been successfully utilized to deter-
mine time delays in argon.

4.2.1  Time delays in neon
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Figure 4.5. Energy diagram of neon, highlighting the three levels of
interest in the study. The two different barmonic spectra are also shown,
along with their filter curves. Adapted from Paper I1.

In Paper 1] we decided to use RABITT, with the same simul-
taneous ionization method as in reference [15], to determine the
time delays in neon. The states involved are 2s*2p> (also referred
toas «2p», withan I, of 21.6 V) and 25'2p°® (also referred to as
«2s», with an I, of 48.5 V). To reach the ionization potential
of 2s, we generated harmonics in neon leading to an unfiltered
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Figure 4.6. A simulated photoelectron spectrum, simply created by
shifting a barmonic spectrum by the ionization potential of the three
levels in figure 4.5, and normalizing with the ionization probability of
respective level. A measured photoelectron spectrum shows clear signs of
electrons from the shake-up state.

spectrum ranging up to a 100 V. To prevent the faster photoelec-
trons stemming from the 2p level to overlap with the slower from
the 2s level, the spectrum was filtered with a 200 nm thick foil of
metallic zirconium, which acts as a high-pass filter above 60 €V,
and an aluminium foil of 200 nm thickness, which acts as a band-
pass filter between 10 and 72 eV. Together they form a narrow
band-pass filter, letting through just three harmonics between 62
and 72 €V, as seen in figure 4.5. The phases of sideband 42 (§42),
stemming from the photoelectrons of the 2slevel and the 2p level,
was compared as described before. A theoretical model based on
a many-body perturbation theory approach, which accounts for
the interaction between the escaping electron and the remaining
electrons, agreed very well with the extracted delay at this photon
energy [74].

To gather more data points at higher energies, the aluminium
filter was replaced with yet another zirconium foil, resulting in a
high-pass filter above 75 €V. As discussed in reference [72], there
are a huge number of accessible states below the 100 €V region,
not including the two states we are focusing on. While most of
the transitions are very improbable, there is a transition to the
excited state 2s*2p*3p which has a probability of about a sixth of
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Figure 4.7. Top: Energy diagram, explaining the different processes
involved. Middle: The xvuv-spectrum (blue), highlighted in figure 4.6,
is compared to the XUv+IR-spectrum (red). Bottom: A Fourier analysis
of the full spectrogram reveals a fast phase variation (black) of the 2w-
frequency (red) as we scan from 38 to 39 eV. Only the flat, bhorizontal
part of the phase of S56 is considered. Reproduced from Paper I1.

the ionization from 2s, which in turn is about a sixth as strong
as the ionization probability from 2p. The 2s*2p*3p state is a
so-called shake-up state, meaning the atom is left in an excited
state after ionization which also results in a lower kinetic energy
of the photoelectrons.

The spectrum containing three harmonics was narrow
enough that we could neglect the photoelectrons from the shake-
up state. When we now use a broader spectrum, the state can-
not be ignored anymore. As shown in figure 4.6, the energy of
the state is unluckily placing the photoelectrons in-between the
photoelectrons stemming from 2s, with the same intensity of a
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Figure 4.8.  The phase difference between Zs-level and the Zp-level,
interpreted as a delay. The yellow dots are retrieved by summing the
sidebands across their spectral widths. The red dots are retrieved with a
frequency (energy) resolved analysis, described in figure 4.7. The gray
square 15 the result of reference [14]. Adapted from Paper I1.

would-be sideband. This is confirmed with an experimentally
measured spectrum also seen in the figure. The shake-up elec-
trons are problematic, since the electrons at harmonic spacing
oscillate out of phase with the sidebands, causing a incoherent
mixing of the oscillations of the sidebands from 2s and the elec-
trons from harmonic frequencies stemming from the shake-up
state. Consequently, we had to employ a frequency-resolved
analysis.

The method is described in figure 4.7. There we see a zoom-
in of a small section of the spectrum in figure 4.6, now with
the added sidebands as well. The intensity spectrum is quite
congested, but by displaying the oscillation amplitude at 2w, the
different contributions are clearly separated. The phase analysis
shows a sharp jump when we move from 38 to 39 €V, where the
harmonic is overlapping with the sideband. Only the flat phase*
of the sideband was considered. Repeating the analysis for all 2s
sidebands, we extracted a time delay across a 30 ¢V photon energy
range with excellent agreement with theory, as seen in figure 4.8.
In the same figure, we also see the result of not employing an
energy resolved analysis (in hollow circles).

*The phase marked by the dashed

line from the label «S56,,>
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Figure 4.9. A classical analogy of the origin of a time delay in pho-
toemission. Two beads are released simultaneously and travel with the
same velocity. The bead meeting the “potential” is accelerated in the
well, exiting the potential abead of the undisturbed bead.

4.2.2  Interpretation of time delays

As seen in figure 4.8, the delay in emission between the two levels
vary quite a lot as a function of energy. The measured atomic
delay (or delay difference in this case) can be approximated as a
contribution of two terms: 74 = 7, + 7. Thedelay term 7, isa
measurement induced delay, stemming from the second photon
absorption/emission in the vicinity of the atomic potential. This
continuum-continuum transition adds a universal delay [75, 76]
which increases quickly as we approach the ionization thresh-
old. Indeed, if an analytical calculation of this delay is removed
from the measured delay difference, the energy dependence is
much weaker in the case of neon. The delay difference that is
left arises due to the different atomic potentials seen by the 2s
and 2p photoelectrons. In Paper I we relied on calculations
to prove that we could subtract the delay of the 2p electron and
therefore extract the delay of the 2s electron, which proved to
be identical to the so-called Wigner-delay. Since this delay arises
due to the atomic potential, our timing reference is essentially a
freely moving electron. It is perhaps more intuitive to think of
it in terms of a scattering process, as Wigner [77] formalized in
1955. An electron wave-packet moving under the influence of
the atomic potential will be delayed (or advanced) compared to a
free electron wave-packet.

In figure 4.9 we see a classical analogy. Two beads are traveling
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with a velocity v on a straight line. One bead approaches a well,
symbolizing the atomic potential, while the other is undisturbed.
The gray beads are snapshots taken at a constant intervals as time
progresses. As seen, the bottom bead is accelerated by the well,
and while it will exit the well with the exact same velocity as it
entered, it will have covered a greater horizontal distance than
the bead at the top, causing a delay between the two.

43 FEMTOSECOND DYNAMICS WITH ATTOSEC-
OND RESOLUTION

Not all electronic processes occur on an attosecond time scale.
Processes following photoionization, such as interactions be-
tween the remaining electrons and the outgoing electron, often
occur on a longer time scale. Auto-ionization, which is induced
by electron-electron interaction, is one such process. The interfer-
ence between the electron wave-packets being released through
direct photoionization and auto-ionization gives rise to a char-
acteristic line shape in the photoelectron spectrum, named after
Ugo Fano who developed an extensive theoretical framework in
1961 [69]. Probing the ionization dynamics with RABITT gives
us the most complete picture to date of the process.

4.3.1 Fano resonance

A Fano resonance is not only an atomic concept, it is a universal
phenomenon related to oscillators. A harmonic oscillator, such
as a pendulum, has a resonance frequency, wp, which depends
only on the length of the pendulum in this case. If we force the
pendulum to oscillate with this frequency, the amplitude will
grow rapidly. All other frequencies will result in much lower
amplitudes. In figure 4.10, we see two different pendulums cou-
pled with a spring and an external force applied to one of them.
There will now also exist a frequency of the driving force where
the amplitude of the forced pendulum vanishes completely, as
seen in figure 4.11.

In the lower half of figure 4.10, we see the atomic equivalent
of the classical Fano resonance. The two harmonic oscillators
are now replaced by a dipole transition to an autoionizing state

Classical Fano
resonance

Fysin(wt)
—
@R @R

1 2

Atomic Fano
resonance

R d

B

Figure 4.10. Top: A classical Fano
resonance. Two barmonic
oscillators are coupled with a spring,
while one (blue) is driven with an
oscillating force. Bottom: An
atomic Fano resonance. A dipole
transition to 4 final, unbound state
(left) and a transition to a bound
state (right). The bound state is
coupled to the unbound state via
electron-electron interaction.
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4.3.2 Build-up of a wave-packet

and one to the continuum. The electron-electron interaction
which induces the decay into the continuum corresponds to the
coupling spring. Since the transition to the continuum is flat,
i.e. no frequency is preferred over any other, a detection of the
released photoelectrons will only show the asymmetric line shape.

In addition to the amplitude, the phase of the oscillation will

Intensity [arb.u.]

also vary as we change the driving frequency. When we approach
and cross w R, the phase of the oscillation compared to the driving
force changes quickly, and frequencies above wp are out of phase
with the oscillation. We can see this for ourselves by holding
the top of a single pendulum in our hand (i.e. not a coupled
r pendulum). Slowly rocking the string back and forth will force
the pendulum to oscillate and the movement of the ball will
follow our hand. If we slowly increase the speed with which
s | we rock, the amplitude will grow. If we increase it too much
however, the bottom weight will move in the opposite direction
of our hand: the motion is 7 out of phase. The phase of a Fano
0 \ i resonance typically increases by 7 as we pass wg,, only to decrease
@R WR . .
by 7 again, as seen in the bottom of figure 4.11.

Frequency

Phase [rad]

1 2

Frequency

4.3.2  Build-up of a wave-packer

Figure 4.11. Top: The amplitude
Of%hg pendulumpmbjectedfo e  Asmentioned, in Paper 111 we used the same technique showed

driving force (the blue pendulum), in reference [63] to access the phase and amplitude of a resonant
as a function of driving frequency. wave-packet. The system investigated was helium, where the two
The resonance frequencies of the ) 5 ]

blue and red oscillators, wp, and ~ €lectrons in the ground state, 1s%, are excited to the state 2s2p
wr, respectively, are marked. The  when the impinging light has an energy of 60.15 V. This state re-

resonance frequency of the red configures to the ground state of a helium ion, Is!, by releasing
oscillator is seen in the response

curve of the blue oscillator. As we ~ ONE of the electrons, leading to the interference which creates

approach wy,, the amplitude the characteristic line shape. In fact, this line shape in helium
vanishes completely. Bottom: At

o , . . .
the same time, the phase of the was the motivation for Fano’s formulation. According to his

oscillation makes a jump of formulation, the transition probability amplitude, R, depends
radians. on an asymmetry parameter, ¢, and the reduced energy, e:
qg+e
R(e, = - 4.2
(e,9) = L (42)

Both the asymmetry parameter and the reduced energy is a prop-
erty of the autoionizing state in question, and the definition of
them can be found in reference [69]. In the experiment in Paper
I11, the 39™ harmonic (H39) of the laser pulse centered at 800
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nm was tuned to the energy of 60.15 €V, by careful shaping of the
fundamental spectrum. A certain de-tuning was added, i.e. the
central energy of H39 did not overlap perfectly with the state, to
ensure equal amplitudes from the direct and autoionizing paths.
Since we use non-monochromatic radiation, H39 will create a res-
onant electron wave-packet. If we know the phase and amplitude
of the wave-packet, we can re-trace its creation in “real-time”.

An energy-resolved analysis of the phases of sideband 38 or
40 shows a fast phase variation across its spectral width. As dis-
cussed in figure 4.4, the energy-resolved phase of a non-resonant
sideband should be flat if no blue-shift is introduced. As such,
any additional phase variation in one harmonic lies on top of this
background, allowing for a direct correspondence of the mea-
sured phase variation to the phase of the wave-packet. Note that
this is a two-photon wave-packet*, due to the additional transi-
tion in the continuum. The measured intensity of a sideband is
related to the amplitude, 434_, of this two-photon wave-packet
by [63]:

| A391| o« — (4.3)
44
where /54 is the measured intensity of sideband 38 and 7, the
intensity of a non-resonant sideband. As we now have extracted
the $pecfral phase and amplitude, we can access the temporal
amplitude via the Fourier transform.

To get an even more complete picture of the process, we
can apply a short-time Fourier transform (STFT) with a moving
window across the temporal amplitude, to generate a spectrogram
of the process. The spectrogram shows how the frequencies, i.c.
the spectral width of the wave-packet, evolve over time. The
result of the STFT depends on the features of the window we
chose for the Fourier transform and it can therefore be difficult
to attribute features of the spectrogram to actual dynamics or
artifacts of the transformation. Consequently, we adopted a
time-frequency representation which does not depend on the
window: the Wigner representation* [78,79]. It can be seen as
the Fourier transform of the auto-correlation function of the
Wave—packet. A projection across the respective axes also returns
the spectral/temporal intensity of the wave-packet.

*Although it closely resembles the

one-photon wave-packet.

*Itis often used in ultrafast optics

to represent the characteristics of a

light pulse.
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Figure 4.12. The Wigner-representation is a simultaneous view of the
energy- and time-components of a signal, in this case a two-photon electron
wave-packet emanating from a Fano resonance. Left: Representation of
the measured amplitude and phase of the Fano resonance at 60.15 eV’
in belium (60.15 - 1.55 = 58.8). Right: Representation of a simulated
amplitude and phase. Three different regimes are identified.

In figure 4.12 we see a false-color Wigner representation of
the resonant two-photon wave-packet. The left image represents
the measured phase and amplitude while the right is a calculated
phase using the method described in reference [71] with parame-
ters mimicking the experiment. The spectrogram has three dis-
tinct areas: the build-up of the wave-packet which resembles
the spectral width of the resonant harmonic; the interference
between the direct and the resonant path; and the exponential
decay of the resonance. As we showed in Paper 111, the features
of the spectrogram are dependent on the parameters of our pulse
that we use to probe the dynamics. As such, we advocated for
the use of a spectrally narrow (temporally broad) probe pulse. In-
deed, the left part of figure 4.12 shows experimental data recently
acquired using a 10 nm bandwidth probe, compared to the 70
nm bandwidth in Paper I11. The resemblance to the simulation
is striking.
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Figure 4.14. Lefi: The rotational distributions of the s- and d-levels,
reachable by a one-photon transition from p (see figure 4.13). At 55°,
the d-level probability vanishes. Right: As in the left figure, but for the
[+ and p-level, reachable by a two-photon transition. At 40°, the f-level
probability vanishes.

4.3.3  Towards a "complete” measurement

A “complete” measurement, in the quantum mechanical sense,
measures every observable of a system. In the previous system,

ff

helium, two electrons are involved in the autoionization-process j N
but the continuum wave-packet can only take an angular momen-
tum of ep. In Papers 1V, we revisited the resonant state of argon
of reference [62]. Here, an electron is excited from the ground
state 3sz3p6 to the excited state 3313p64p1. The continuum state 3p
can now take on either an angular momentum of &s or ed, owing
to the direct ionization channel originating from a p-level. The Figure 4.13. A sketch of the
direct ionization with H17 is illustrated in figure 4.13, where the  possible one- and two-photon
continuum-continuum transitions of RABITT are also drawn. transitions from the ground state of

A measurement of solely the kinetic energies of the created argon, 3p, 10 the consinuum, e,

with angular momenta s or d, and

photoelectrons following ionization would not be able to distin-  the additional transition in the
guish between the?e transitions, resu}ti{lg in a loss of information Z’;}Z‘ZZ;‘ZZ: Z:ZZZ 5;“25; })
about the dynamics. A more sophisticated approach needs to
be able to measure the angle of emission of the electrons as well,
since the final continuum states have different angular distribu-
tions. In Papers 177 and V1, we used a vMIs to detect the angle
of emissions during acquisition of the RABITT spectrogram.

In figure 4.14 we can see the projected photoelectron angular
distributions* of the different levels involved. In the left plot, the  “Itis strictly the normalized

spherical harmonics that are

plotted
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*Since the final states are different
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Figure 4.15. Top: Qutline of the oscillation of SB14 as a function of the
delay. Two instances of the PAD are shown and the laser polarization is
marked in dashed lines. Middle: The normalized PAD of SB14 for the
same delay steps. A bright region corresponds to a bigh probability of
finding electrons at this angle. Bottom: Sidebands 14 ro 22. SB16 shows
sign of the resonant state we studied in Paper 1V and is therefore not
included in the analysis. Reproduced from Paper V1

distributions of the one-photon transition are shown individu-
ally. The vmis will collect photoelectrons from both channels
which means the measured distribution is an incoherent* sum
of the two. However, we can identify an angle, often referred
to as the magic angle, where the cross-section of the d-level van-
ishes. Photoelectrons collected at an angle of 55° are therefore
purely from the transition to £s. Now, to access the phase we
need to induce a transition in the continuum, which complicates
the matter. As seen in figure 4.13, there are three continuum
transitions possible which ends up in two different final states.
To the right in figure 4.14, the projected angular distributions of
these final states are shown. Again, there is an angle, 40°, where
one of the cross-sections vanishes (the f-level), while the other
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(p-level) does not. However, the p-level is reachable from both es
and ed, meaning we have still not entirely decoupled the transi-
tions. Simulations showed that the energy dependent phase at
this angle is deviating from the phase at other angles.

In Paper IV, we were able to measure the energy and angle-
dependent phase of a resonant two-photon electronic wave-
packet, by tuning the central wavelength of the laser and per-
forming several RABITT measurements. In Paper V1, we instead
studied the non-resonant emission of photoelectrons stemming
from the 3p-level, using the same experimental setup and mea-
surement technique. In figure 4.15 we see the photoelectron
angular distribution (PAD) of sideband 14 (SB14) along with the
[B-parameters of sidebands 14 to 22, at different delays between
the APT and the IR. The PAD, reconstructed from the measured
[B-parameter, oscillates between the two distributions shown in
the inset at the top of the figure. The distribution at a trough of
the sideband oscillation has a non-zero amplitude perpendicular
to the polarization direction of the laser light. In other words, we
find a periodic emission of photoelectrons perpendicular to the
laser polarization at specific delays between the fields. This emis-
sion decreases* with the sideband order, as seen in the bottom
of the figure. This behavior can be explained by applying Fano’s
propensity rule” [80] to the continuum-continuum transition.
In figure 4.16, we see an illustration of the principle. The bold ar-
rows indicate an enhanced transition amplitude, compared to the
dashed arrows, indicating a reduced transition. This asymmetry
leads to a delay-dependent modification of the PAD.

4.4 LIMITATIONS OF RABITT

While RABITT is a versatile and robust technique for probing the
dynamics of photoionization, there will be physical limitations
determining how small time scales * we can resolve. Still, the plau-
sibility of the extraordinary resolution has not yet been discussed
in detail. In Paper I we investigated possible sources of error for
a RABITT measurement, ranging from uncertainties stemming
from the light properties to errors generated by instabilities in the
interferometer. We also discussed how to choose the parameters
for the sampling of the sideband oscillation.

Figure 4.16. Schematic
representation of Fano’s propensity
rule for the case of sideband
Jformation from two intermediate
continunm states. Adapted from
Paper V1.

*B = 2 corresponds to emission
along the polarization.

*Stating that a transition that
increases the electron angular
momentum is favored, due to
increase of the centrifugal
potential with angular

momentum

*i.e. fast dynamics
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Figure 4.17. The procedure of the

Monte Carlo-simulations. A

cosine i injected with random
noise and a fit of the noisy curve is
compared to the original,
unperturbed cosine. A bistogram
of a thousand errors is shown on
the bottom, where 1o is marked.

Adapred from Paper V.
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4.4.1 Monte-Carlo simulations

In a RABITT measurement, we need to sample equation 3.5 for a
finite period of delay time (which we refer to as the number of
oscillation periods) in non-zero delay steps (which we refer to as
Step size). At the same time, the stabilized delay between the pulse
train and the IR will jitter around its mean value. Furthermore,
at each delay step, a photoelectron spectrum is acquired during
a duration which is often determined by the count rate. The
count rate, i.e. the number of electrons produced (or detected)
each second, depends on the amount of xuv photons, the laser
repetition rate, the amount of gas supplied in the interaction
region and the target atom.

As is apparent, there are many parameters that might ulti-
mately affect the accuracy of the phase determination. We de-
coupled these sources of uncertainty and devised a set of Monte-
Carlo simulations (a Monte-Carlo method relies on repeated
random sampling) to examine their effects. The simulations were
set up as shown in figure 4.17:

1 Equation 3.5, now with the simpler form /(7) = cos(2wz —
@) where @ is chosen randomly, is sampled with a chosen step
size and for a certain number of periods (see figure 4.18 for an
illustration of these definitions.).

2 For each sample point, a random variable drawn from a normal
distribution and with a set variance of ¢ is added in the hori-
zontal direction to emulate interferometer instability. Another
random variable, now drawn from a Poisson distribution with
a variance of o2, is added in the vertical direction to emulate
the noisy process of counting electrons.

3 The noisy cosine is fed to the non-linear least square fitting
algorithm mentioned in Chaprer 3. The phase of the best
fit is compared to @ and the discrepancy is referred to as the
«error» of the phase retrieval.

4 The above routine is repeated a thousand times and the errors
are collected in a histogram. The resolution of the phase re-
trieval is defined to be equal to the standard deviation, o, of
the histogram.
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The procedure is initially run with a jitter of 50 as Rms (the
stability of the interferometer) to keep the delay at the desired
delay value. A set of simulations were conducted for a constant
number of sample points: sampled periods = nr of points xstep
size. The resolution, as defined above, was determined for 101,
51 and 26 sample points. The result is shown in figure 4.19. As
seen, the resolution is not dependent on how we distribute the
points between the step size and sampled periods, as long as we
can resolve the oscillation frequency (we cannot sample at a rate
of 1w or lower). The resolution doubles as the amount of points
increases fourfold.

The resolution we have determined is the estimated error of
a single phase retrieval. A sample size of a thousand tries is large
enough to closely estimate the normal distribution of errors. A
larger sample size will not decrease the standard deviation of the
distribution, we will only come closer to the true distribution. A
collection of N real measurements allows us to estimate the true
mean, %, of some quantity x. The standard deviation of a single
measurement is denoted . The standard deviation of the mean,

or simply standard error, is then given by: o = %\[ :

The resolution is then found to increase (i.e. the error de-
creases) linearly as the jitter of the interferometer decreases. Inter-
estingly, the absolute value of the jitter is not a limiting factor, as
long as the sideband can be sampled with a finer step or during
more periods. Even an oversampling, where we sample with a
step size smaller than the RMs of thejitter, results in an increase of
the resolution. For a typical delay jitter of 50 as and a step size of
100 as, we can reach a resolution of 10 as in our phase retrieval if
we sample 10 periods (13 fs total delay difference) of the sideband
oscillation.

4.42  The recipe for RABITT

A real acquisition of a RABITT spectrogram requires many consid-
erations to be weighted against each other. A common limiting
factor is the total time spent on a measurement, which is given
by spectrum acquisition time x nr of points.

In figure 4.20 we see a false color map of a matrix of simu-
lation parameters. Each point (x,y) in the map corresponds to a
simulated measurement, with a certain number of sample points,

Step size

-~

Sampled periods

Figure 4.18. The definition of
«step size» and «sampled
periods».
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Figure 4.19. Results from the
Monte Carlo-simulations. Each
line represents a constant number
of sample points. If the step size is
decreased from 400 as to 200 as, we
can only sample balf the number
of periods. As shown, the
resolution is independent of the
step size and sampled periods for a
certain number of sample points
(indicated by the labels). If the
number of points increases by 4x,
the resolution increases by 2x.

Adapted from Paper V.
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Figure 4.20. A false-color image of the RABITT resolution, as a function
of number of points and acquired counts in the sideband. Since the scales
are logarithmic, the diagonal lines corresponds to a constants acquisition
time, as indicated by the labels. For a certain acquisition time, the
resolution can vary up to 3x, depending on the number of sample points
chosen and the counts acquired. Reproduced from Paper V.

X, and a certain number of acquired counts, y. The number of
acquired counts is defined as that corresponding to the maximum
sideband oscillation: y = 100 means the sideband oscillates in
integer numbers between 0 and 100. The resolution can be read
on the colorbar to the right of the image. The axis scales are
logarithmic, which means that any point along a diagonal line
corresponds to the same acquisition time of a spectrogram.

The false-color image shows that the number of sample
points should clearly be prioritized over acquiring more counts
in the sideband. For the line labeled ”32x”, which has an acquisi-
tion time of 32 times that of the line labeled ”1x”, the resolution
varies from 30 as (if counts are prioritized) to 10 as (if points are
prioritized). At 1280 points, little is gained by acquiring more
counts.
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4.5 SUMMARY

In this chapter we have seen how, by accessing the spectral phase
of the attosecond electronic wave-packet, we can follow processes
initiated by photoionization in real time. This includes tim-
ing the delay of escaping electrons released from the atom and
following the creation and destruction of a resonant electron
wave-packet. Extending the technique, we discussed a proof-of-
principle technique which measured the phase for all angles of
emission, providing a complete set of information about the pro-
cess. Lastly, we examined the interferometric technique itself,
known as RABITT, to detail its current possibilities and limita-
tions in terms of time resolution.

The next chapter will summarize this thesis work and provide
a peak into the near future of attosecond interferometry.
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CHAPTER

Outlook

In this thesis, we bave introduced the realm of ultrafast science,
showed how attosecond light burss are generated from an intense
laser pulse and discussed why interferometry is such a powerful
tool, helping us access the Spectral phase of electron wave-packets.
A few examples from the papers were then highlighted, showing
how the Speltral phase allows us to time the process of electrons
escaping an ionized atom and reconStrucl the creation and decay
of a resonant wave-packet. These are all important Steps towards
the realization of real-time observation and control of microscopic
electron motion in atoms or more complex systems.

S.1 EXPERIMENTAL IMPROVEMENTS

ULL INSIGHT and control of charge movements in

road is full of challenges and it is outside the scope
of this section to name and address them all. For
an extensive review, see references [81-83]. Here, I will address
some improvements to the techniques discussed in the thesis and
provide insight into the current challenges and ongoing projects
of the attosecond group in Lund.

5.1

5.2
5.3

Experimental
improvements
Coincident detection
Technological

improvements
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The experimental and analytical techniques that are shown
in this thesis would benefit from a couple of technical improve-
ments. The frequency resolved analysis, commonly referred to as
Rainbow RABITT, is limited by the complex process of frequency
mixing due to the finite bandwidth of the probe, which is not
easily compensated for in the post-analysis. A narrow bandwidth
(long pulse) probe greatly improves the resolved dynamics in for
example the Wigner representation, as discussed in Paper 111 and
shown in Chapter 4, figure 4.12. The analysis in Paper /1, which
discerns photoelectrons from different states, would not only
benefit from a narrow probe, but also from narrower harmonics
(achieved through generating a longer pulse train). A bit para-
doxically, these methods would benefit from longer 1r pulses,
not shorter. Our temporal resolution is not directly affected by
the pulse lengths, as discussed in Paper I/, although the short
pulses allow us to generate the harmonic spectrum. A spectrum
reaching higher energies would open the door for new dynamics
to be probed, such as core shell dynamics, accessed by photon en-
ergies ranging from 100 eV to 1000 ¢V and beyond. The cut-oft
energy is most “easily” increased by adopting longer wavelength,
since Up x A2, although this requires a complete rebuild of the
laser system.

5.2 COINCIDENT DETECTION

A technique not discussed in this thesis is an electron detection
technique often referred to as coincident detection [84]. If the tar-
get gas density or laser intensity is reduced such that a laser shot,
on average, produces a detectable electron 10 % of the times, we
can assume that only a single ionization event took place per shot.
If we detect several electrons from a single laser shot, there is a very
high probability that they originated from the same atom. This
is a very useful tool to disentangle different ionization processes.
A common way of doing so is to collect the electron kinetic ener-
gies in a two-dimensional map, where one axis spans the energy
of the first electron to reach the Mcp (the most energetic one)
and the other axis spans the energy of the second electron. A
process where the two electrons share energy would then show
up as diagonal lines. The Auger process, discovered by Auger in
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1925 [85], is also easily identified since the kinetic energy of the
Auger electron is independent of photon energy. A coincident
technique is, however, also very time consuming at relatively low
laser repetition rates. At 1 kHz, we only collect an average of
100 electrons per second. A two-dimensional map of 100 by 100
energy bins will, in 100 seconds, fill each bin with just a single
count. Collecting enough counts to be statistically relevant may
take hours to days.

5.2.1 Xenon 4d

A system which has been under investigation for many years in
Lund is the 4d electronic state of xenon, with an ionization energy
of just below 70 V. Ionization from the 4d level of the ground
state of xenon (4d'%5s*Sp®) results in a secondary electron being
released though an Auger process, as shown in figure 5.1. The 4d
level consists of two closely lying levels, split by 2 €V, depending
on the spin direction of the electron. We studied ionization of the
4d shell through coincident detection, since a normal spectrum
acquisition collects all electrons released in the process, such as
electrons emanating from the 5s and 5p shells as well. The broad
light spectrum of harmonic orders renders the photoelectron
spectrum very congested. Specifically, the 2 €V split of the 4d level
creates very challenging conditions for RABITT. A coincident
detection on the other hand can limit the focus to electrons only
released from the 4d shell, since the ionization process results in
secondary electrons. The constant energy of the Auger electrons,
8.29 and 10.29 €V, makes identification of the two spin levels very
simple.

For along time, the lacking stability of the laser and the inter-
ferometer hindered any definite conclusion of the 4d ionization
process. Recently, promising results have been obtained in Lund
where we have been able to acquire the sideband phases of both
4d levels. In figure 5.2, we see recently acquired coincident data.
Half of the figure shows data acquired with just the xuv light,
the other half is acquired when the 1R beam was overlapped with
the XUV in the interaction region. To read the figure, recall that
a single point in the figure corresponds to fwo electrons. Since
the Auger electrons (for example the ones released with 8.29 and
10.29 V) are almost always slower, we can usually assign the slow
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Figure 5.1. Energy diagram of the

Auger process from the 4d shell.

The harmonic comb ionizes the
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Figure 5.2. False-color energy map of a coincident detection of electron
[from the 4d shell of xenon. Electrons not in coincidence with the Auger
electrons of figure 5.1 have been blurred for clarity.

electron to the Auger electron. The fas? elecfron is then the photo-
electron. On the horizontal axis (for the xuv only diagram) and
respectively the vertical axis for the XUv + IR diagram, we then
have our normal XUV spectrum. The respective Auger electron
that was released as a result of the ionization allows for the two
spin-levels to be separated energetically. We can then analyze the
two spin levels individually, and compare their RABITT phases.
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5.3 TECHNOLOGICAL IMPROVEMENTS

Even though the data is very promising, a single spectrogram
acquisition takes a full day. Acquisition of less than ideal data, a
discovery which can often only be made after the fact, is then a
day gone to waste. Consequently, even a modest increase of the
repetition rate of the laser would vastly facilitate the coincident
detection. In light of this, an upgrade of the Lund kHz laser is in
preparation, to reach 3 kHz repetition rate with the same pulse
parameters as the current one.

In this thesis work, we have advocated for a high energy/fre-
quency resolution alongside the extreme temporal resolution. As
we have shown, there are times when high energy resolution is
required, while other times yet another measurement parameter
(i.e. angular information) is more valuable. Truth be told, the
measurement in Paper /1 might have been even more successful
had it not lacked in energy resolution. A concoction of a vMIs
and an MBEs might then seem like the perfect spectrometer for
attosecond experiments. Conceptually, this is what an ARTOF
(Angular Resolved Time-of-F light) spectrometer provides. It
combines a flight tube with a position sensitive detector. There
are early plans to install such a device in the attosecond beam line.
These upgrades, along with a refinement of the interferometer to
increase the stability further, will take the attosecond laboratory
to the next stage.
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The Author’s Contribution to the Papers

Paper I

Paper II

Roadmap of ultrafaét x-ray atomic and molecular physics
During my first two years, we struggled to generate any
results due to technical issues and challenging experiments.
In this paper, we discuss these challenges and the current
status of experiments on photoionization dynamics in
atoms, in a road-map on ultrafast atomic and molecular
physics. I wrote parts of the manuscript.

Photoionization in the time and frequency domain

In this paper, we determine photoionization time delays
in neon atoms over a 40 €V energy range with an interfero-
metric technique combining high temporal and spectral
resolution, solving a puzzle raised by 7-year-old measure-
ments. I had a leading role in conducting the experiments,
I analyzed all the data and developed new ideas for the
analysis. I wrote a major part of the manuscript.
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Paper III Time-frequency representation of autoionization

dynamics in helium

In this paper, we used an energy-resolved interferometric
technique to measure the spectral amplitude and phase of
autoionized wave packets emitted via the sp2* (referred
to as 2s2p in this thesis) and sp3* resonances in helium.
Applying various time—frequency representations, we ob-
serve the build-up of the wave packets in the continuum
and disentangle the dynamics of the direct and resonant
ionization channels. I had a leading role in conducting the
experiments, prepared methods for the analysis of the data
and wrote parts of the manuscript.

Paper IV Anisotropic photoemission time delays close to a Fano

resonance

Here, we investigated the attosecond photoemission dy-
namics in argon in the 20-40 eV spectral range, in the vicin-
ity of the 3s"'np autoionizing resonances. We present mea-
surements of the differential photoionization cross section
and extract energy and angle-dependent atomic time de-
lays with an attosecond interferometric method. I had a
leading role in acquiring the Lund experimental data. I
developed methods of treating and analyzing the data. I
contributed to the manuscript by discussions and feed-

back.

Paper V. Temporal resolution of the R4BBIT technique

In this paper, we thoroughly examine the RABITT method
using numerical simulations. We analyze the effects of the
spatial and temporal properties of the light fields and of
the experimental procedure on the accuracy of the method.
I prepared and conducted the simulations of the experi-
mental procedure, produced most of the figures and wrote
a substantial part of the manuscript.
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Paper VI Fano’s propensity rule in angle-resolved attosecond

pump-probe photoionization

In this paper we study non-resonant photoionization of
argon 3p™!, using an attosecond interferometric technique
and a vmis. The spectrometer allows us to follow the
angle-of-emission of the photoelectrons as a function of
the delay between the attosecond pulse train and the laser
field. We detect a periodic emission of photoelectrons
perpendicular to the laser polarization at specific delays.
We can explain the phenomenon with Fano’s propensity
rules. I took part in the experiment and contributed to
the manuscript via feedback and discussions.
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APPENDIX

Documentation for an ADC

s PART of my doctoral education, I programmed and

tested a data acquisition card of the type Analog-to-

Digital-Converter (ADC) of model «U1084A» from

Acquiris. The card samples the raw signal from the
Mcp (after amplification) at a rate of 4 - 10? samples per second.
The samples are stored as 8 bit signed integers (i.e. they range
from —128 to 127). Due to the high amount of data, the card
included a mode to only buffer data above a defined threshold,
a very suitable mode for peak detection from an electron spec-
trometer. The LabviEw library supplied with the card was not
functioning correctly out of the box, so what follows is a doc-
umentation to modify some files in the library to successtully
implement the so-called zero-suppression mode.
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Documentation for an ADC

1 Introduction

1.1 Purpose

This document aims to fully describe the configuration and usage of the zero-suppression
mode on an acquisition card of model Acqiris U1084A or equivalent in a LabVIEW
programming environment. The zero-suppression mode can dramatically reduce the
load on both the data transfer from the card to LabVIEW and the data analysis in
LabVIEW, allowing for a higher trigger and signal rate.

1.2 Document Conventions

The LabVIEW VIs by Agilent which are required for zero-suppression to work as in-
tended are described in this document by listing the needed inputs and outputs of respec-
tive VI under an image of the VI-icon. Note that there might be more inputs/outputs
that are not needed here and are therefore not shown.

1.3 Intended Audience and Reading Suggestions

This document is intended to work as a supplement to the "Programmer’s Guide Agilent
Acqiris Instruments” manual, which is supplied with the U1084A card, and will cover
usage of the card within the LabVIEW environment. The document will focus on a
correct setup of the zero-suppression (mode 7), which was missing from the supplied
manual. The reader of this document is assumed to have a copy of the aforementioned
manual. The reader is also assumed to be proficient in LabVIEW.

1.4 Required drivers

Agilent Acgiris Software CD V4.2.c - 15/02/2011
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2 Configuration in LabVIEW

This chapter will introduce the some of VIs included in the Agilent driver which are
needed to interface with the acquisition card. The U1084A works much like an oscillo-
scope, and therefore needs to be setup in a similar manner. The VIs are introduced in
the order they should be used. A short description of the input and output parameters
are given, but for a full description of the possible values, see the "context help” of the VI
in question. For an obvious sequential execution of your program, use the error cluster
wiring. The error cluster input/output are not described below, but are assumed to be
used. There can be more inputs/outputs to a VI than are described here, in which case
they are optional.

2.1 Initialize

Input: Resource name
Output: Instrument ID

This VI initializes the device with a given Resource name (usually PCL:INSTRO if
only one Acqiris card is connected) and returns the Instrument ID which is a required
input for all following VIs that communicate with the card. This is the first VI you
should call to start interfacing with the card.

2.2 Configure memory

Input: Instrument ID, Number of Segments, Number of Samples
Output: dup Instrument ID
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This VI configures the memory of the Acqiris card with Instrument ID, i.e. the number
of samples and the number of segments (can be thought of as number of triggered events)
that should be stored. Wire the output dup Instrument ID to the input of the next VI.
This output will not be discussed in the following sections.

2.3 Configure horizontal settings

Input: Instrument ID, Sampling interval (s)
Output: dup Instrument ID

This VI configures the horizontal control parameters of the Acqiris card with Instru-
ment ID, i.e. the sampling interval given in seconds. There is also an optional input
delay time, which is ignored when the card is operating in zero-suppression mode and
therefore not used here.

2.4 Configure vertical settings

Aqlx

Canfig:
Vot

Input: Instrument ID, Channel, Coupling, Full scale (V), Offset (V)
Output: dup Instrument ID

This VI configures the vertical control parameters of the Acqiris card with Instrument
ID and Channel (either 1 or 2). The Full scale (V) configures the resolution of the
sampled signal. Since in zero-suppression mode the card saves the input signal as an
8bit signed integer (-128..127) the Full scale (V) parameter descides which real voltage
(5,2,1 or 0.5 V) should correspond to the maximum integer (127). Set as close to the peak
of the sampled signal as possible for maximum resolution. The Offset (V) parameter
offsets the real voltage before it is converted to an 8bit signed integer (-128..127).
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2.5 Configure extended trigger source

Input: Instrument ID, Channel, Trigger coupling, Trigger slope, Trigger Level 1
Output: dup Instrument ID

This VI configures the trigger source control parameters of the Acqiris card with
Instrument ID for a specified trigger source Channel (either 1 for internal trigger or -1
for external trigger source). The Trigger coupling sets the coupling to AC or DC with an
input impedance of 1 M or 50 Q2. The Trigger slope decides whether the card should
trigger on the rising/leading edge (positive) or falling/trailing edge (negative) part of
the trigger signal. For a window trigger there is a second trigger level which is not used
here. Trigger Level 1 sets the trigger level in millivolts.

2.6 Configure trigger class

Input: Instrument ID, Source Pattern
Output: dup Instrument ID

This VI configures the trigger class parameters of the Acqiris card with Instrument
ID. Some instruments support a complex feature set of triggers. For this use case, supply
the string ”0x80000000” to the Source Pattern input, which enables the External Trigger
1. For other use cases, consult the manual or the ”context help” of this VI.

Now the Acqiris card is initilized for normal usage, and could be used to acquire a signal
on channel 1. For readability, create a subVI with the VIs above. We now need to
change the operational mode of the acquisition card from normal (mode 0) to Sustained
Sequential Recording or SSR (mode 7). In this mode, we can enable zero-suppression of
the input data.




Documentation for an ADC

2.7 Configure operation mode

Aqlx

Canfig.
Modg

Input: Instrument ID, Mode, Flags
Output: dup Instrument ID

This VI configures the operational mode of the Acqiris card with Instrument ID. To
enable the "ReadModeSSRW?”, supply a value of 7 to the input Mode, along with a value
10 to input Flags. The flag modifier enables a second memory buffer which is needed
for simultaneous data acquisition and readout.

2.8 Configure extended averager settings

Aqlx

CE LE =
2

Input: Instrument ID, Channel, Parameter Key, Parameter Value
Output: dup Instrument ID

This VI allows to configure additional parameters of the Acqiris card with Instrument
ID, which are needed for the zero-suppression to work. The VI works with a single Key-
Value pair at a time, so in order to set multiple values use this VI in a loop with two
arrays that hold the keys and values. The parameters we want to set are NbrSamples,
NbrSegments, PreSamples, PostSamples and InvertData, exactly as they are written
here. The first two will overwrite the number of samples and number of segments
configured in the memory settings. PreSamples and PostSamples sets the number of
samples to collect before and after the signal threshold is reached. InvertData (default
is 0, no inversion applied) sets the card to cut all data above the threshold instead of
below if set to 1.
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2.9 Configure setup array

Input: Instrument ID, Channel, setupType, nbrSetupObj, thresholds
Output: dup Instrument ID

This VI allows to configure the threshold parameters of the Acqiris card with Instru-
ment ID below which it should apply zero-suppression. Here, a small modification to
the VI is needed to make it work as the programmer’s manual intends. Find the array
called setupData pictured below in the VIs block diagram. It will not look like this,
instead it will only have a cluster of two elements.

Thresholds

threshold
i
nextat
i
Reserved

i

Modify the cluster to look like above with the number representations as shown below.

setupDiata Cluster
Array containing the setup objects,

setupData Cluster (cluster of 3 elerments)
threshold (double [64-hit real (~15 digit precision)])
nextdt (unsigned long [32-bit integer {0 to 4,294 967,295
= Reserved (long [32-bit integer {-2147483648 to 2147483647

Create an array of thresholds clusters as input. The threshold is set in Volts, and the
nextSample tells the controller when to apply the next threshold in the threshold array.
Set this input to NbrSamples if you only intend to use a single threshold. The Reserved
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element can be left as 0 and should not be used. The setup Type needs to be set to 2 as
well as the nbrSetupObj input.

2.10 Configure extended memory settings

Input: Instrument ID, Number of Segments, Number of Samples, Number of Banks
Output: dup Instrument ID

This VI allows to configure the extended memory control parameters of the Acqiris
card with Instrument 1D, which is required for the SSR mode to work. The Number of
Segments and Number of Samples are the same before, rather the Number of Banks is
the important value here, which can be set to 2 or 3.

Now the card is configured to work in the SSR mode with 2 or 3 memory banks. You
should use the different "Query” VIs to make sure that the value actually has been set
as you intended.
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3 Acquisition in LabVIEW

3.1 Acquire signal

Stop acquisition if
there was no trigger.

M| False 't Errar -
=
{Aal= |
e
Stop

A simple block diagram of the acquisiton call is shown above, and can be placed inside
a while-loop. It looks identical to an acquisition call of the card running in normal
operation. It starts an acquisiton, waits for a trigger and stops acquiring either if no
trigger was detected or after acquiring the selected number of samples and segments.

3.2 Read buffered signal
The reading of the acquired signal from the buffer is quite straightforward, reqruiring

the VIs "Read SSR Data” to read the data and "Free Bank” to free the current memory
bank making it available for another acquisition.

3.2.1 Read SSR Data

Aiql:
IR
EER

Input: Instrument ID, readPar, dataArray in, Channel
Output: dup Instrument ID, dataDesc, dataArray out

This VI reads the raw thresholded data from the Acqiris card with Instrument ID and
Channel. The input dataArray in is a user-allocated data array of 8bit signed integers,

10
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and can be either zeros or acquired values, they will be overwritten anyhow. The readPar
input needs careful configuration for the readout to work. An example how to configure
this parameter is shown below.

firstlegrment
nbr3egrments
firstSamplelnSeg
nbriamplesInieq
segrmentOffset
dataliraysize

IﬁSeémentsPI
]

By creating a constant of the input terminal of readPar we get a cluster of initilized
values. On page 25 of the programmer’s manual there is a description of the parameters.
The first zero is missing however. This zero tells the Acqiris card that the data should
be sampled in 8bit, the only valid data type for the SSR configuration. This brings us to
the next value, 7, which tells the card to interpret the data as zero-suppressed data. The
parameters we need to manually set are the six parameters shown, which are accessed
by the "Unbundle by name” function. Three of them are left as zero, nbrSegments
and NbrSamples should be the same as configured before, and dataArraySize is the size
in bytes of the user-allocated buffer that the data is transferred to. For simplicity, this
buffer can be set to the worst case scenario, i.e. all of the signal is above the threshold and
therefore transferred to the buffer: maxDataSize (in bytes) = nbrSegments* (nbrSamples
+ 32 + 8) + 32. The numbers correspond to an overhead which is always transferred,
containing meta-data which we will interpret later on.

The output dataDesc contains information about the zero-suppressed data, such as
the actual size of the data transferred, the sampling time and so on, but nothing of high
importance. The dataArray out contains the digitazed thresholded data as 8bit signed

11
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integers together with the meta-data in a single data stream. Since this meta-data is
not actually formatted as 8bit, but has been interpreted as such by the Read SSR Data
VI, it takes a bit of trickery to retrieve the correct meta-data. More on this in section
3.3.

3.2.2 Free bank

Aqlx

Teo
Eank

Input: Instrument ID
Output: dup Instrument ID

This VI frees the current memory bank, making it available to buffer a new acuisition.

3.3 Parse raw SSR data

On page 25 and onward in section 3.6.4 of the programmers guide, there is an explaina-
tion how the meta-data is tucked in together with the digitized data. If the data we
received from the Read SSR Data VI was in binary format, it would be quite a straight-
forward process to disentangle the data from the meta-data. Now, however, the raw
data is already formatted as 8bit, which means we need to re-format the meta-data
to its actual data type. In the very beginning of the data stream, we have a segment
descriptor, with a length of 8 words. A "word” corresponds to a data type of 32 bit
length. So, the first 256 bits of a data segment are not actual digitized data from one
of the channels, but a description of the data. Since these bits have been read as 8 bit
data by the Read SSR Data VI, the first 32 (256/8) values in the data stream need to
be re-cast to a new data type according to the table in section 3.6.3.1. The only data of
interest in this case is the number of gates, nbrGates, as this describes how many gates
are contained in a single segment. A gate is a sequential data stream above threshold.
Below is an example of how to extract this data.

unsigned long

nbrGates -

12
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Since this segment descriptor will precede the digitized data for every saved segment,
we need to keep track of our current reading position in the data stream. The current
position starts at 0, the beginning of the data stream. We move it by 16 "steps” (128 bits
in 8 bit data type, or 4 "words”), which is where the data for nbrGates starts. nbrGates
is a 32 bit data type, so we extract the next 4 elements (32/8) in the data array and
reverse the order, then re-cast them to a single 32 bit unsigned integer. This number tells
us how many gates will succeed the segment descriptor. For each gate, there is a gate
descriptor, 2 words (64 bits) long, which contains the length, gateLength, of the digitized
data (of 24 bit length) which follows the gate descriptor and then absolute position in
samples, gatePos, of the start of the data (of 32 bit length) in relation to the trigger.
Both of these are necessary to extract the data correctly. We move the current position
to the beginning of the gate descriptor(32 steps after the beginning of the segment which
is at 0), and extract 3 and 4 elements respectively. Since LabVIEW doesn’t have a 24
bit native data type, we insert an 8bit data type with a value of 0 before the 3 other 8bit
data values, and re-cast it as 32bit unsigned integer. This procedure is shown below.

Current pos

. Datall

= [CLH+ |
B = Parsed Data le[ﬁ'—

The actual digitized data starts 40 steps into the 8bit array, or 8 steps after the
beginning of the gate descriptor. Since we don’t know the end of the array before we
have read the gate descriptor, we need to parse the data sequentially. We extract an
array with a length of gateLength and move the current position by as many steps as
well. The gatePos is used to determine the peak position of the data in relation to the
trigger. If there are more gates we loop through all of them, otherwise we move to the
next segment descriptor and do it all again.

13
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4 Acquisition Program Features

This chapter is dedicated to explain some of the features of the acquisition program
written specifically for this type of acquisition card, with a purpose to take advantage
of the features implemented in the earlier chapter.

4.1 General Structure

The program is structured as two parallell processes (loops), as shown below. In one
loop, the card is triggered and the raw data (and meta data) acquired is added to a
queue object. In the other loop, data is continuously withdrawn from the front of the

queue and processed for interpretation.

LOOP 1: TRIGGER AMD GATHER DATA

Data acquired?

G}

W[True ~H Relessing the queue

stops the consumer
[Bdd data to queve

Ie\ementﬂuf'u'j]‘

Data |7 ]
farmat <1

[LOOP 2: INTERPRET DATA STREAM IN QUELIE AMD DISPLAY HISTOGRANM

o0

%[ Mo Errar 't

Process data from queus
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With this structure, we are making sure no triggers are missed. For a trigger rate
of 1 kHz, the top loop is fast enough to arm the trigger of the card each iteration, but
for much faster trigger rates you might want to do a buffered acquisition instead. The
bottom loop is waiting for data as long as the queue is empty, and then withdraws data
as fast as it executes. In this so called "consumer” loop, the raw data is interpreted and
the meta data is separated from the signal data.

4.2 Peak Detection

Since the acquisition card is meant to count electron, we need to convert the signal from
a single electronic pulse into a number, the flight-time. The method chosen is a fast peak
detection method called wavelet-based peak detection using multi-resolution analysis.

4.3 Data Structure and Storage

The raw, unmanipulated data we acquire from the card, after peak detection, consists of
the time-of-flight (a digit of double precision) for each electron hit. This data is stored
in an array during runtime, and is sequentially interpreted and presented in a histogram
to the user. The data is also saved to a temporary directory using the HDF5 file format
in an event based data structure, to prevent accidental data loss and increase flexibility.
The event based structure is detailed in table 4.1. For each event, we store the number
of hits and the time-of-flight of each hit. The data is saved sequentially in equally sized
"chunks” to optimize the write-to-disk time. If there is insufficient data to fill a chunk,
the unfilled space is overwritten with ”-1”, to clearly indicate that this is not real data.
After an acquisition has finished, the temporary file is closed, and it might be copied to
a directory of the users choice. This event based data needs to be read sequentially as
well, starting from the very beginning, to ensure that each hit corresponds to the correct
event. For a large data set, this can be quite time consuming, but the advantage is the
user can interpret and present the data in a huge number of different ways.

Table 4.1: Structure of stored data.
Hits nr | ToF [ns]
2 100
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APPENDIX

Photoniques Special Issue

OR A special issue of Phoroniques, we were asked to
1), write a popular science article summarizing recent
results from Lund obtained with the RABITT tech-
nique. We focused on photoionization time delays
and provided an outlook on the field of attosecond science. The
advertisements in the article have been removed, thereby the pe-
culiar white-spaces and a missing page.
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trosecond light pulses cannot

be obtained from a conven-

tional laser, but result from a
nonlinear interaction, when intense
femtosecond laser pulses are focused
into a dilute gas. It was observed in the
late eighties that this interaction leads
to the emission of a comb of odd-or-
der harmonics of the driving laser
[1,2]. Unexpected from the concepts
of perturbative nonlinear optics, only
the first few orders decrease exponen-
tially in power, while higher orders
form a plateau of almost equal power,
until a sharp drop, called the cut-off,

Laser field

Ill. Recombination

I. Tunnelling

PHOTONIC DEVICES AND APPLICATIONS

Light pulses of sub-100 as (1 as=10"% s) duration, with photon
energies in the extreme-ultraviolet (XUV) spectral domain,
represent the shortest event in time ever made and controlled
by human beings. Their first experimental observation in 2001
has opened the door to investigating the fundamental dynamics
of the quantum world on the natural time scale for electrons
in atoms, molecules and solids and marks the beginning of the
scientific field now called attosecond science.

is reached. Depending on the genera-
tion conditions, the cut-off can exceed
100 eV of photon energy, covering se-
veral tens of harmonics, and the effect
was thus named high-order harmonic
generation (HHG). It was soon realized
that the comb of harmonics could cor-
respond to a train of very short pulses,
i.e. attosecond pulses, if the harmonics
were phase-locked [3]. This view was
inspired by a semi-classical model of
the single-atom response in a strong
driving laser field [4], which was short-
ly after also supported by a fully quan-
tum mechanical treatment [5,6].

5 I'&

1
111. Acceleration
7

Figure 1. Illustration of the semi-classical three-step model for high-order

harmonic generation.
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The semi-classical understanding
of HHG, generally referred to as the
three-step model, is illustrated in
Figure 1. First, the atomic binding
potential is so strongly distorted
near the crests of the driving laser
field that the least bound electron
may tunnel-ionize to the continuum.
Second, driven by the strong laser
field, the electron is taken away from
the parent-ion, picking up kinetic en-
ergy. Finally, when the driving field
changes sign, the electron may return
to its parent-ion and recombine,
whereas its excess energy is emitted
asan XUV photon. The kinetic ener-
gy of the returning electron depends
on its trajectory, i.e. the path it takes
from the time it was born in the
continuum to its return to the pa-
rent-ion. Not all possible trajectories
return to the parent-ion and contri-
bute to HHG. The three-step process
repeats itself for every half cycle of
the driving field, resulting in an atto-
second pulse train (APT). While the
spectrum of each individual attose-
cond pulse in the train is continuous,
the corresponding spectrum of the
train results from the spectral inter-
ference of all pulses in the train and
is composed of odd-order harmo-
nics. This can be understood in ana-
logy to the frequency comb structure
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of the output of an ultrafast oscil-
lator, where the interference of the
output pulses results in comb lines
spaced by 1/f, where fis the repetition
rate of the oscillator. Single attose-
cond pulses (SAPs) can be obtained
by spatially separating the pulses in
the train [7,8] or by manipulating the
driving pulse in a way that the inte-
raction is driven by only one half-cy-
cle of the field [9]. The conversion
efficiency for HHG, i.e. the ratio of
the energy of the attosecond pulse
train or single attosecond pulse to
the energy of the driving laser pulse,
is about 107 at best (usually lower
for single attosecond pulses and for
photon energies larger than 50 eV),
determined both by the single-atom
response and by phase-matching in
the generation gas. Still, modern
attosecond pulse sources can have
average powers in the range of pW
to mW [10].

After the first observation of
HHG, it took almost fifteen more
years until the duration of attose-
cond pulses in a train as well as that
of a single attosecond pulse were
finally experimentally measured in
2001 [11,12]. The measurement ap-
proaches, i.e. RABBIT (Reconstruction
of Attosecond Bursts by Interference
of Two-photon Transitions) for APTs
and the Attosecond Streak Camera
for SAPs, are based on performing
cross-correlations of the APT or SAP
with a longer low-frequency pulse,
usually a copy of the driving pulse
for HHG, while the photoelectron
spectrum originating from a detec-
tion gas as a result of the two fields
is recorded. The spectral amplitude
and phase of the APT or SAP are en-
coded in the photoelectron spectrum
and the pulses can be retrieved with
different computer algorithms.

In this article, we will focus on the
RABBIT technique and how it can
be used to learn about fundamental
electron dynamics on the attosecond

time scale. For that, we will first dis-
cuss the RABBIT scheme in more
detail. The principle is illustrated
in Figure 2. APTs synchronized with
a weak copy of the driving pulse, in
the following referred to as probe
pulse, are sent into a photoelectron
spectrometer, where photoelectrons
are generated from a detection gas
(usually noble gases), while the time
delay between the APTs and the probe
field is scanned with interferometric
precision. Employing photoelectron
spectroscopy for measuring attose-
cond pulses is somewhat obvious,
taking into account that the photon
energy generally overcomes the io-
nization potential of neutral gases.
The underlying idea of RABBIT is to
measure the phase difference between
consecutive harmonics, which is the
information needed to reconstruct
the average attosecond pulse in the
train. In optics, a phase difference is
often assessed by interference. The
different harmonics of the frequency
comb representing an APT do howe-
ver not result in a steady and obser-
vable interference, because they are
separated in photon energy, so that
the generated photoelectrons are also
well separated in kinetic energy. The
probe pulse however couples conse-
cutive harmonics by introducing side-
bands to the photoelectron spectrum,
which are located between the harmo-
nics. The sidebands are due to two-co-
lour two-photon ionization; either a
harmonic and a probe photon are ab-
sorbed simultaneously or a photon
from the next harmonic is absorbed
and a probe photon is emitted, resul-
ting in two possible quantum paths
from two consecutive harmonics to
the same sideband, thus leading to
interference. The sidebands oscillate
with the time delay 7 between the APT
and the probe field as

S50 = &+ Bcos[2wT - Apyq- Aby], (1)

where a and f8 describe the ampli-
tude and contrast of the oscillations,
respectively and Adyq = ¢aqi1 - $2q.1 IS
the phase difference between the
consecutive harmonics of the orders
2q+1and 2q -1, where g is an integer.
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The last term, A¢,,, often referred
to as atomic phase, is an intrinsic
contribution from the detection
gas due to two-colour ionization.
If the phase differences between all
consecutive harmonics are known,
the average attosecond pulse in the
train can be obtained by coherent-
ly adding the harmonics with their
respective phase offsets. It should be
noted that this is only accurate if the
atomic contribution, i.e. A¢yg, is small
compared to the phase differences
between the harmonics. Among
many achievements, the RABBIT
technique has shown that the intrin-
sic chirp of attosecond pulses, which

1 2 pulse in the
APT, as shown
in (d).

often is positive, can be compensa-
ted by transmission through thin
metallic foils that provide anoma-
lous dispersion in the XUV spectral
range [13].

While the early days of attosecond
science were mostly dedicated to the
characterization of the spectral and
temporal properties of attosecond
pulses, the focus has later shifted
towards actually applying those
pulses for studying dynamics on a
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time scale that was not accessible
before. One of the most prominent
questions in this respect is “how
long does ionization take?”, i.e. “how
long does it take for a photoelectron
to actually leave the atom after inte-
racting with an attosecond pulse?”
The contrary question, i.e. “how
long would it take the parent-atom
or molecule to know that it has
been ionized and become an ion?”
is equally intriguing. However, since
the most prominent experimental
tools of the field, i.e. streaking and
RABBIT, inherently employ photoe-
lectron spectroscopy, the leaving of
a photoelectron is more straight-
forward to study. It should however
be noted that the ionization time is
a delicate quantity to define. After
ionization, the photoelectron moves
in the Coulombic potential of the
ion, which changes with the inverse
of the distance to the ion and for-
mally reaches infinitely far; any de-
finition of when the photoelectron
has left the proximity of the ion
would be somewhat arbitrary. What
helps here, is a more fundamental
quantum mechanical view on ioni-
zation, where we consider photoe-
lectron wave packets of Coulombic
waves instead of a classical par-
ticle-like understanding of photoe-
lectrons. An electron wave packet is
a quantum mechanical construc-
tion, describing the electron’s pro-
bability amplitude to be found in
a certain position at a certain time.
After ionization the photoelectron
wave packet moves in the potential
landscape of the ion. Similarly to an
ultrashort laser pulse propagating
in a dispersive medium, where the
speed is a function of wavelength,
the electron wave packet will pick
up a group delay, which is defined
as the derivative of its phase in res-
pect to energy. While the Coulomb
potential formally reaches infinitely
far, the group delay of an electron
wave packet propagating through
it is finite. The acquired group de-
lay can be interpreted as ionization
time. This view was first introduced
by Wigner for scattering events [14].
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Determining the absolute ioni-
zation time however is complicated.
Experiments have therefore mostly
focused on measuring the relative
time delay between photoelectron
wave packets from different initial
states, which is an easier question to
answer than the absolute time delay.
Prominent early examples of such
experiments are the measurement
of a relative time delay of about 100
as between the ionization from va-
lence- and conduction band states in
tungsten [15] as well as the relative
time delay of 21+5 as that was mea-
sured for ionization from the 2p sub-
shell in neon as compared to the 2s
sub-shell [16]. The latter work, further
stimulated by the intriguing fact that
the magnitude of the observed time
delay could not be reproduced theo-
retically, has triggered a vast number
of experimental and theoretical efforts
to understand the origin of ionization
time delays, and assessing such time
delays became an important direction
in attosecond science throughout the
last few years.

While the pioneering experiments
mentioned above were performed
with the streaking technique, the
first attosecond ionization time de-
lays investigated with RABBIT were
measured in the n = 3 shell in argon

[18] with additional
calculations
from [19].

39 40 41

[17,18]. The energy range around
40 eV that was investigated is par-
ticularly interesting because due to
strong electron correlation effects,
i.e. interactions between the different
electrons of the atom, this energy
region is difficult to treat theoreti-
cally. Thus, the measured difference
in time delay can serve as qualitative
indicator for the suitability of theo-
retical models. To illustrate how the
RABBIT technique can be used to
assess time delays, we shall rewrite
equation 1 as

S = &+ fcos[20(T- 1y~ T)], (2)

where we express the phase differences
as finite difference approximations of
. ¢ A,

roup delays, i.e. 7o, = — =—
SHOUP A L ™ 50 g 20

Ay

a)
frequency of the laser pulses. In this
view, the sideband oscillations descri-
bed by equations 1 and 2, respectively
can be interpreted differently. As io-
nization happens, the electron wave
packet inherits the group delay of the
harmonics, which explains one contri-
bution to the phase of the RABBIT
sidebands, i.e. the one corresponding
to 7y, The other contribution, g, re-
fers to a delay that the electron wave
packet acquires in the potential

and 7p= , where w is the carrier
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landscape of the ion in the presence
of the probe field, where the contri-
bution from the probe can often
be determined theoretically [20].
While the contribution from 74 in
the past was considered small, it has
now moved into the focus for mea-
suring photoionization time delays.
However, determining absolute de-
lays remains difficult since the ab-
solute phase of a RABBIT sideband
depends on the delay between the
APT and the probe pulse, which
usually is not known accurately
enough. Thus, relative time delay
measurements are performed. For
example in the case of the photoioni-
zation in the # = 3 shell in argon, two
RABBIT traces are recorded simul-
taneously for photoelectrons ori-
ginating from the 3p and from the
3s sub-shells. As the photoelectrons
are generated from identical attose-
cond pulses, any relative shift of the
sidebands in the two RABBIT traces
must originate from different group
delays that the respective electron
wave packets experience as a result
of two-colour ionization. Figure 3
shows measured relative time delays
in comparison to different theore-
tical models. The different theories
differ significantly around 40 eV and
none of them shows perfect agree-
ment with the measured delays.

It is fascinating to note that the
relative time delays extracted from
RABBIT traces are usually much
smaller than the pulse duration of
the attosecond pulses used in the
measurement. The minimum obser-
vable delay is limited to how accura-
tely the phase of the sidebands can
be determined. This depends on the
signal-to-noise ratio and the stability
of the interferometer controlling the
delay between the APTs and probe
pulses rather than on the duration
of the attosecond pulses. It is a very
common feature of interferometric
measurements, where often the phase
of interferometric fringes can be de-
termined with much greater accuracy
than the wavelength of the light. One
prominent example for this are gravi-
tational wave detectors.
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A proof-of-principle experiment
performed in xenon showed that the
RABBIT technique could be applied
for more complicated ionization pro-
cesses than those discussed so far [21].
In one-photon double-ionization, a
single absorbed XUV photon leads
to the ejection of two photoelectrons
which share the excess energy conti-
nuously. The two electrons must thus
interact with each other resultingina
time delay. Incorporating the ion into
the picture, this is the prototype of
the quantum mechanical three-body
problem and therefore extremely in-
teresting to study. However, recording
a RABBIT trace in this case is much
more challenging because the pairs
of correlated photoelectrons must be
measured in coincidence. This means,
to be sure that two detected electrons
originate from the same ionization
event, one has to work at a rate of less
than one event per laser shot, which
makes recording RABBIT traces very
time consuming and puts large de-
mands on the laser’s long-term stabi-
lity. Comparing to single ionization
from the 5p-shell, which is recorded
simultaneously, the relative ioniza-
tion time delay for the double-ioniza-
tion process could be extracted [21].
Here, single ionization was used as a
reference clock, because the absolute
phase of RABBIT sidebands, as dis-
cussed earlier, is usually unknown.

Since the first RABBIT measure-
ments, femtosecond laser tech-
nology has evolved rapidly. One
interesting aspect of that deve-
lopment is spectral tunability.
Employing tunability of the carrier
wavelength of the driving pulses for
HHG, the high-order harmonics are
no longer fixed at specific photon
energies. If one harmonic is tuned
through a resonance, the phase of
that resonance will be carried into
the sidebands above and below
that harmonic. The respective next
sidebands will however be unaffec-
ted and can serve as reference to
extract the phase associated with
the resonance. This technique
was applied to study the phase in
two-colour two-photon ionization
of helium [22] and more recently
to measure the phase evolution of a
Fano resonance in argon [23]. Fano
resonances are a very general phe-
nomenon in physics, characterized
by an asymmetric line shape that
originates from the interference
between a resonant process and a
background [24];in atomic systems,
between direct photoionization to
the continuum and excitation to a
quasi-bound state above the ioni-
zation potential, which will rapidly
decay (within femtoseconds) to the
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Figure 4. Phase variation fid 0.1
of sideband 16 plotted 2
against the photon energy s g
of harmonic 17, which Iy
is scanned through the -0.1
Fano resonance. The
black circles are the 0.2
measurement and the red 03
line shows calculations. 26.4
The figure is adapted
from [23].
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Figure 5. Illustration of the spectrally resolved RABBIT sideband analysis applied in [27]. The left graph shows simulated
photoelectron spectra, obtained for attosecond pulse trains generated with 800 nm driving pulses, from the 2p sub-shell in neon (red
line, ionization potential 21.6 eV), from the 2s sub-shell (yellow line, ionization potential 48 eV) and from ionization with shake-up
(blue line, ionization potential 55.8 eV). The photoelectrons due to shake-up ionization lie between the ones from the 25 sub-shell

and would thus overlap with 2s sidebands in a RABBIT measurement. The right side of the figure shows the photoelectron kinetic
energy region around harmonic 57 and sideband 56 of the 25 sub-shell. The lower plot shows the measured photoelectron spectrum
for APTs only (blue line) and APTs+probe (red line), clearly visualizing the spectral overlap of sideband 56 with photoelectrons coming
from ionization with shake up by absorption of harmonic 61. The upper plot shows the oscillation amplitude (red line) and extracted
phase (black line), obtained from Fourier analysis. Only the low energy part of sideband 56 (which is free from overlap) can be used to

retrieve the sideband phase.

continuum, z.e. auto-ionize. In the
experiment, a Fano resonance in ar-
gon is spectrally scanned with har-
monic 17 of a 800 nm driving pulse.
The phase of the resonance is im-
printed on the adjacent sidebands
and can be extracted using a side-
band unaffected by the resonance
as reference. The experimentally
obtained phase is shown in Figure 4.
This gives a characterization of the
electron wave packet in amplitude
and phase, which e.g. in the case of
helium with a single continuum
channel can be used to analyse it in
the time-frequency domain [25,26]
similarly to what is done in ultrafast
optics for ultra-short optical pulses,
and provides intriguing comple-
mentary information to the spectral
domain investigations extensively
performed in the past.

To conclude our article, we would
like to focus on a very recent re-
sult. Enabled by more reliable and
long-term stable lasers as well as
more efficient and high-resolution
photoelectron spectrometers, the
signal-to-noise ratio in RABBIT
measurements can be increased to
alevel that spectral information can
now often be obtained by directly
analysing the sideband phase en-
ergy-resolved instead of averaging
it over the whole width of the side-
band [26]. This approach has helped
to resolve the long-standing mystery
of the 2s/2p relative ionization de-
lay in neon [27]. One condition for
a RABBIT measurement to work
properly is that the sidebands are
not overlapping spectrally with
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any other states, which would lead
to a wrong phase retrieval of the
sideband. In the RABBIT traces re-
corded for photoelectrons from the
2sand 2p sub-shells in neon in [27],
the 25 sidebands were overlapping
with peaks due to 2p ionization with
shake up of another 2p state to the
3p state, i.e. an ionization event
where due to electron-electron in-
teractions the ion is left in an exited
state. However, the correct phase
of the sideband could be obtained
by only using the spectral interval
where the sideband was free from
overlap. Using this technique, rela-
tive ionization time delays between
the 25 and 2p sub-shells in neon
were obtained, now in excellent
agreement with theory [27]. The
energy-resolved sideband analysis
is illustrated in Figure S.
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The probably most exciting as-
pect of the techniques discussed in
this article is the ability to measure
amplitude and phase of electron
wave packets and by that have full
access to the temporal dynamics on
the attosecond time scale. Modern
laser technology in combination
with high-resolution photoelectron
spectrometers provide high tempo-
ral and energy resolution, opening
the door to measurements on more
complicated systems like molecules
or nano-structures. Furthermore,
laser technology currently pushes
the development of HHG attose-
cond sources with higher photon
energy in the range of hundreds
of electron-volts. After almost two
decades of studying mostly valence
shell dynamics, attosecond science
is now well prepared to also put its
focus on the rich dynamics of the
inner atomic shells.
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