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Chapter 1.  
Introduction  

“There are two superpowers in the world today in my opinion. There’s the 
United States and there’s Moody’s Bond Rating Service. The United States can 
destroy you by dropping bombs, and Moody’s can destroy you by downgrading 
your bonds. And believe me, it’s not clear sometimes who’s more powerful.” 

Thomas Friedman, 19961 

1.1. Foreword 

Two decades, two financial crises and one controversial US election later, the 
answer to the above statement became clear: it is Moody’s, together with its 
main competitors S&P and Fitch, also known as the “Big Three” credit rating 
agencies (hereafter referred to as CRAs). 

What happened during recent years proved that CRAs have indeed the power 
to “make or break” companies, investors, governments and entire capital 
markets. With an ever-growing number of investment strategies, restrictions, 
financial instruments and regulations being “hardwired” to credit ratings, they 
have become much more than the mere “opinions on creditworthiness,” as 
CRAs define them (Gonzalez et al., 2004).  

Since the writing of this dissertation began relatively shortly after the financial 
crisis of 2009, for which CRAs were considered to be one of the main culprits 
(e.g., Griffin and Tang, 2012), credit rating research seemed an obvious choice. 
While there is already a vast amount of research focused on various aspects of 
credit ratings, the controversies surrounding CRA incentives, the oligopolistic 
nature of the industry, the complexity of the rating process, the sheer number 

                                                      
1 Public Broadcasting Service, 1996. Free Market Society, Transcript interview between David 

Gergen and Thomas L. Friedman.  
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of regulations and not least the dramatic impact on various market participants 
suggest that  research possibilities are far from being exhausted. Therefore, 
through this dissertation, my purpose is to extend and, at the same time, 
challenge part of the existing research on credit ratings.  

The introductory part of this thesis includes a brief definition of ratings and of 
the rating process, followed by an overview of the role of credit ratings and a 
description of the rating industry, along with its inherent conflicts of interest 
and specific regulatory framework. The following four chapters will each 
represent one article. 

1.2. Credit ratings – a beginner’s guide 

CRAs emergence dates back to the early 20th century, when railroad building 
in U.S. created the need for external capital lending (Partnoy, 1999) and 
therefore a demand for third-party assessment of borrowers’ creditworthiness. 
To fulfil this demand, John Moody published the first bond rating in 1909, and 
began selling manuals and detailed information to the prospective lenders, as 
well as monitoring the borrowers on a regular basis. These services were 
particularly useful for smaller investors, who lacked the time and knowledge, 
and created a prerequisite for the debt market to develop. Over the next decade, 
the parent companies of the other two biggest rating companies, S&P and 
Fitch, started to provide rating services as well. Today, rating industry has 
developed into a multi-billion dollar industry, being an important component 
of financial markets and overall economies (Güttler and Wahrenburg, 2007). 
This is not surprising, given that debt is, by far, the main source of capital for 
both corporates and governments alike. More specifically, according to the 
“Securities Industry and Financial Markets Association” (SIFMA, 2018), 
international debt issues were more than double the amount of equity offerings 
in 2016, with a market value of 92.000 billions USD ( as compared to only 
60.000 billions USD for equity).  

Interestingly, even if it has been one century since their emergence, the “big 
three” (S&P, Moody’s and Fitch) still dominate the rating industry, with a 
market share of 96% by the end of 2016 (SIFMA, 2017). The market share 
distribution in 2016 for the three CRAs is displayed in Figure 1. 
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Figure 1. US Market share in 2016 
The figure displays the market share for US companies by the end of 2016 (SIFMA, 2017). 

 

As CRAs state in the headline of their websites, credit ratings represent an 
“opinion about the ability and willingness of an issuer, such as a corporation 
or state or city government, to meet its financial obligations in full and on time” 
(Standard and Poor’s, 2018).  

CRAs provide two types of ratings: issue-specific, which relate to one financial 
instrument, and issuer-specific, concerning the overall credit quality of an 
obligor. The issuers can be corporations (corporate credit ratings), 
governments (sovereign ratings) or municipalities (municipal ratings). While 
the basic definition remains the same, the particular characteristics of each type 
of issuer result in a very different credit risk assessment. For instance, while 
corporate issuer ratings assess the “ability” to repay debt, sovereign ratings 
refer rather to the “willingness” of a government to do so. By the same token, 
the various features of debt instruments, such as collateral, maturity, coupon, 
etc., are additional factors that are considered when assessing issue-specific 
credit risk, meaning that the same issuer can have different ratings for its debt 
issues (Moody’s Investor Service, 2002). While there are many types of rated 
instruments and issuers, it is corporate and sovereign debt that have the largest 
share in terms of market value, accounting for more than half of the total 
amount outstanding in 2017, as displayed in Figure 2. These are also the two 
types of debt this thesis will focus on.  
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Figure 2.Outstanding US bond market debt (BUSD)  
The figure displays the market value over time for each types of public debt instruments issued in US. 

 

Following a lengthy rating process, CRAs assess both quantitatively and 
qualitatively internal factors (such as financials for companies or macro 
variables for sovereigns), and external ones (for companies, those would be 
industry- or country-specific factors; for sovereigns this would mean the 
regional /global environment). To justify their fees, CRAs claim to have access 
to a significant amount of proprietary information, which, at least in theory, 
would allow them to provide a more accurate assessment relative to what an 
investor could extract from public information, and therefore reduce 
information asymmetry (Standard and Poor’s, 2018). To exemplify, Figure 3 
displays S&P’s rating process for corporate issuers as in Standard and Poor’s, 
(2013). 
 
Figure 3. S&P corporate rating criteria 
The figure shows a simplified scheme of the corporate rating criteria used by S&P (S&P, 2013) 
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The outcome of this complex and rather opaque process is an alphabet-oriented 
ordinal scale, ranging from AAA (highest degree of creditworthiness) to D 
(default). Table 1 describes in more detail the rating scales for S&P, Moody’s 
and Fitch, as well as the corresponding credit risk assessment (as defined by 
S&P).  

Table 1. "Big Three" long-term credit rating scales for corporate issuers 

S&P Fitch Moody's Definition (S&P) 

AAA AAA Aaa 
AAA is the highest rating. Capacity to meet financial 
commitments is extremely strong. 

AA+ AA+ Aa1 

 'AA' differs from the highest-rated issuers only to a small degree. 
Capacity to meet financial commitments is very strong. 

AA AA Aa2 

AA- AA- Aa3 

A+ A+ A1 Somewhat more susceptible to the adverse effects of changes in 
circumstances and economic conditions than obligations in 
higher-rated categories. However, the capacity to meet financial 
commitments is still strong. 

A A A2 

A- A- A3 

BBB+ 

BBB 

BBB- 

BBB+ 

BBB 

BBB- 

Baa1 

Baa2 

Baa3 

Exhibits adequate protection parameters. However, adverse 
economic conditions or changing circumstances are more likely 
to weaken the capacity to meet financial commitments. 

BB+ BB+ Ba1 Less vulnerable to nonpayment than other speculative issues. 
However, the issuer faces major ongoing uncertainties or 
exposure to adverse business, financial, or economic conditions 
that could lead to an inadequate capacity to meet its financial 
commitments. 

BB BB Ba2 

BB- BB- Ba3 

B+ B+ B1 More vulnerable to nonpayment than the issuers rated 'BB', but 
has the capacity to meet its financial commitments. Adverse 
business, financial, or economic conditions will likely impair the 
issuer's capacity or willingness to meet its financial commitments. 

B B B2 

B- B- B3 

CCC+ CCC+ Caa1 Vulnerable to nonpayment and is dependent upon favorable 
business, financial, and economic conditions for the issuer to 
meet its financial commitments. In the event of adverse business, 
financial, or economic conditions, the issuer is not likely to have 
the capacity to meet its financial commitments. 

CCC CCC Caa2 

CCC- CCC- Caa3 

CC CC Ca 
 Highly vulnerable to nonpayment. The 'CC' rating is used when 
a default has not yet occurred but the default is expected to be a 
virtual certainty, regardless of the anticipated time to default. 

C C C 
Highly vulnerable to nonpayment, and the obligation is expected 
to have lower relative seniority or lower ultimate recovery 
compared with obligations that are rated higher. 

D D - 

In default or in breach of an imputed promise. The 'D' rating also 
will be used upon the filing of a bankruptcy petition or the taking 
of similar action and where default on an obligation is a virtual 
certainty, for example due to automatic stay provisions. 
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Furthermore, ratings can also be classified according to whether they assess 
long- or short-term credit risk, as well as whether they incorporate the foreign 
currency risk (this is particularly important for sovereign ratings). Besides 
ratings, CRAs also offer various “signaling” assessments, such as outlooks or 
watch-lists. These serve as a signal to investors that an issuer is under scrutiny 
and a rating change is possible, but not certain. In a sense, they are similar to a 
warning for the market participants.  

Since this dissertation will focus on S&P’s long-term domestic (corporate or 
sovereign) issuer ratings, I will not discuss further the other types of ratings 
and rating services. In the second paper, where Moody’s issue ratings will also 
be employed, these will be discussed in more detail. 

1.3. Why should we care about CRAs? 

Originally, ratings were created to reduce the large amount of information 
asymmetry faced in the past by investors, which led to a decrease in the cost 
of debt and to a dramatic development of the debt instruments and capital 
markets. Presently, ratings are much more than a key to accessing the debt 
markets and an information source for all market participants. The various 
channels through which ratings affect various market participants is one of the 
major foci of empirical research on ratings. At the same time, disentangling 
these different channels is empirically challenging, given the endogenous 
nature and complexity of the rating process, as well as the scarcity of “natural 
experiment”-like settings, such as, for example, assigning the wrong rating. In 
the following section, I will discuss in more detail the importance and impact 
of credit ratings, focusing particularly on the aspects directly related to my 
research. 

1.3.1. Information asymmetry 

When CRAs emerged, in the absence of internet or publicly available financial 
data and virtually no active capital markets, there was an obvious need for 
third-party assessment of the riskiness of potential debtors. While banks had to 
invest a significant amount of time and effort before giving loans to their 
customers, smaller or private investors had no such resources. This is where 
CRAs found their niche.  
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Presently, most rated companies are listed, meaning that their financial data is 
publicly available. Furthermore, since their stocks and bonds are traded on the 
market, there is an unprecedented amount of “shared market data.” For 
instance, even information that is not publicly available can be “leaked” to the 
market either by various media and corporate announcements, or by the signals 
given by, for example, insider traders. The sheer magnitude and ease of access 
of data contained online, including on social networks such as LinkedIn or 
even Facebook, means that today there is less of an information asymmetry 
than ever before.  

Yet, with a multi-billion dollar industry, CRAs seem to thrive. Do they really 
have as much private information as they claim to? Given that a vast amount 
of research has shown that ratings can be predicted with a high degree of 
accuracy with only a few financial variables (e.g., Jones et al., 2015), this 
seems difficult to believe. Yet, empirical evidence has also proven that markets 
react to rating announcements (Hull et al., 2004). This can happen either 
because of the fact that there is indeed new information, or because markets 
react in anticipation of the consequences of a specific rating change.2  

While it is very difficult to gauge the amount of proprietary information 
embedded in credit ratings, what ultimately matters is that the investors believe 
in its existence – or, at the very least, that they believe that CRAs have more 
information than they do. Furthermore, using ratings is also a matter of 
convenience, since they provide an easy and accessible tool for comparing the 
credit risk of various issuers. 3 

1.3.2. Monitoring 

Along with reducing information asymmetry, monitoring mitigates various 
moral hazard problems. Therefore, in that respect, CRAs perform a similar 
function to banks. However, the major difference is that, while banks assess 
the riskiness of their customers with the sole interest of minimizing their own 
losses, CRAs get paid by their customers to rate them, in order to get debt from 
other parties. Since, in this case, CRAs are an intermediary, a potential 
                                                      
2 For example, a downgrade to speculative grade, even if completely devoid of new information, 

might trigger a market reaction because there are investment restrictions, which will increase 
the cost of debt for the issuer. 

3 CRAs claim to strive to make the ratings as comparable as possible, even within different asset 
classes. Empirical evidence, however, proved that in practice, this is not always the case 
(e.g., Cornaggia et al., 2017) 
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principal-agent problem is created instead (Tirole, 2010), raising the question 
as to whether CRAs can be effective monitors.  

Finally, achieving or maintaining a specific rating has become an important 
managerial target (Graham and Harvey, 2001). This, in turn, leads to 
companies actively changing their capital structure and financial policy prior 
to being monitored for a rating change (Kisgen, 2006; Begley, 2015). When 
this happens, the causal effect between ratings and firm-specific factors blurs 
even further, making it difficult for empirical researchers to draw causal 
inferences on the impact or accuracy of ratings. 

1.3.3. Access to debt markets 

Given the arguments discussed in previous sections, having a rating 
significantly reduces cost of debt. Furthermore, there is an ever-growing 
market for rated debt instruments, meaning that any (private) investor can 
trade. Ratings are, in a sense, the building block of public debt markets, which 
currently have a much larger market value relative to stocks as discussed in the 
introduction (SIFMA, 2017). Furthermore, as debt is the preferred source of 
financing worldwide, reducing the cost of debt is extremely important for 
companies.  

Ratings have also become a useful tool for empirical researchers, since they 
can be used as a proxy for bond market access or financial constraints, which 
cannot be directly measured otherwise (e.g., Farre-Mensa and Ljungkvist, 
2016; Harford and Uysal, 2014). Sufi (2007) shows that introduction of bank 
loan ratings affects the financial and investment policy of the companies 
obtaining the rating, meaning that third-party certification can also have a 
direct effect on the “end-user.” 

In the first paper, we complement this area of research by using credit quality 
(measured by the rating level), as opposed to access to public debt markets 
(measured by having a rating), as a proxy for various degrees of financial 
constraints. By investigating several investment financing behavior patterns 
and supply shocks consistent with the existence of financial constraints, we 
find that ratings consistently outperform several established financial 
constraints scores based on both qualitative and quantitative data. Our results 
suggest therefore that CRAs do indeed have an important role as monitors and 
in reducing information asymmetry, with ratings capturing information above 
and beyond pure credit risk.  
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1.3.4. Rating-based regulations and restrictions 

Since 1931, when banks were required to “mark-to-market” lower rated bonds, 
rating-based regulations and investment restrictions turned ratings from mere 
“opinions” to almost law-like assessments (e.g., Partnoy, 1999; Kisgen and 
Strahan, 2010). In 1989, financial institutions were prohibited from investing 
in speculative bonds. In 1993, the Basel Committee on Banking Supervision 
proposed that all international commercial banks should hold extra capital for 
their non-investment grade investments. In time, these restrictions extended 
beyond speculative-graded bonds, and to more than just banks. For instance, 
SEC implemented rules where credit ratings became the basis for calculating 
broker-dealer “haircut” requirements and mutual funds couldn’t invest in 
bonds rated less than A+. Pension funds, Eurobond and Asset-backed 
securities markets also faced several rating-based investment restrictions.  

But the most far-reaching rating-based regulation was the so-called 
Standardized Approach in Basel II, where the risk-weights for various assets 
classes, needed as an input for calculating banks’ and insurance companies 
minimum capital requirements, were dependent on the ratings of those assets. 
While Basel II was never mandatory, it has been implemented by 122 countries 
since 2008, when it was created, and therefore many financial institutions 
worldwide are affected (Basel Committee on Banking Supervision, 2016).  

By placing a restriction on the potential bond investors, these regulations 
ultimately affect issuers’ cost of debt and capital structure (see e.g., Kisgen and 
Strahan, 2010). Moreover, as I will discuss in more detail in section 1.4.3., 
these regulations increased the power of CRAs, and may lead to a deterioration 
in ratings accuracy, as several theoretical and empirical papers have shown.  

Following the financial crisis, regulations and governments worldwide have 
realized that rating-based restrictions need to be counteracted with other 
regulations limiting the power of CRAs. These will be discussed as well in 
section 1.4.3. 

1.3.5. Signaling / labeling effect  

A subtler effect of various rating events – even of the ones that can be 
perceived as unrelated to changes in credit risk – is the one of being a “signal” 
to the market. The “signaling” effect can explain why the market reacts to 
seemingly non-informative rating changes. For example, Cornaggia et al. 
(2017) show that credit spreads change significantly for the bonds affected by 
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a re-calibration in Moody’s municipal rating scale, which was completely 
exogenous to issuer fundamentals.  

However, it is difficult to claim that such events are purely non-informative. 
Most likely, the market reacts in anticipation of what might happen after the 
rating change, for instance the restrictions several investors would face, or the 
consequent changes in capital structure. Back to the previous example using 
the re-calibration of Moody’s municipal bond rating scale, Adelino et al. 
(2017) show that municipalities that were mechanically upgraded as a result of 
the re-calibration increased their expenditures. Therefore, even if a rating 
change had been made by mistake (which would be a “natural experiment” 
type of setting), its consequences will deem it informative to the investors, and 
this will be reflected in the bond yields or CDS spreads.  

In Chapter 3, I investigate a more unusual, and scarcely researched, such 
setting: the addition or exclusion from a major bond index as a result of a 
mechanical change in the way the ratings for index constituents are taken into 
account. More specifically, I find that the market reacts significantly when a 
bond is moved, added or deleted from the index – even if there is virtually no 
change in its ratings. In this case, there is a so-called “indexing effect,” akin to 
the one thoroughly researched in the stock index literature (e.g., Chen et al., 
2004; Chang et al., 2014). This effect can be explained by the fact that many 
institutional investors use the index for their investing, and therefore the 
movement of a specific bond within or out of the index is important to their 
investing strategies, which will be further discussed in the following section. 
At the same time, my results also highlight the fact that index membership is, 
in fact, an important signal for the investors.  

1.3.6. Investing strategies 

Another consequence of the widespread use of ratings is the emergence of 
rating-based financial instruments and investment strategies. While rating-
based covenants have been used for a long time, there are tradable instruments, 
such as options, which have a specific rating group as an underlying asset. 
Furthermore, “cross-over” bonds (being borderline between investment and 
speculative, typically split rated) are gaining popularity since they provide a 
way to get higher yields while still being “investable,” especially for financial 
institutions that have restrictions for junk bonds (Chen et al., 2014).4 This is 
                                                      
4 Similarly to bond index rating rules, the rating-based regulations need to have as a starting 

point a common rating for the split-rated bonds, and that could be ”having at least one 
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yet another channel that can explain the findings in Chapter 3: the market reacts 
to bonds being added or deleted from an index not because of their original 
ratings (which do not change), but because the inclusion to this particular index 
allows them to invest in these bonds, even if they are speculative-rated by two 
out of three CRAs.  

1.4. A “tricky” business 

As if the complexity of the rating process and its multi-layered impact on 
financial markets were not enough, the rating industry structure has been 
criticized for its alleged conflicts of interest. This is the area where most of the 
theoretical work within rating research has been done, in search for the 
“optimal” business model or industry structure – which, not surprisingly, 
hasn’t been found yet. In the following sections, each of the main 
characteristics of the rating industry and their business model will be discussed 
in more detail. Lastly, I provide a brief overview of how these characteristics 
could alter ratings accuracy, according to existing empirical and theoretical 
evidence.  

1.4.1. Money versus reputation 

As CRA critics would be quick to point out, the fact that CRAs get paid by 
their customers5 can be a major threat to ratings accuracy, since ratings may 
be inflated to ensure returning customers. But why would CRAs risk their 
reputation by doing this? For a long time, nobody questioned the accuracy of 
ratings, given that their reputation was crucial for CRA expansion. However, 
what happened during recent decades revealed a darker side of the rating 
business. Morris (2001) developed a model of “political correctness,” where 
an informed advisor will be unbiased only as long as the uninformed decision 
maker believes in their honesty. Another explanation for why ratings seem to 
have become increasingly inaccurate in more recent years is advanced in 

                                                      
investment-grade rating.” In this case, if a bond has speculative rating from Fitch and 
Moody’s, but is rated investment by S&P, then the institutional investor can still have it in 
their portfolio, while the bond will have relatively higher yields.  

5 The “Big Three” assign mostly issuer-paid ratings, with a few exceptions, such as several 
governmental entities; however, more recently, there have been quite a few smaller CRAs 
that are investor-paid;  
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Skreta and Veldcamp (2009), who show how increased asset complexity 
(which implies that other market participants cannot easily detect biases in 
ratings) leads to an incentive for CRAs to inflate ratings in order to please 
(particularly) high-paying customers, such as mortgage-backed securities 
(MBS) issuers. Opp et al. (2013) find that rating-based regulations, which 
favor highly rated securities, exacerbate the incentive to inflate ratings. Finally, 
Bar-Isaac and Shapiro (2013) suggest that reputation is countercyclical, i.e., 
that CRAs care less about reputation (and therefore issue less accurate ratings) 
in good times, when fee-income is high and default probabilities are low. 

1.4.2. Competition  

In spite of numerous attempts and regulations aimed at making the rating 
industry more accessible to smaller CRAs, the “Big Three” still dominate the 
rating market, as discussed in Section 1.2.  

Before 2010, there was a significant barrier to entry in the rating industries, 
since CRAs had to meet a rather long and ambiguous list of criteria in order to 
become a NRSRO (“Nationally Recognized Statistical Rating Organization”), 
given that NRSRO ratings were used in all rating-based rules and regulations. 
Concerned that the oligopolistic nature of the rating industry may lead to biased 
ratings and prohibitive fees, regulators have sought to simplify NRSRO 
criteria, and more recent regulations aiming to reduce the power of the “Big 
Three”, such as the Dodd-Franck Act, imposed that the rating industry should 
be open for more competition (Becker and Milbourn, 2011). However, as 
shown in Figure 2, the remaining CRAs only have a 4% market share 
combined, so the regulatory efforts didn’t seem to change the industry 
structure. 

In a regular industry, competition would be regarded as a positive factor. 
However, given the conflicts of interest already existing within the rating 
industry, it is not clear whether competition would actually improve ratings. 
Firstly, having the option to choose among several CRAs means that 
companies will choose the CRA that offers the best rating, a concept known as 
“rating shopping” (e.g., Sangiorgi and Spatt, 2009). Secondly, if a company 
has multiple ratings, another CRA willing to rate this company can become a 
“tiebreaker”. Bongaerts et al. (2012), show that Fitch ratings for split-rated 
bonds are biased upwards, since Fitch would have an interest to be the 
“chosen” CRA. Thirdly, the higher the number of ratings for a same issue or 
issuer, the more complicated and ambiguous it will be to decide which rating 
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to be used for regulations, bond indexes, mutual funds, etc.6 Lastly, empirical 
evidence on the effects of competition reveal that the quality of the existing 
ratings’ actually deteriorates after a new CRA rates an already-rated issuer 
(Becker and Milbourn, 2011). 

1.4.3. Regulating CRAs 

During the last two decades, two severe sovereign crises and last century’s 
most far-reaching financial downturn have markedly damaged the reputation 
and credibility of CRAs. As a response to the avalanche of critiques and 
worldwide concerns, regulators have sought to make the CRA industry and the 
rating process more transparent, more open to competition and, not least, 
attempted to reduce the excessive reliance on credit ratings.  

Internationally, the most known CRA-specific such regulation, The Code of 
Conduct Fundamentals for CRAs, had been already published in 2004 by 
IOSCO (The International Organization of Securities Commissions).7 In 
response to the financial crisis, however, a special CRA committee was 
established, and new evaluations and special reports were issued, such as the 
ones for structured finance products, as well as changes to the original 
document requiring increasing transparency and disclosure from CRAs 
(IOSCO, 2009). 

Another international entity, the Bank of International Settlements (BIS), 
which sets the standard framework for banks’ capital requirements and risk 
assessment through the Basel Accords, made significant changes to its latest 
Basel III following the crisis (Basel Committee on Banking Supervision, 
2017). The so-called standardized approach (SA) used in Basel I and II, which 
allowed banks to use external credit ratings for risk-weighting their asset 
portfolios (and therefore calculating minimum capital requirements), was 
heavily criticized. Consequently, Basel III suggested a more flexible approach, 
where banks can alternatively use their internal risk assessments (IRB 
approach). By doing this, BIS tried to reduce the over-reliance on external 
credit ratings, and to encourage the use of rating models more specific to each 
financial institution’s asset portfolio. 

                                                      
6 This happens when ratings are different, since, for index or regulatory purposes, only one rating 

is taken into account.  

7 IOSCO is an international body that brings together most of the world’s securities regulators 
and it is recognized as the global standard setter for securities 
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However, neither IOSCO nor BIS can override regional or country-specific 
CRA regulations, if they do exist. Therefore, it is ultimately the responsibility 
of the local law makers to make sure that there are clear regulations regarding 
CRA activity and their use for investment purposes. 

In the US, The Security Exchange Commission (SEC) performs this role. 
SEC’s most important regulation concerning CRAs was the Dodd-Frank Wall 
Street Reform and Consumer Protection Act, which was passed by the 
Congress in July 2010, in response to the financial crisis. The Dodd-Frank has 
set a comprehensive number of new rules aimed at increasing transparency of 
the rating process, NRSRO requirements, disclosure of rating fees and possible 
conflicts of interest, as well as imposing legal liability for inaccurate ratings 
and requiring federal agencies to remove rating-based requirements from 
existing regulations (Dimitrov et al., 2015).  

In Europe, the same post-crisis concerns lead to the founding of ESMA 
(European Securities and Markets Authority), which has a similar role to SEC: 
“safeguarding the stability of the European Union’s financial system.” 
However, ESMA’s tasks are more challenging, since they also involve the 
convergence of country-specific financial systems and regulations with an 
integrated financial market. Similarly to SEC’s designations of CRAs as 
NRSRO’s, European CRAs also have to meet several criteria in order to be 
ESMA-approved. In a sense, ESMA’s rating-specific regulations followed the 
Dodd-Frank, by emphasizing excluding ratings from binding 
regulations/investment restrictions, as well as increasing transparency, 
reporting conflicts of interests and being held liable for inaccurate ratings 
(Masera, 2011). 

While it might be too early to assess whether these attempts to decrease CRAs’ 
power and to find a better alternative to ratings had positive effects, there is 
some empirical evidence that this is not the case. For instance, Dimitrov et al. 
(2015) show that ratings have actually become less accurate after the Dodd-
Frank Act. While this might seem counterintuitive, it is consistent with the 
rationale in Morris (2001): if feeling threatened, CRAs might become overly 
conservative, since issuing relatively lower ratings has no regulatory cost. 
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1.5. Ratings’ accuracy 

What ultimately matters for all market participants is the extent to which 
ratings accurately measure what they are supposed to: relative default 
probability. However, even assuming that CRAs have access to all the 
information required to issue an accurate rating, the regulatory 
incentives/pressure, conflicts of interest and the alleged stability of ratings 
make it difficult to assign completely unbiased ratings. Table 2 summarizes 
possible factors which may impact ratings accuracy, along with a relevant 
reference and the expected direction of the resulting bias.  
Table 2.  
Overview of various factors relevant for ratings' accuracy 

 

Rather than assuming that ratings are completely accurate, it seems more 
reasonable to investigate whether there is a systematic change in rating 
standards, either in (1) cross section (i.e. among different types of issuers), or 
(2) across time (i.e. an issuer with the same creditworthiness would have a 
different rating today than, say, two decades ago).  

Prior theoretical and empirical research has shown that, indeed, there is a 
significant change in rating standards in both dimensions. Skreta and 
Veldkamp (2009) show how asset complexity can lead to rating inflation, 
which explains why ratings seemed to be overly conservative for sovereigns 
(i.e. the downgrade of Asian and Eurozone countries during the two sovereign 
crises), but too lenient for the mortgage-backed securities (the crash of the 

Factor Brief description Direction of bias  Key reference 

Issuer-pay CRAs get paid by their customers Rating inflation  Jiang et al. (2012) 

Rating shopping 
Issuers can pick the CRA that offers 
the best rating 

Rating inflation Sangiorgi et al. (2009) 

Increased 
competition 

This increases the risk of rating 
shopping since there is more choice 

Rating inflation 
Becker and Millbourn 
(2011) 

Asset complexity 
For complex securities, there is 
higher information asymmetry, but 
also higher revenues (ex. MBS) 

Rating inflation 
Skreta and Veldkamp 
(2009) 

Rating-based 
regulation 

Investment restrictions based on 
specific ratings e generally become 
harsher once the rating falls below a 
specific threshold 

Rating inflation Opp et al. (2013) 

Regulatory 
pressure/criticism 

 CRAs are held liable/criticized only 
for assigning worse ratings, so there 
is a higher cost to being "too nice" 

Rating 
conservatism 

Dimitrov et al. (2015) 

Reputation 
There is a higher reputational cost if 
the ratings are higher than they 
should be 

Rating 
conservatism 

Morris (2001) 
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highly rated MBS is what, according to many, eventually led to the financial 
crisis). In a more extensive comparison of various asset classes, Cornaggia et 
al. (2017) show that ratings are not comparable, as CRAs claim. 

Across time, a change in rating standards may be triggered by different types 
of regulations: rating-based restrictions might lead to rating inflation (Opp et 
al., 2013), while stricter CRA regulations can lead to an opposite incentive 
(Dimitrov et al., 2015). Furthermore, Bar-Isaac and Shapiro (2013) develop a 
theoretical model where time variation in rating standards is counter-cyclical, 
meaning that ratings are less accurate in good times, when fee-income is high 
and issuers’ default probability is low. However, empirical evidence on 
corporate ratings suggest that there is a monotonic increase in conservatism 
over time for US non-financial companies (Blume et al., 1998; Alp, 2013; 
Baghai et al., 2014).  

By using the same measure for conservatism as the aforementioned papers, 
while replacing financials with macroeconomic variables (both country-
specific and global), I find that sovereign ratings follow the same trend in my 
third paper (Chapter 4).  

However, in Chapter 5, I question the interpretation of this measure as 
indicative of conservatism, and I propose a new, two-step approach, which 
allows me to disentangle the common trend in the existing variables from other 
unexplained variation, which may be conservatism. I also suggest an 
alternative view on conservatism as consistent with a secular trend in the 
weights of the rating determinants over time: more conservative ratings would 
imply an increasing weight for e g, leverage or beta, while size or investment 
would, conversely, become less important over time. My overall findings 
confirm the fact that previous results in e.g., Baghai et al. (2014) cannot be 
interpreted as conservatism, due to other confounding trends existent in the 
explanatory variables.  

1.6. Summary of essays 

1.6.1. Do credit ratings measure financial constraints? 

This paper is a joint effort between Niclas Andrén and myself. While my main 
responsibilities included the data collection, managing, and modeling, Niclas 
wrote the first draft, and we took joint responsibility for finalizing the paper. 
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Being able to measure the severity of financial constraints, loosely defined as 
the wedge between internal and external cost of capital, is central to 
appreciating the importance of market frictions to corporate investments and 
financial policies (Fazzari, Hubbard, and Petersen, 1988), asset pricing 
(Whited and Wu, 2006), and monetary policymaking (Gertler and Gilchrist, 
1994). Since financial constraints are not directly observable, researchers rely 
on indirect proxies. These proxies are generally estimated as a linear 
combination of company-specific characteristics, and are subsequently 
extrapolated to very different samples or time periods. Perhaps not 
surprisingly, several papers (e.g., Andrén and Jankensgård, 2018; Farre-Mensa 
and Ljungqvist, 2016; Bodnaruk et al., 2015; Hoberg and Maksimovic, 2014), 
have shown that these proxies fail to identify firms that behave in a manner 
consistent with being financially constrained.  

Given the proprietary and complex nature of credit rating assessment, we 
expect ratings to be more informative about a firm’s financial constraints, 
relative to the aforementioned proxies. By using an extensive set of tests and 
corporate investment decisions indicating various degrees of financial 
constraints, we find that ratings indeed outperform six commonly used proxies 
for financial constraints.  

More specifically, we find that ratings accurately predict corporate behavior 
indicative of improvement or deterioration in external financial constraints: 
omitting or increasing dividends, recycling equity, and having underfunded 
pension plans. Ratings also predict investment financing behavior, with worse-
rated firms relying more on internal financing when financing investment.  

Finally, ratings accurately predict corporate responses to two very different 
shocks to the supply of capital. The reduction in investment after the global 
Financial Crisis varies predictably with the level of credit rating, while 
companies benefiting from The Jobs and Growth Tax Relief Reconciliation 
Act (JGTRRA) increased investment proportionally with their ratings. 

1.6.2. The indexing effect: evidence from the bond market 

Numerous empirical papers have documented the so-called indexing effect, 
i.e., the positive long-term risk-adjusted returns following a widely followed 
stock index addition (e.g., Shleifer, 1986; Wurgler and Zhuravskaya, 2002; 
Chang et al., 2014). However, the reason why this happens, especially given 



30 

the efficient market hypothesis,8 is more difficult to assess empirically. Chen 
et al. (2004) suggest that an effective empirical strategy in this respect would 
be comparing index additions with other events, such as deletions or re-
calibrations, since various channels may differentially influence the effect of 
“negative” versus positive events. Since stock index deletions are generally a 
consequence of bankruptcies or de-listings, this comparison is difficult to do 
for stock indexes. 

I circumvent this issue by turning instead to the bond market, while at the same 
time investigating the indexing effect in an entirely different setting.9 This 
paper is the first to compare the bond market response to additions with 
deletions from a widely followed bond index. I do this by exploiting an 
exogenous, unexpected change in the inclusion criteria of Lehman Brothers 
Corporate Bond Index, which affected a significant amount of bonds both 
negatively and positively. By matching the affected bonds with their otherwise 
similar counterparts, I find that the group of bonds that were added to the index 
following the change experienced a long-term yield decrease of 0.53%, while 
the bonds removed from the index had a yield increase of up to 0.30%. These 
changes are statistically and economically significant, being comparable in 
absolute terms with yield changes following a bond rating downgrade from 
investment to speculative grade. My findings are complementary to previous 
research on stock indexing effects, suggesting that investor awareness is 
relatively more important compared to other investment-related channels (such 
as benchmarking, monitoring, or changes in expectations), since the index 
addition effect is almost twice as large as the effect of deletion.  

1.6.3. Credit Rating Agencies’ conservatism revisited: the 
sovereign market 

Sovereign credit ratings have been the target of much criticism in recent years. 
After the Asian crisis, Credit Rating Agencies were criticized for failing to 
predict the crisis (Mora, 2006). During the more recent Eurozone sovereign 
debt crisis, however, CRAs were instead blamed for being too aggressive 
(Barroso, 2010). Given that there is empirical evidence suggesting increasing 
conservatism for corporate credit ratings (Blume et al., 1998; Alp, 2013; 
                                                      
8 According to the efficient market hypothesis, stocks have many substitutes and therefore their 

demand curves should be flat. 

9 To the best of my knowledge, there is only one paper, Chen et al. (2014), looking at the effect 
of bond index addition (but not deletion) 
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Baghai et al., 2014), I investigate whether there is a similar variation in 
sovereign credit rating standards for a large sample of countries over a period 
of two decades.  

By following the method suggested by Baghai et al. (2014), who interpret year 
indicators (in a panel estimation) and the difference between actual and 
predicted ratings as proxies for conservatism, I find that, after controlling for 
country-specific characteristics (I build on the sovereign rating model 
proposed initially by Cantor and Packer, 1996) and global risk factors, 
governments experience in 2013 a drop of up to 2.2 notches due to tightened 
standards relative to the base year 1993. This implies that a sovereign which 
received an AA rating in 1993 would only get A+ twenty years later in spite of 
maintaining the same fundamentals. This finding is robust to including 
additional factors, using alternative estimation methods and different 
subsamples. Furthermore, my result is similar to both Baghai et al. (2014) and 
Alp (2013), who find an increase in conservatism of 2.9 and respectively 1.6 
notches over earlier time periods of similar length. 

I also find that this conservatism is not fully justified. First, sovereign bond 
markets take it into account when pricing debt by “undoing” about 20% of its 
effect. Second, by using Bank of Canada’s detailed sovereign default dataset 
and S&P’s rating-specific predicted default frequencies, I show that default 
rates have been decreasing over time. Third, I find that other “global” factors 
such as credit scarcity, business cycles or global economic growth only explain 
up to 15.5% of the year indicators, i.e., my measure of conservatism. 

1.6.4. Tightening credit standards: the importance of common 
trends 

Between 1980 and 2009, the average corporate credit rating for US non-
financial companies has been steadily declining (see e.g. Alp, 2013). While 
this trend has been initially attributed to a deterioration in the rated issuers’ 
credit quality (e.g., Lucas and Lonski, 1992), more recent research suggests 
that this may be the outcome of increasing conservatism over time (Blume et 
al., 1998; Alp, 2013; Baghai et al., 2014).  

For measuring conservatism, the aforementioned papers model ratings as a 
function of several company-specific variables, and interpret the unexplained 
time variation (captured by year fixed effects) as indicative of the level of 
conservatism in each period. While this variation is monotonically decreasing 
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over time, interpreting this trend as conservatism seems far-fetched, from both 
an economic and an econometric perspective.  

I therefore revisit their results by using two alternative methodological 
approaches, and I find that the magnitude of conservatism is significantly 
overstated due to the common secular trends exhibited by other variables. 

I first use a two-step approach, which allows me to separate the trend 
component related to creditworthiness from the one related to other 
unobservable factors, such as conservatism. Since the unexplained time trend 
in the credit rating may also depend on omitted variables, I also investigate 
whether adding other variables that have been changing over time, such as 
various measures of accounting quality (Givoly et al., 2017; Jorion et al., 2009) 
or macroeconomics (Baghai et al., 2014), can explain the remaining time trend. 
I find that this remaining trend, while statistically significant, is less than 20% 
of the one in e.g. Baghai et al. (2014), corresponding to a decrease of less than 
half a rating notch over a period of 32 years. 

Lastly, I propose an alternative approach to assess conservatism by testing 
whether the weights of the relevant accounting variables have been changing 
over time by running yearly cross-sectional regressions (similarly to the first 
step in Fama and McBeth, 1973). I find that the coefficients for most of the 
variables used in Baghai et al. (2014) do not exhibit any time trend. This 
finding doesn’t support the conservatism argument, since more conservative 
ratings would imply assigning a lower weight to factors negatively correlated 
with credit risk (e.g., investment, size), and a relatively larger weight for the 
ones increasing credit risk (e.g., leverage, risk). 

While the remaining variation in the time trend may be indeed caused by 
increased conservatism, my findings suggest that other methods may be more 
suitable for assessing its true magnitude. Given that Blume et al. (1998) alone 
have been cited more than 1000 times,10 and their views seem to have 
influenced the views on CRA behavior of academics, practitioners and 
regulators (Jorion et al., 2009), this can be an important contribution to the 
literature. 

  

                                                      
10 According to Google Scholar 
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Chapter 2.  
Do credit ratings measure financial 
constraints? *with Niclas Andrén 

2.1. Introduction 

Financial constraints refer to frictions in the supply of capital; the greater the 
wedge between the internal and external costs of capital, the more financially 
constrained a firm is. However, capital-supply elasticity is unavailable to the 
researcher. The typical solution is to infer elasticity by sorting firms on proxies 
for vulnerability to capital-market imperfections, especially information costs 
(see Hadlock and Pierce, 2010, for an overview). However, Andrén and 
Jankensgård (2018), Farre-Mensa and Ljungqvist (2016), Bodnaruk, 
Loughran, and McDonald (2015), and Hoberg and Maksimovic (2015) show 
that commonly used proxies fail to identify firms that behave in a manner 
consistent with being financially constrained. Instead, Farre-Mensa and 
Ljungqvist (2016) and Andrén and Jankensgård (2018) show that the severity 
of financial constraints seems to be related to firms’ financial status. A credit 
rating summarizes this status, and we evaluate its informativeness in this 
respect, in addition to financial distress. The credit rating contains a great deal 
of information of relevance for the cost of credit, and we propose that it may 
be used as a more general proxy for the wedge between the internal and 
external costs of capital.  

Credit ratings fill an important role in the public bond markets by bridging 
information asymmetries between issuers and investors concerning issuers’  

creditworthiness (Santos, 2006). Faulkender and Petersen (2006), Kisgen 
(2006), and Sufi (2007) show that rated firms have access to more options of 
debt financing and have higher leverage ratios than unrated firms. Yet it is not 
the market-access role of credit ratings that interests us. Farre-Mensa and 
Ljungqvist (2016) and Andrén and Jankensgård (2018) show that being rated 
is not informative on whether or not a firm is financially constrained; unrated 
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firms do not respond any differently to increases in corporate income taxes 
(Farre-Mensa and Ljungqvist, 2016), nor are they less likely to initiate or 
increase dividend payments or to recycle equity. They are also not more likely 
to reduce or omit dividend payments or have an underfunded pension plan 
(Andrén and Jankensgård, 2018). Our interest rather revolves around the 
informativeness of the rating level.  

We normally relate ratings to financial distress rather than to financial 
constraints as they are intended to measure the relative likelihood that a 
corporation may default, and financial distress costs are just one market 
friction that may constrain a firm’s access to external financing. Empirically, 
the default likelihood seems to vary monotonically with the credit rating (e.g., 
Cheng and Neamtiu, 2009), and ratings also convey information on recovery 
rates of defaulted bonds (Jankowitsch, Nagler, and Subrahmanyam, 2014). But 
financial distress is a continuum, not a state. It can range from zero probability 
of default to bankruptcy, and ratings are intended to reflect the entire 
continuum. Financial constraints similarly represent a continuum ranging from 
zero cost wedge between internal and external financing to complete capital 
rationing where the firm lacks access to external financing. The extent to which 
these continua overlap has, as far as we know, never been thoroughly 
investigated, but it is plausible that they at least partly overlap. This is where 
ratings come in. They may proxy for vulnerability to capital-market 
imperfections beyond default risk, not least information-related problems. 
Odders-White and Ready (2006), Cheng and Subramanyam (2008), and He, 
Wang, and Wei (2011) show that rating levels are inversely related to several 
measures of equity-market adverse selection, while Harford and Uysal (2014) 
and Sufi (2007) find that ratings influence investment propensity. Sufi (2007) 
further shows that the introduction of syndicated-loan ratings by Moody’s and 
Standard & Poor’s in 1995 increased the supply of available debt financing, 
while Tang (2009) finds that Moody’s introduction in 1982 of numerical 
modifiers (+ and –) as refinements of their broad letter-rating classes 
significantly influenced bond yields. Friewald, Wagner, and Zechner (2014) 
and Ivashina and Scharfstein (2010) show that credit market access can vary 
substantially across the rating scale, seen in particular in the global financial 
crisis. The monitoring by ratings analysts and the threat of rating revision may 
also mitigate corporate moral hazard problems associated with risk shifting and 
shirking (Diamond, 1984; Boot, Milbourn, and Schmeits, 2006). Ashbaugh-
Skaife, Collins, and LaFond (2006) show that credit ratings are positively 
associated with accrual quality and earnings timeliness, as well as with 
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multiple governance characteristics, not least board independence, ownership, 
and expertise, number of blockholders, CEO power, and shareholder rights. 

We find strong support for using credit ratings as measures of financial 
constraints. Corporate characteristics vary systematically across the rating 
scale, in ways that are reasonable for differences in financial constraints. 
Hadlock and Pierce (2010) and others emphasize size and age as constraints’ 
indicators, since they are relatively exogenous firm characteristics and since 
transparency tends to increase when firms grow larger and older. But size and 
age may also be used as rating indicators since size and age change near-
monotonically across the rating scale, as do many other characteristics, with 
worse-rated firms being not only smaller and younger, but also less profitable 
and generating smaller operating cash flows, paying smaller dividends, and 
investing less in capital expenditures and research and development. The range 
of characteristics that varies systematically across the rating scale underscores 
one of the benefits of credit ratings: their multivariate nature. Previous attempts 
at creating financial constraints indexes (e.g., Mulier, Schoors, and Merlevede, 
2016; Hadlock and Pierce, 2010; Whited and Wu, 2006; Cleary, 1999; Kaplan 
and Zingales, 1997) agree that financial constraints are a multivariate 
construct.  

We show that ratings accurately predict a range of corporate financial 
behaviors: omitting or increasing dividend payments, recycling equity, and 
having underfunded pension plans. We employ the tests proposed by Bodnaruk 
et al. (2015) and find that the worse the rating, the more likely the firm is to 
omit dividend payments and have underfunded pension plans, and the less 
likely the firm is to increase dividends and recycle equity. Ratings also predict 
corporate investment financing, with worse rated firms relying more on 
internally generated cash flow to finance their investments. In addition, they 
predict corporate responses to shocks to the supply of capital. We investigate 
corporate investments in the face of two distinctly different shocks. Our first 
shock is the global financial crisis of 2007-09. This was the most severe crisis 
in the US credit system since the great Depression. During this period, credit 
spreads rose sharply, access to bank loans and credit markets contracted, and 
credit standards tightened. Firms with weaker ratings reduced their capital 
expenditures substantially more than better-rated firms in the global financial 
crisis, consistent with these firms facing greater financial constraints. The 
second shock is the enactment of the Jobs and Growth Tax Relief 
Reconciliation Act in 2003. The Act reduced shareholder-level tax rates on 
dividends and capital gains substantially, and was explicitly intended to 
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encourage corporate investment by reducing the cost of equity capital. 
Corporate investment responses to the Act line up neatly with the rating scale, 
with worse-rated firms augmenting investments more strongly than better-
rated firms. Again, this is what we would expect if ratings measure financial 
constraints. 

Our paper is most strongly related to Andrén and Jankensgård (2018) and 
Farre-Mensa and Ljungqvist (2016), who show that financial constraints are 
inversely related with the firm’s financial status. Our work is also related to 
that of Bodnaruk et al. (2015) and Hoberg and Maksimovic (2015) who, 
together with the aforementioned papers by Andrén and Jankensgård (2018) 
and Farre-Mensa and Ljungqvist (2016) find that existing constraints measures 
are inadequate. In line with these studies, we also find that the constraints 
indexes developed by Kaplan and Zingales (1997), Whited and Wu (2006), 
and Hadlock and Pierce (2010) fail to predict constrained firm behavior. We 
extend on these studies by evaluating the ability of the constraints scores 
derived by Hoberg and Maksimovic (2015) to measure financial constraints. 
In contrast to Hoberg and Maksimovic’s findings, we find that these scores fail 
to identify severity of financial constraints for our sample of rated US firms. 
Hoberg and Maksimovic employ automated text-based analysis of 10-Ks to 
identify constraints from verbal statements in the Management’s Discussion 
and Analysis section. One reason for the better performance of credit ratings 
may be that ratings analysts, in contrast to textual analysis and constraints 
scoring models have the advantage of being able to speak directly to managers, 
and to do so in confidence and with judgment.  

We also contribute to a strand of research that investigates the usefulness of 
the sensitivity of corporate investment to internal cash flow as a measure of 
financial constraints. Following Fazzari, Hubbard, and Petersen (1988), a 
range of studies debate whether constrained firms’ investments are more 
sensitive to cash flow. Investment-cash flow sensitivity has been criticized on 
theoretical (e.g., Kaplan and Zingales, 1997), statistical (e.g., Erickson and 
Whited, 2000), and empirical (e.g., Chen and Chen, 2012) grounds, while 
proponents defend it on every account (e.g., Fazzari, Hubbard, and Petersen, 
2000; Lewellen and Lewellen, 2016; Aǧca and Mozumdar, 2017). We join the 
proponents by showing that investment-cash flow sensitivity increases 
monotonically with credit ratings. Moshirian, Nanda, Vadilyev, and Zhang 
(2017) suggest that investment-cash flow sensitivity is a function of investment 
intensity rather than financial constraints. In accordance with Andrén and 
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Jankensgård (2018), we find that sensitivity increases monotonically with 
ratings even after controlling for investment intensity.  

In the next section, we summarize theoretical and empirical evidence on the 
ability of ratings to capture information-related market imperfections. In 
Section 2.3, we present our sample and methodology. Section 2.4 contains our 
empirical findings on the ability of credit ratings to measure financial 
constraints. Section 2.5 summarizes our findings and concludes. 

2.2. Credit ratings and financial constraints 

A firm is considered more financially constrained when it faces more severe 
difficulties financing profitable investment opportunities due to the wedge 
between the costs of internal and external financing. Under a perfect capital 
market assumption, this cost wedge would be zero and external and internal 
funds would be perfect substitutes. The zero-cost-wedge hypothesis fails when 
capital markets are imperfect, not least due to information-related problems 
such as adverse selection and agency problems (Fazzari et al., 1988) and 
deadweight costs related to financial distress (Almeida, Campello, and 
Weisbach, 2011).  

A range of financial-constraints proxies have been proposed over the years, 
beginning with Fazzari, Hubbard, and Peterson (1998), who classified firms on 
whether or not they had a history of paying dividends. Other popular classifiers 
include size, age, or whether the firm is rated (see, for example, Gilchrist and 
Himmelberg, 1995; Almeida, Campello, and Weisbach, 2004; Brown, Fazzari, 
and Petersen, 2009). Kaplan and Zingales (1997), Hadlock and Pierce (2010), 
Bodnaruk et al. (2015), and Hoberg and Maksimovic (2015) derive financial 
constraints classifications by scoring 10-K text based on constraining words. 
Whited and Wu (1996) alternatively estimate a financial constraints score 
using a structural model, where they relate investment to the cost of external 
financing.  

Constraints proxies are traditionally evaluated based on patterns in descriptive 
statistics (e.g., Kaplan and Zingales, 1997; Hadlock and Pierce, 2010); more 
systematic evaluations of the adequacy of constraints proxies are more recent. 
Farre-Mensa and Ljungqvist (2016) evaluate five constraints measures (having 
a history of paying dividends, having a credit rating, and the Kaplan and 
Zingales (KZ), Hadlock and Pierce (SA), and Whited and Wu (WW) scores). 
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They find no difference in how public firms classified as constrained vs 
unconstrained respond to financing demand and supply shocks. In contrast, 
they find privately held firms and public firms close to default to respond to 
these shocks in the expected, constrained manner. Hoberg and Maksimovic 
(2015) compare corporate investment in the face of economic shocks. They 
find that the KZ and WW scores, as well as size fail to predict changes in 
investment consistent with being financially constrained; age performs better, 
but inconsistently. In contrast, firms that score higher on their “delay 
investment score” curtail investments more across the three investigated 
economic shocks. Bodnaruk et al. (2015) also evaluate the KZ, SA, and WW 
scores, showing that they do not predict subsequent, informative corporate 
liquidity-related events, such as changes in dividends, equity recycling, or 
funding of underfunded pension plans. Their own “percent constraining 
words” score seems to identify constrained firms more accurately. Andrén and 
Jankensgård (2018) evaluate eight commonly used proxies (dividend payout 
ratio, size, age, being rated, and the Cleary (1999), SA, WW, and Mulier et al. 
(2016) scores) using Bodnaruk et al. (2015) type tests, finding no proxy to 
accuratelypredict corporate behavior. In contrast, they find that financing 
status, specifically leverage and interest coverage, accurately predicts 
corporate behavior correctly.  

Farre-Mensa and Ljungqvist (2016) show that rated and unrated firms respond 
similarly to exogenous shocks to supply of debt and equity financing. This 
suggests that differences in access to public debt markets are uninformative 
about how financially constrained a firm is. Instead, they show that public 
firms close to default appear to be financially constrained. We interpret this as 
implying that the rating level may matter to financial constraints. In support of 
our interpretation, Tang (2009) finds that firms that received a higher refined 
rating in 1982, when Moody’s added numerical modifiers (+ and –) to their 
broad letter rating classes, increased their use of long-term debt, invested more, 
and accumulated less cash following the rating refinement than firms that 
received a lower refined rating. This is consistent with firms that received a 
higher refined rating becoming less financially constrained, even from such a 
small rating change as adding a numerical modifier. These findings point 
towards the rating level, rather than whether or not the firm is rated, being 
informative on severity of financial constraints.  

Financial constraints and financial distress are distinct but related concepts. 
Distress is often used to refer to a state where a firm has difficulties meeting 
its principal and interest obligations (e.g., Fazzari et al., 1988), but this is 
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overly restrictive. Distress rather represents a continuum; a firm begins to incur 
distress costs the second the probability of default is greater than zero. 
Financial constraints also refer to a continuum, which turns positive as soon as 
the firm faces investment disruptions due to a cost wedge between internal and 
external financing. If creditors expect to experience losses in case of default, 
then any non-zero probability of default will translate into a cost wedge 
between internal and external financing, and thus distress and constraints are 
bound to overlap. We emphasize this, because credit ratings are intended to 
classify firms along the distress continuum. The credit rating represents the 
credit rating agency’s (CRA) opinion about the issuer’s ability and willingness 
to meet its obligations on time and in full. CRAs divide credit risk into discrete 
risk classes, expressing ratings in letterform, from AAA (highest credit 
quality/lowest credit risk) to C (lowest credit quality/highest credit risk) and D 
for default. For credit ratings to be informative on financial constraints, they 
should be informative about information-related problems, in addition to 
financial distress. In the next section, we ask whether this is a reasonable 
expectation.  

2.2.1. Credit ratings and financial constraints 

CRAs are in the business of mitigating information asymmetry. They exploit 
scale economies in information collection, processing, and production, thereby 
relieving investors of (duplication of) the cost of evaluating credit risk 
(Benston and Smith, 1976). CRAs may mitigate information asymmetry, as in 
the models of Leland and Pyle (1977) and Ramakrishnan and Thakor (1984), 
through the ratings analyst’s ability to verify the quality of private information 
while keeping such information confidential. As one example of the 
informativeness of the credit analysis, Kraft (2015) shows that the adjustments 
to financial statements that ratings analysts make as part of their company 
analysis are informative in that they are significantly associated with credit 
spreads. In line with an information-verification explanation, Sufi (2007) finds 
that the introduction of syndicated bank loan ratings by CRAs in 1995 allowed 
borrowers to approach less-informed lenders, such as foreign banks and 
nonbank institutional investors. Consistent with the idea that ratings 
incorporate private information, Czarnitzki and Kraft (2007) add credit rating 
to a bankruptcy-prediction model containing accounting information, thereby 
increasing model-R2 six-fold. Batta (2011) shows that the explanatory power 
of accounting information declines drastically when adding credit rating to a 
CDS-spread prediction model. 
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Agency costs arise from the limited liability feature of the corporate form of 
business organization that creates incentives for managers to sometimes act 
counter to the interests of creditors. Hence, CRAs are also in the business of 
monitoring creditors. They reappraise creditors regularly, as well as in the face 
of major corporate and external events. Accordingly, besides information 
verification, CRAs may fill a role as monitors of creditor behavior. The 
monitoring by ratings analysts and the threat of rating revision may mitigate 
moral hazard problems associated with risk shifting and shirking, as in the 
model of Boot, Milbourn, and Schmeits (2006). CRAs are not the only 
intermediaries monitoring managers, but Langohr and Langohr (2008) suggest 
that they are the main monitors of firms’ risk shifting at the expense of 
bondholders. Odders-White and Ready (2006) suggest, and find, that credit 
ratings mitigate equity-market adverse selection. In particular, firms at greater 
risk of experiencing unobservable (private) rather than observable (common) 
shocks will experience higher levels of equity-market adverse selection. Due 
to beneficial access to confidential information, ratings analysts can 
incorporate the risk of both private and common shocks into the rating, making 
ratings informative about equity-market adverse selection. Supporting this, 
Jory, Ngo, and Wang (2016) show that M&A premiums are lower for rated 
targets. On the same accord, Cheng and Subramanyam (2008) find an inverse 
relationship between number of equity analysts following a firm and the credit 
rating, while Ederington and Goh (1998) find that equity analysts react to 
rating changes by revising their earnings forecasts. He, Wang, and Wei (2011) 
show that the rating level is inversely related to several measures of equity-
market adverse selection: privately informed trading, bid-ask spreads, 
dispersion of analysts’ earnings forecasts, and institutional equity holdings. 
They further find that as ratings improve, so do each of these information-
asymmetry measures. Avramov, Chordia, Jostova, and Philipov (2013) 
similarly find that the worst rated firms have considerably weaker equity 
market liquidity, fewer analysts following, much larger analysts’ earnings 
revisions, and greater dispersion in analysts’ earnings per share forecasts. 
These results are in agreement with the findings of several recent studies such 
as Liu and Jiraporn (2010) and Qi, Roth, and Wald (2010).  

Financial distress costs and adverse selection may have complementary effects 
on the cost of borrowing. Adverse selection can lead to a decline in the average 
creditworthiness of the pool of firms willing to borrow, as more creditworthy 
firms are driven out of market by larger credit spreads. Bond prices tend to be 
more information-sensitive when credit risk increases. For example, 
announcement effects of rating changes are stronger for speculative-grade than 
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investment-grade (Hand,Holthausen, and Leftwich,1992; Goh and Ederington, 
1993; Dichev and Piotroski, 2001; Steiner and Heincke, 2001; see Jorion and 
Zhang, 2007, and Bannier and Hirsch, 2010, for exceptions). Han and Zhou 
(2014) show that increases in information asymmetry significantly influence 
credit spreads, and more so for high-yield than investment-grade bonds. 

2.2.2. Criticism of credit ratings 

Credit ratings are not without objection, which may explain why they have not 
previously been used as measures of financial constraints (with the exception 
of Hennessy (2004), who distinguishes between investment- and speculative-
grade rated firms). CRAs have been accused of lack of timeliness.11 This is of 
relevance to us only insofar as it hurts the ability of ratings to identify 
constraints in a timely manner. Empirical evidence suggests that rating 
agencies are sometimes slow to respond to new information (Holthausen and 
Leftwich, 1986; Goh and Ederington, 1999; Steiner and Heinke, 2001; Hull, 
Predescu, and White, 2004; Norden and Weber, 2004; and Finnerty, Miller, 
and Chen, 2013; for exceptions, see Wansley, Glascock, and Clauretie, 1992; 
Goh and Ederington, 1993; and Hite and Warga, 1997).12 Still, it seems rating 
changes and, in particular, downgrades are informative to equity (Holthausen 
and Leftwich 1986; Hand, Holthausen, and Leftwich, 1992; Goh and 
Ederington, 1993, 1999; Dichev and Pietroski, 2001; Norden and Weber, 2004; 
Jorion Liu, and Shi, 2005; Jorion and Zhang, 2007; Bannier and Hirsch, 2010), 
                                                      
11 Measures of credit quality should balance three somewhat conflicting objectives: stability, 

timeliness, and accuracy. Stability is a desirable trait in that more frequent rating changes 
would increase the frequency of bond-portfolio rebalancing and could exacerbate financial 
crises by forcing banks and investors to liquidate their positions as ratings decline to adhere 
to capital requirements, and in that rating reversals within a short period would hurt an 
agency’s reputation. Rating agencies use the through-the-cycle methodology. Through-the-
cycle ratings are explicitly long-term oriented; rating agencies focus their rating assessment 
on the permanent credit-risk component by assessing expected performance at the bottom of 
a credit quality cycle. This stands in stark contrast to the point-in-time perspective that tends 
to be the focus of bankers and in credit scoring, where credit quality is judged on the basis 
of the actual position in the corporate credit cycle. The objective of through-the-cycle ratings 
is to measure default risk over long investment horizons, whereas point-in-time scoring is 
focused on current credit risk. In the through-the-cycle methodology ratings are changed 
only when agencies are confident that observed changes in a company’s credit quality are 
likely to be permanent. This will, by necessity, mean that ratings are perceived as less timely 
when evaluated relative to current credit quality. Also, credit risk is continuous, while ratings 
are ordinal, so we would expect some delay in ratings to changes in credit risk. 

12 It should be noted that all studies that find significant pre-announcement effects also find 
significant announcement effects. 
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bond (Hand, Holthausen, and Leftwich, 1992; Wansley et al., 1992; Hite and 
Warga, 1997; Kliger and Sarig, 2000; Steiner and Heincke, 2001; May, 2010), 
CDS (Hull, Predescu, and White, 2004; Norden and Weber, 2004; Finnerty et 
al., 2013), and options (Kliger and Sarig, 2000) markets.13  

Several studies find that bond ratings can be efficiently predicted using 
accounting and market information (e.g., Doumpos, Niklis, Zopounidis, and 
Andriosopoulos, 2015; Altman and Rijken, 2006), casting doubt on the 
information value of ratings. Hilscher and Wilson (2016) further show that 
agency ratings are a relatively poor predictor of corporate defaults compared 
to a credit-scoring model based on accounting data and stock market prices. 
The rating-agency response is that ratings should change only when 
fundamental credit risk changes, which, CRAs argue, generally happens quite 
slowly (see Cantor and Mann (2003) for further discussion). In short, the 
relative informativeness of credit ratings is, and continues to be a source of 
academic controversy. Our interest is absolute rather than relative 
informativeness, meaning that ratings may still be useful as constraints 
indicators, though not necessarily the best indicators. 

A potentially more important weakness, for us, is that rated firms may be 
structurally different from unrated firms. Faulkender and Petersen (2006) and 
Lemmon and Roberts (2010) find that unrated firms are smaller, riskier, less 
profitable, and have lower proportions of tangible assets and higher market-to-
book ratios than investment- and speculative-grade rated firms. They are also 
less levered and choose bank debt over bond financing. As a result, firms that 
lack a rating may face a more restricted set of alternative sources of financing 
and may be more sensitive to shocks to the banking system. Focusing on 
ratings means that we may miss the most constrained firms: those that lack 
debt capacity, those facing the greatest adverse selection, or those that cannot 
                                                      
13 In contrast to downgrades, research finds either an insignificant or a weak market reaction to 

rating upgrades. Ederington and Goh (1998) argue that the lack of market impact of rating 
upgrades could be due to companies voluntarily releasing good news to the market but being 
reluctant to release unfavorable information. This would create a bias towards negative 
information content for credit rating changes. This could also explain the stronger market 
response to rating changes for speculative-grade than to investment-grade firms. 
Alternatively, rating agencies could be more attentive to deteriorations in credit quality. 
Jorion and Zhang (2007) instead refer to the ordinal character of the rating scale in 
comparison to the exponentially increasing default frequency across the rating scale, where 
a one-notch rating change represents a larger change in probability of default the lower the 
initial rating. They find that controlling for the initial rating significantly reduces the 
difference in market response to up- and downgrades. 
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afford a rating. On the other hand, lack of a rating is not synonymous with 
being financially constrained. Faulkender and Petersen (2006) report that 
public debt is not a major source of capital for many public firms, so lack of 
rating could also be a result of lack of need for public debt financing, such as 
due to managerial conservatism, limited investment needs, or abundant access 
to alternative sources of financing. In addition, Farre-Mensa and Ljungqvist 
(2016) show that rated and unrated firms respond similarly to exogenous 
shocks to supply of debt and equity financing. 

A second more potent risk is that of endogeneity: that financial constraints 
drive the rating decision rather than ratings informing us about constraints. A 
financially constrained firm may see benefits in targeting a better-than-optimal 
rating to mitigate the costs of financial constraints. Alternatively, financial 
constraints may force the firm to underlever, underinvest, and rely more on 
equity-based financing solutions, all of which may influence its rating 
favorably. Firms seem to attach a lot of value to the rating in their risk taking. 
Graham and Harvey (2001) find that the credit rating, next to financial 
flexibility, is the most important determinant of a firm’s financing policy. 
Kisgen (2006) finds that firms close to a rating up- or downgrade tend to issue 
less debt than other firms; Kemper and Rao (2013) show that this is particularly 
the case for firms with low (≤ B-) ratings. Kisgen (2009) finds evidence 
suggesting that firms reduce leverage following rating changes to protect the 
newly assigned rating, with a more pronounced effect for downgrades from 
investment to speculative grade, while Khieu and Pyles (2012) find that firms 
increase their holdings of cash and, in particular, excess cash following rating 
downgrades. Kuang and Qin (2013) show that downgraded firms reduce 
managerial risk-taking incentives by lowering performance sensitivity (vega) 
of new executive options grants. Bannier and Hirsch (2010) find that 
speculative-grade issuers, in particular, reduce risk-taking following a credit 
warning. Yet another possibility is that financially constrained firms are 
overrepresented among those firms who decide not to have their rating made 
public (the issuer-pay rating model). The validity of this possibility is reduced 
by the fact that rated and unrated firms seem to respond similarly to exogenous 
shocks to supply of debt and equity financing (Farre-Mensa and Ljungqvist, 
2016). Endogeneity is shared by all constraints proxies. Following Farre-
Mensa and Ljungqvist (2016), we take any endogeneity as given and focus on 
assessing whether firms classified as constrained based on the rating seem to 
behave as if they are constrained. In other words, the proof of the pudding is 
in the eating. 
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2.3. Sample and empirical method 

In this section, we present our sample and the different tests we employ to 
evaluate the ability of ratings to capture financial constraints. 

2.3.1. Sample and variables 

Our data consists of all US-incorporated industrial firms that have an issuer 
credit rating from Standard & Poor’s (S&P) at some point between 1987 and 
2014.14 We collect long-term domestic issuer credit ratings (Compustat code 
splticrm) from the Compustat monthly file. Since we use yearly data for the 
other variables, we keep the last rating for each fiscal year. Financial data are 
retrieved from Compustat’s annual North American Datafile. To avoid 
mismatches between calendar and fiscal years, we match the Compustat 
datafiles based on fiscal year-end. All variables are defined in detail in the 
Appendix. We exclude utilities (SIC 4900s) and financial firms (SIC 6000s). 
We use customary sample restrictions (e.g., Chen and Chen, 2012). To avoid 
potential business discontinuities caused by mergers and acquisitions, we 
exclude firm-years with asset or sales growth exceeding 100%. To mitigate 
outliers, we require the firm’s total assets and sales to be greater than $1 million 
in every year and we winsorize observations at the 1st and 99th percentiles in 
each year. The final sample consists of 944 firms and 17,950 firm-year 
observations (though lagging certain variables as well as gaps in the panel 
structure of many firms reduce the sample size used in our modelling).  

Columns 1 and 2 in Table 1 contain descriptive statistics for our sample firms. 
Faulkender and Petersen (2006) show that firms with a rating are 
fundamentally different from firms without a rating, not least by being much 
larger, older, and more profitable. So too for our sample. We compare the 
characteristics of our sample to those of a Compustat sample covering the same 
sample period and using the same sample restrictions, but without a credit 
rating (Column 3, Table 1).  

                                                      
14 Issuer credit ratings reflect the rating agency’s assessment of a firm’s ability and willingness 

to meet its senior unsecured obligations on a timely basis. Strictly speaking, the empirical 
results refer only to the ratings of Standard and Poor’s. We are not aware of any reason why 
the empirical results and the conclusions presented here for Standard and Poor’s ratings 
should not apply for the ratings of Moody’s and Fitch. Güttler (2005) compare the ratings of 
S&P, Moody’s, and Fitch and concludes that assigned ratings on average differ by less than 
one notch. 
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Our sample firms are sizably larger and older. They are more profitable, pay 
larger dividends, and generate on average almost three times as large cash 
flows. The average sales growth rate is twice as high, whereas the R&D 
investment rate of rated firms is 40% that of nonrated ones. There is hardly any 
difference in capital expenditures, while the average Tobin’s Q is 70% of the 
average nonrated firm-year. Further, our sample firms hold more tangible 
assets (34% of total assets being property, plant, and equipment, compared to 
27% for the non-rated sample) and are more levered (debt-to-assets of 34% vs. 
23%), but hold less cash (cash-to-assets of 8% vs. 18%). In conclusion, our 
sample is not representative for nonrated firms. On the other hand, it is not 
expected nor intended to be. Our focus is the information content of ratings, 
which will by necessity reduce the representativeness. 

We compare the ability of ratings to identify financial constraints to six other 
constraints classifiers suggested in the literature: the KZ, SA, and WW scores 
and Hoberg and Maksimovic’s (2015) Delay Investment (DI), Equity-Focused 
(EF), and Debt-Focused (DF) scores. Kaplan and Zingales (1997) classify 10-
Ks into five discrete categories of financial constraints and then use ordered 
logit regression to relate their categorization to accounting variables. In 
Lamont et al. (2001), Kaplan and Zingales re-estimate their model and relate 
their categorization to five publicly available variables: cash flow, Tobin’s Q, 
leverage, dividends, and cash holdings. In line with other studies, we employ 
this re-estimated KZ score. Hadlock and Pierce (2010) extend the sample size 
and qualitative input relative to Kaplan and Zingales (1997). They also apply 
ordered logit regression to derive a financial constraints score, the SA score, 
where they relate their categorization to size and age. They show that the SA 
score outperforms the KZ score in identifying companies that show signs of 
being financially constrained. Whited and Wu (2006) criticize the qualitative 
approach of Kaplan and Zingales (1997) and Hadlock and Pierce (2010) and 
construct their WW score by using a structural model in which they relate 
investment to the cost of external financing. Whited and Wu (2006) criticize 
the qualitative approach of Kaplan and Zingales (1997) and Hadlock and 
Pierce (2010) and construct their WW score by using a structural model in 
which they relate investment to the cost of external financing.
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The predictive variables in their model are cash flow, a dividend payment 
dummy, leverage, size, and firm and industry sales growth. Following 
convention in the literature, we calculate the KZ, SA, and WW scores using 
the originally estimated coefficients. Hoberg and Maksimovic (2015) also 
score 10-K text, but extend the sample size 26-fold relative to Hadlock and 
Pierce (2010) to cover the entire Compustat universe by employing automated 
textual analysis. Hoberg and Maksimovic additionally differentiate between 
various sources of financial constraints, where the DI score measures each 
firm’s degree of overall investment constraints, while the EF and DF scores 
measure financial constraints uniquely faced by firms intending to issue equity 
or debt. The text processing software converts the number of constraint-related 
words used into a continuous score, where a higher score translates to a higher 
degree of financial constraints. We obtain the raw DI, EF, and DF scores 
directly from the authors.  

The original rating scale is converted into numbers, ranging from 1 (AAA) to 
20 (CC). Since we have few observations with ratings below CC, we exclude 
all firm-years with such ratings. We also group the rating scale into four 
broader groups. Rating4 is a four-way sort where we sort investment- and 
speculative-grade rated firms into two classes each, separating between firms 
rated A or higher, BBB, BB, and B or lower.15 We resort the sample annually 
based on the beginning-of-year rating. The sample distribution across rating 
categories is found in Table 2. We compare the ability of the 20-step rating 
scale to capture financial constraints to the continuously distributed KZ, SZ, 
WW, DI, EF, and DF comparison scores. We also each year and for each 
comparison score distribute the firms equally into four groups from least (score 
of one) to most (score of four) constrained. This sorting procedure deviates 
slightly from the ratings distribution. In our full sample, 56% (44%) of firm-
years carry an investment grade (speculative grade) rating, while Rating4 is 
distributed 27% in group 1, 29% in group 2, 26% in group 3, and 18% in group 
4.  

 

                                                      
15 The general interpretations of the issuer-rating categories provided by Standard and Poor’s 

are: AAA/AA: extremely/very strong capacity to meet financial obligations; A: strong 
capacity to meet financial obligations;  BBB: adequate capacity to meet financial obligations; 
BB: less vulnerable in the near term than lower-rated obligors, but faces major ongoing 
uncertainties and exposure to adverse conditions; B: current capacity, but adverse conditions 
will likely impair capacity or willingness to meet financial commitments; CCC: currently 
vulnerable and dependent on favorable conditions to meet financial commitments; CC/C: 
currently highly/very highly vulnerable. 
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Table 2. Classification and distribution of ratings 
The table shows our two rating classification scales: Rating, which uses the full notch-level rating scale, and 
Rating4, which is a four-way sort, where we sort the investment- and speculative-grade firms into two classes 
each (A or higher, BBB, BB, and B or lower). The table also shows the frequency of firm-year observations in 
each rating category. 

 Rating Rating4 Frequency (%)  Rating Rating4 Frequency (%) 

AAA 1 1 1.54 BB+ 11 3 6.75 

AA+ 2 1 0.51 BB 12 3 9.04 

AA 3 1 2.21 BB- 13 3 10.17 

AA- 4 1 2.59 B+ 14 4 8.85 

A+ 5 1 4.78 B 15 4 6.17 

A 6 1 9.17 B- 16 4 2.20 

A- 7 1 5.96 CCC+ 17 4 0.61 

BBB+ 8 2 8.32 CCC 18 4 0.22 

BBB 9 2 11.48 CCC- 19 4 0.05 

BBB- 10 2 9.33 CC 20 4 0.06 

2.3.2. Empirical framework 

We evaluate the ability of credit ratings, as well as the comparison scores, to 
separate more from less financially constrained firms in four ways. First, we 
apply descriptive statistics on operational and financial health to assess the 
success of credit ratings relative to the comparison scores in separating 
corporate characteristics in ways that are reasonable for constrained vs. 
unconstrained firms.  

Second, we employ the tests suggested by Bodnaruk et al. (2015) to evaluate 
if different constraints classifiers predict corporate behavior indicative of 
improvement or deterioration in external financial constraints, what Bodnaruk 
et al. refer to as liquidity events. Bodnaruk et al. consider four liquidity events 
where constrained and unconstrained firms would be expected to behave 
differently: dividend omissions, dividend increases, equity recycling, and 
underfunded pension plans. We define the dependent variables in these tests as 
follows: 

o Dividend omission: a dummy variable set to one if the firm stops 
paying dividends. Only firms that paid dividends in the prior year are 
assigned a value. Both theoretical (e.g., Miller and Rock, 1985) and 
empirical (e.g., Michaely, Thaler, and Womack, 1995) studies find that 
dividend omissions are very important, costly signals about firm value. 
Following Bodnaruk et al. (2015), we expect that the willingness to 
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pay the cost of dividend omissions would increase in financial 
constraints.  

o Dividend increase: a dummy variable set to one if the firm increases 
its dividend per share relative to the previous fiscal year. Only firms 
that paid dividends in the prior year are assigned a value. Since 
dividend reductions are costly, managers are reluctant to increase 
dividend payments if there is a risk that the increase will have to be 
reversed in coming years (e.g., Brav, Graham, Harvey, and Michaely, 
2005), and the more financially constrained the firm is, the greater the 
reluctance to increase dividends.  

o Equity recycling: the ratio of cash dividends plus purchases of 
common and preferred stock to the sale of common and preferred stock 
and normalized by beginning-of-period total assets. As pointed out by 
Farre-Mensa and Ljungkvist (2016), the cost of simultaneously raising 
and paying out equity could increase for financially constrained firms.  

o Underfunded pension plan: a dummy variable set to one if the firm has 
an underfunded pension plan (projected pension benefit obligations 
greater than pension plan assets). Only firms that report pension 
obligations and pension plan assets are assigned a value. Rauh (2006) 
finds that mandatory contributions to defined benefit pension plans 
deprive firms of funds required to finance investments, and Franzoni 
(2009) shows that the stock market response to such contributions is 
inversely related to financial constraints.  

We estimate logit models for dividend omissions, dividend increases, and 
underfunded pension plans and use panel regressions for equity recycling to 
investigate if ratings and the comparison scores predict each of these liquidity 
events. Following Bodnaruk et al. (2015), we in all regressions include as 
control variables the natural logarithm of market capitalization, Tobin’s Q, the 
excess prior year buy-and-hold stock return, and period and industry fixed 
effects.  

Third, following Fazzari et al. (1988) we estimate investment-cash flow (ICF) 
sensitivity using an extended Q-model: = + + + + + × + ′ 	+ (1)	
where Ii is the firm’s capital expenditures deflated by its beginning-of-period 
total assets, Qit-1 is Tobin’s Q, which proxies for investment opportunities, Cit 
is the firm’s cash flow from operations deflated by beginning-of-period total 
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assets, Fit-1 is the firm’s credit rating (or comparison score), and X are control 
variables. We calculate Qit-1 as the market value of equity plus the liquidation 
value of preferred stock plus long- and short-term debt minus deferred taxes 
and investment tax credits and divided by total assets. To remove time-
invariant firm characteristics, we include firm-fixed effects, αi, and to weed out 
firm-invariant macro shocks, we include period-fixed effects, αt. We address 
the concern that cash flow may be picking up on investment opportunities 
when used in conjunction with Q by employing Lewellen and Lewellen’s 
(2016) IV estimator, where Q is instrumented by contemporaneous, lagged, 
and squared cash flow and the first four lags of stock returns. To avoid the 
distortionary effects of negative cash flows (e.g., Allayannis and Mozumdar, 
2004; Cleary Povel, and Raith, 2007), we only include firm-years with positive 
cash flow. 

The underlying idea of ICF sensitivity as a financial constraints test is that 
constrained firms are expected to more systematically prioritize financing 
investments with internally generated cash flow so as to avoid the excess cost 
of external financing (Fazzari et al., 1988). Unconstrained firms, on the other 
hand, could substitute internal for external financing at no or lower cost, and 
so would not be expected to systematically prioritize internal financing. ICF 

sensitivity is given by the expression	 = + . The main parameter 

of interest is β4, which captures the impact of ratings or the comparison scores 
on ICF sensitivity. If a constraints’ classifier measures financial constraints, 
then β4 > 0. 

The critical question is if ICF sensitivity is a useful measure of financial 
constraints. This has been one of the dominant debates in corporate finance 
over the last three decades. Kaplan and Zingales (1997) argue that there is no 
strong theoretical argument for expecting ICF sensitivity to increase 
monotonically with financial constraints, a position that Fazzari, Hubbard, and 
Petersen (2000) forcefully refute. Chen and Chen (2012) criticize the 
usefulness of ICF sensitivity by showing that it has disappeared in recent years 
and even during the financial crisis of 2007-2009. In their words, “if one 
believes that financial constraints have not completely disappeared, then 
investment-cash flow sensitivity cannot be a good measure of financial 
constraints.” (ibid: 394) Lewellen and Lewellen (2016) show that Chen and 
Chen’s results are sample-specific; using a cleaner measure of cash flow 
(operating cash flow) and extending the sample to manufacturing and non-
manufacturing industrial firms, they find ICF sensitivity to be alive and 
kicking. Moshirian et al. (2017) show that ICF sensitivity seems to be a 
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function of investment intensity rather than financial constraints. Andrén and 
Jankensgård (2018) reinterpret their results as suggesting that one needs to 
distinguish between the need for investment financing (investment intensity) 
and the cost of external financing (financial constraints). They show that ICF 
sensitivity is a valid measure of financial constraints once you control for need 
for investment financing.  

Fourth, we evaluate how firms respond to exogenous capital-supply shocks. 
Here, we ask if ratings and the comparison constraints classifiers discriminate 
firms in ways consistent with how we expect firms with varying levels of 
financial constraints to respond to capital-supply shocks. The basic premise for 
evaluating responses to shocks to capital supply is that the corporate responses 
will reflect managerial perceptions of the elasticity of capital supply. An 
unconstrained firm should not be affected by shocks to capital supply since it 
could easily shift to other sources of capital. A constrained firm would face an 
inelastic supply curve, thus finding it more costly, or even impossible to 
substitute across sources of capital and would, as a consequence, curtail 
investments more in the face of unexpected shocks. The critical challenge is 
finding shocks to capital that are not accompanied by shocks to investment 
opportunities.  

Our first shock is the global financial crisis (GFC) of 2007-09. The crisis began 
in the summer of 2007 when the asset-backed commercial paper market began 
to unravel (Acharya and Schnabl, 2010). Contrary to other financial 
disruptions, the financial crisis primarily had its roots outside of the real sector, 
but transferred to the production side of the economy in the second half of 
2008. The financial part of the crisis truly abated only in the spring of 2009 
when the stress tests of the large US banks brought private capital back into 
the financial system. There is no possibility to fully isolate supply from 
demand effects, but by concentrating on the financial part of the crisis, we at 
least try to reduce the impact of the g FC on the demand for investments (also 
see Hoberg and Maksimovic, 2015). The crisis hurt bank lending as well as 
bond markets. Corporate bond yield spreads began climbing in July 2007, 
especially for speculative grade bonds (Friewald, Jankowitsch, and 
Subramanyam, 2013), and for industrial and financial firms alike (Dick-
Nielsen, Feldhütter, and Lando, 2012). We model changes in capex between 
2006 (the last year prior to the shock) and 2009 (after the financial part of the 
crisis abated) as a function of lagged financial constraints, with lags measured 
in 2006. Our expectation is that constrained firms cut back on investments 
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more aggressively, as financial constraints become more binding in times of 
crisis. 

Our second shock is the introduction of the Jobs and Growth Tax Relief 
Reconciliation Act (JGTRRA), which was signed into law on May 28, 2003. 
JGTRRA reduced shareholder-level tax rates on dividends and capital gains.16 
It represents a strong experiment, for several reasons (Brown, Liang, and 
Weisbenner, 2007). First, it was the first major reduction in dividend and 
capital gains taxation in the US in 17 years. Second, there were no other major 
confounding tax law changes surrounding the introduction of JGTRRA. Third, 
the tax cuts were largely exogenous. The legislative timeline was short, with 
the initial proposal floated by the Bush administration in late December 2002 
and a modified proposal signed into law on May 28, 2003. The uncertainty of 
whether the bill would pass was high; the modified version of the proposal 
passed both the House of Representatives (231-200) and the Senate (50-50 
with Vice President Cheney breaking the tie with a “yea” vote) on May 23, 
2003. This gave firms little time or incentive to alter their financial and 
investment policies beforehand. The tax rate cuts on dividends were effective 
retroactively to January 1, 2003, and the rate cuts on capital gains were 
effective on sales of stock after May 6, 2003. 

Inspired by Campbell, Chyz, Dhaliwal, and Schwartz (2013), we investigate 
changes in capex after the JGTRRA, with the dependent variable being the 
change in capex between 2002 and 2004. One of the stated goals of JGTRRA 
was to encourage corporate investment by, in particular, reducing the cost of 
equity capital. This should be more favorable to firms facing greater cost 
wedges between internal and external financing and, in particular, equity-
dependent firms. Consistent with this, Dai, Shackelford, Zhang, and Chen 
(2013) argue and show that the reduction in cost of equity was greater for 
financially constrained firms. 

                                                      
16 The individual tax rate on dividends decreased from a maximum rate of 38.6 percent to 15 

percent, the individual tax rate on long-term capital gains decreased from 20 percent to 15 
percent, and the individual tax rate on interest income decreased from a maximum rate of 
38.6 percent to 35 percent. For individuals, interest income is taxed at the ordinary income 
tax rate. The maximum statutory individual income tax rate bracket pre-JGTRRA was 38.6 
percent, and JGTRRA reduced the top bracket to 35 percent. In addition, the second highest 
bracket was reduced from 35 percent to 33 percent, the third highest bracket from 30 percent 
to 28 percent, and the fourth highest bracket from 27 percent to 25 percent. 
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2.4. Results 

2.4.1. Corporate characteristics and constraints classification 

We begin our analysis by assessing the association between financial 
constraints classifications and firm characteristics. This is the dominant 
approach to assessing constraints classifications; still, it is imprecise in the 
sense that many characteristics have unclear connections with financial 
constraints due to endogeneity, and so will only be indicative. In Table 1, we 
present descriptive statistics for ratings and the six comparison scores sorted 
into four groups. We sort ratings into four classes (A or higher, BBB, BB, and 
B or lower), while the comparison scores each year are split into quartiles with 
high scores representing more financial constraints. The table reports 
differences between industry-adjusted group means for the most (worst 
ratings/highest scores) minus the least (strongest ratings/lowest scores) 
constrained firm-years.  

Firms with worse ratings are on average smaller, younger, and less profitable, 
and they generate smaller operating cash flows and pay smaller dividends. 
They invest less, both in capital expenditures (capex) and research and 
development (R&D). These patterns are consistent with less creditworthy 
companies being more financially constrained. Worse-rated firms also grow at 
a slower pace. This goes against Hoberg and Maksimovic (2015) and Farre-
Mensa and Ljungkvist (2016), who find that firms classified as most 
constrained are high-growth firms (it should be emphasized that Farre-Mensa 
and Ljungkvist strongly refute the usefulness of these classifiers for identifying 
constrained firms). On the other hand, growth subsumes investment, and as 
argued by Hoberg and Maksimovic (2015), constrained firms would be 
expected to underinvest relative to what would be the case if they were 
unconstrained. This, in turn, would suggest relatively slower (industry-
adjusted) growth, which is what we find.  

Average Tobin’s Q is lower for worse-rated firms. Whether or not this is 
consistent with worse rated firms being constrained is open to debate. On the 
one hand, as constrained firms face higher marginal costs of external financing, 
they would be expected to leave better investments on the table. In line with 
this, Hadlock and Pierce (2010), Hoberg and Maksimovic (2015), and Farre-
Mensa and Ljungkvist (2016) find firms classified as constrained to have 
higher Q. On the other hand, more costly external financing should translate 
into higher marginal costs of capital, which would tend to reduce the present 
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value of all expected future cash flows, including those from assets-in-place. 
This would tend to depress market valuations of constrained firms, and thus be 
suggestive of relatively lower Q. Ascioglu, Hegde, and McDermott (2008) use 
measures of asymmetric information from the market microstructure literature 
(bid-ask spread, relative price impact, and probability of informed trading) to 
classify firms on financial constraints. Such measures capture more narrow 
aspects of equity-market information constraints, in contrast to more general-
purpose type classifications such as ratings and the comparison scores, but 
have the advantage of more unambiguously capturing constraints. Using their 
narrow but more direct constraints proxies, they find constrained firms to have 
lower Q.  

Firms with worse ratings are more levered. Since leverage is a choice variable, 
constrained firms could be argued to be either more or less levered than 
unconstrained ones. Leverage may be constraining in that it commits internal 
cash flows, reduces creditworthiness, and gives rise to agency conflicts with 
creditors (risk shifting and debt overhang problems). Accordingly, leverage 
weighs positively in the KZ and WW scores. On the other hand, a financially 
constrained firm may prioritize maintaining precautionary debt capacity or 
may face constrained access to debt financing, which would suggest that 
constrained firms are less levered than unconstrained ones. Using several 
commonly used constraints classifiers, Farre-Mensa and Ljungkvist (2016) 
find firms classified as constrained to be less levered.  

Firms with worse ratings also hold more cash. Again, expectations are unclear. 
Kaplan and Zingales (1997) consider small cash holdings an indication of 
financial constraints, while Hadlock and Pierce (2010) and Almeida et al. 
(2004) argue that constrained firms could be expected to hold precautionary 
excess cash reserves.  

We consider ratings to generate a reasonable partitioning of the sample firms 
(perhaps with the exception of Q), and even more so than the comparison 
scores. The two classifications that generate partitionings most resembling 
those of credit ratings are the KZ and DF scores, which only differ from ratings 
on capex and cash holdings. It is reasonable that these two classifiers resemble 
ratings; Kaplan and Zingales (1997) emphasize financial status when 
classifying firms, and Hoberg and Maksimovic (2015) find firms that score 
high on the DF score to show indications of being distressed. Still, we consider 
the partitioning of ratings the better one, since we believe it is more reasonable 
to expect more constrained firms to invest less than unconstrained ones.  
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Farre-Mensa and Ljungkvist (2016), using a sample of more than 91,000 public 
US firm-years, find the SA and WW scores to classify similar kinds of firms 
as constrained: smaller and younger, less profitable but faster growing, more 
liquid but less levered, and investing more in R&D and having significantly 
higher Q ratios. Rather than capturing financial constraints, Farre-Mensa and 
Ljungkvist suggest that the SA and WW scores identify firms in the growth 
phase of their life cycle. We, using our sample of public US firms with a credit 
rating, also find the SA and WW scores to identify as constrained firms that 
are smaller, younger, and more liquid, but in contrast to Farre-Mensa and 
Ljungkvist, they grow at a slower pace and are more levered. This, to us, would 
be more consistent with these firms actually being financially constrained. 
However, we also find the SA score to identify as constrained firms that are 
more profitable, invest more in R&D, and have higher Q, which we (perhaps 
with exception for Q) find more difficult to reconcile with financial constraints. 
The WW score performs slightly better in that it finds firms identified as 
constrained to be less profitable and generate smaller operating cash flows, 
though they invest more in R&D.  

Hoberg and Maksimovic (2015), using a sample of 44,000 public US firm-
years, find the DI score to identify as constrained firms that are less profitable 
and have higher Q, invest less in capex and R&D, and are more levered and 
pay smaller dividends. These are all (again with a possible exception for Q) 
reasonable constraints traits. Our sample generates a partly different 
partitioning for the DI score. We also find DI-constrained firms to be more 
levered and to invest less in capex, but they show no difference in terms of 
size, profitability, and dividends, and they invest more in R&D. Hoberg and 
Maksimovic find the EF score to result in a similar, but more extreme 
identification as the DI score. Our results support this. Like Hoberg and 
Maksimovic, we find firms classified as constrained by the EF score to have 
higher Q, be more levered, and invest less in capex, but we also find them to 
invest more rather than less in R&D and to generate operating cash flows as 
large as those of unconstrained firms. Furthermore, they are larger than 
unconstrained firms.  

Credit ratings yield more marked separations of the sample firms than the 
comparison scores on most characteristics. Ratings yield the largest mean 
spreads on Q, investment in capex, profitability, operating cash flows, and 
leverage, and are second only to the KZ score on sales growth and dividends. 
This suggests – given that the direction of the separation is reasonable – that 
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ratings have the potential to achieve a clearer separation of constrained vs. 
unconstrained than the comparison scores. 

The previous assessment is based on comparisons of extremes. This should 
allow us to more clearly reveal any patterns in the data, but at the expense of 
neglecting all the information in the middle of the sample distribution. As an 
alternative, we in Table 3 present a correlation matrix between the full credit 
rating/continuous comparison scores and the corporate characteristics. 
Correlations between ratings and characteristics verify what we see in Table 2: 
worse rated firms tend to be smaller, younger, less profitable, pay lower 
dividends, have lower Q, and be more levered. Correlations are small for capex 
and R&D investments and for cash holdings. Again, ratings seem to yield more 
marked separations, as correlations for the comparison scores are typically 
much lower.  

Table 3. Correlation matrix between constraints classifiers and corporate characteristics 
The table reports correlations between industry-adjusted corporate characteristics and financial constraints 
measures. All variables except industry Q are computed as a firm’s log raw value for the specific variable minus 
the log industry value with industry defined by two-digit SICs.  

Dependent variable Rating KZ score SA score WW score 
DI 
score 

EF 
score 

DF 
score 

Real size -0.517 -0.036 -0.455 -0.809 -0.022 0.050 -0.162 

Age -0.312 0.023 -0.829 -0.472 -0.120 -0.050 -0.081 

Q -0.312 -0.143 0.032 -0.043 -0.007 0.031 -0.152 

Sales growth -0.143 -0.073 -0.094 -0.066 -0.136 -0.110 -0.039 

Capital expenditures -0.031 0.083 0.094 0.092 -0.019 0.000 0.013 

R&D -0.042 -0.023 -0.001 -0.004 0.033 0.060 -0.139 

Return on assets -0.388 -0.198 0.030 -0.118 -0.036 -0.025 -0.124 

Operating cash flow -0.306 -0.146 0.034 -0.112 -0.004 0.021 -0.165 

Leverage 0.378 0.092 0.221 0.295 0.123 0.049 0.132 

Cash holdings 0.077 -0.265 0.046 0.052 -0.013 0.004 -0.160 

Dividends -0.383 -0.466 -0.227 -0.319 -0.083 -0.033 -0.067 

 

Credit ratings are highly correlated with the SA and WW scores (ρSA = 0.45 
and ρWW = 0.65), but less so with the remaining scores (ρ ranging from 0.06 
(EF) to 0.23 (DF)). These correlations suggest that ratings should share 
characteristics with the SA and WW scores rather than with the KZ, DI, EF, 
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and DF scores. The main, shared characteristics seem to be size and, to a lesser 
extent, age. Size is an input to both the SA and WW scores, and is also a strong 
predictor of credit ratings, whereas the correlation with size is clearly more 
limited for the KZ, DI, EF, and DF scores. As a further step in assessing the 
overlap in sample partitioning between credit ratings and the comparison 
classifiers, we in Figure 1 report average (standardized) comparison scores 
across the rating scale. There is a positive relationship between ratings and 
each of the comparison scores, with the scores increasing by 0.10 to 0.17 
standard deviations per rating notch. The SA, WW, and DF scores increase 
near-monotonically across most of the rating scale. The pattern is slightly less 
monotonic for the KZ score, where the relationship is almost flat for the AA to 
B classes, and even less so for the DI and EF scores.   

Figure 1. Credit ratings vs. alternative financial constraints classifications 
The diagram shows the average score for each rating class, with ratings classified from AAA to CC. Scores are 
standardized by subtracting the mean score and dividing by the standard deviation. KZ is the Kaplan and 
Zingales score as estimated in Lamont et al. (2001). SA is the Hadlock and Pierce (2010) score. WW is the 
Whited and Wu (2006) score. DI (EF, DF) score is the delay investment (equity financing, debt financing) score 
from Hoberg and Maksimovic (2014). 

 

 

2.4.2. Predicting corporate liquidity events 

Ratings seem to generate a reasonable partitioning of firms, but because of 
endogeneity a comparison of constraints classifiers on corporate characteristics 
is primarily indicative. To derive direct evidence concerning the ability of the 
investigated classifiers to separate constrained from unconstrained, we in this 
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section turn to assessing the ability of the classifiers to predict future corporate 
behavior consistent with improvement or deterioration in financial constraints. 
Following Bodnaruk et al. (2015), we investigate four informative liquidity 
events: dividend omissions, dividend increases, equity recycling, and 
underfunded pension plans. We estimate logit models for dividend omissions, 
dividend increases, and underfunded pension plans and use panel regressions 
for equity recycling. The main independent variable in each regression is each 
firm’s rating/constraints score for the previous fiscal year. Results are 
presented in Table 4. Panel A presents full results for models using credit 
ratings as the independent variable, whereas we in Panel B compress results 
by only presenting estimates for the regression coefficients on the comparison 
scores. 

Credit ratings are significant predictors for all liquidity events, and with the 
expected signs. The worse the rating, the more likely the firm is to omit 
dividends. Weaker ratings also imply a smaller likelihood to recycle equity and 
a greater likelihood to have an underfunded pension plan. These results deviate 
markedly from those of the six comparison scores. None of the comparison 
scores predict all four liquidity events. The KZ, WW, and DF scores accurately 
predict one of the liquidity events, while the SA, DI, and EF scores predict two 
of them accurately. The EF score accurately predicts dividend omissions and 
having an underfunded pension plan, but generates a counterintuitive result for 
dividend increases by suggesting that more constrained firms are more likely 
to increase dividend payments.  

In Table 4, we use as independent variables the full rating scale and continuous 
comparison scores. As an alternative, we sort firms into four categories and 
replace the full rating scale/continuous comparison scores with dummy 
variables for each of the four classes. Results are presented in Appendix 2. We 
focus our analysis on differences between the least and most constrained 
classes. Ratings still come out significant and with the expected signs for all 
four liquidity events. The KZ score is also significant for all four liquidity 
events and with the correct signs. Remaining comparison scores perform less 
well. The other scores predict two liquidity events accurately. The SA score 
also predicts two events accurately, but yields counterintuitive predictions on 
dividend increases and equity recycling. 
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Table 4. Corporate liquidity events 
The table reports results from logit regressions of dividend omissions (dummy variable set to 1 if the firm stops 
paying dividends), dividend increases (dummy variable set to 1 if the firm increases its dividend per share relative 
to the previous fiscal year), and whether the firm has an underfunded pension plan (dummy variable set to 1 if 
the firm has an underfunded pension plan), and panel regressions of if the firm recycles equity (the ratio of cash 
dividends plus purchases of common and preferred stock to the sale of common and preferred stock and 
normalized by beginning-of-period total assets). The main test variable in each regression is the score on a 
financial constraints classifier. In Panel A, we report full model results for credit ratings scored from 1 (AAA) to 
20 (CC). In panel B, we report estimated coefficients for the KZ, SA, WW, DI, EF, and DF scores. We in all 
regressions include as control variables the natural logarithm of market capitalization, Q, the excess prior year 
buy-and-hold stock return, a dummy variable set to one if the firm reported negative earnings in the previous 
fiscal year, and period and industry fixed effects. In the model for underfunded pension plan we additionally 
include a dummy variable set to one in the firm had an underfunded pension plan in the previous fiscal year. T-
statistics in parenthesis. *,** and *** denote statistical significance at the 10%, 5% and 1% levels. 

Panel A Dividend 
omission 

Dividend 
increase 

Underfunded 
pension plan 

Equity 
recycling 

Rating 0.439*** -0.189*** 0.064*** -0.001*** 

 (11.59) (-10.24) (2.77) (-4.87) 

Log(market capitalization) -0.062 0.039 -0.004 -0.006*** 

 (-0.72) (1.22) (-0.07) (-11.11) 

Log(Q) -0.150 0.597*** -0.065 0.007*** 

 (-0.53) (6.65) (-0.63) (7.52) 

Excess prior return -0.503*** -0.186 0.223 -0.005*** 

 (-2.59) (-1.20) (1.50) (-5.55) 

Negative earnings dummy -0.588*** 1.332*** -0.025 0.004*** 

 (-2.65) (12.12) (-0.15) (3.09) 

Lagged underfunded pension plan   3.666***  

   (15.92)  

Industry fixed effects Yes Yes Yes Yes 

Period fixed effects Yes Yes Yes Yes 

No observations 7,346 7,008 6,791 7,983 

McFadden R2/Adj. R2 0.265 0.152 0.592 0.072 
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Table 4. Corporate liquidity events (continued) 

Bodnaruk et al. (2015) investigate the predictability of corporate liquidity 
events on a sample of almost 52,000 firm-year observations for public US 
firms. They find their text-based constraints measure to accurately predict all 
liquidity events, whereas the KZ, SA, and WW scores only predict one or two 
liquidity events. Farre-Mensa and Ljungqvist (2016) also evaluate the ability 
of the KZ, SA, and WW scores to predict equity recycling and find the KZ 
score to predict accurately, while the SA and WW scores do not. Our results 
are consistent with Andrén and Jankensgård (2018), who find the firm’s 
financial status to predict corporate liquidity events, while the eight alternative 
classifiers that they evaluate do not. Overall, our results on the ability of the 
different constraints classifiers to predict corporate liquidity events suggest 
that credit ratings outperform the other measures. The KZ score also performs 
well, but only when comparing extremes (top vs. bottom quartiles). Credit 
ratings predict accurately irrespective of whether we compare extremes or use 
the entire rating scale. 

2.4.3. Investment-cash flow sensitivities 

Our next step in evaluating the ability of ratings to capture financial constraints 
is to assess if ratings allow us to separate ICF sensitivities. ICF sensitivity is 
one of the most studied, but also one of the most debated concepts in corporate 

Panel B 

 

Dividend 
omission 

Dividend 
increase 

Underfunded 
pension plan 

Equity 
recycling 

KZ score -0.005 0.002 0.003* -0.000*** 

 (-1.63) (0.85) (1.78) (-3.86) 

SA score 0.473*** 0.094 0.264*** 0.000 

 (2.87) (1.28) (2.78) (0.17) 

WW score -0.063 -0.077 4.117*** -0.000 

 (-0.14) (-0.34) (2.61) (-1.44) 

DI score 3.611** 0.264 1.180* -0.002 

 (2.43) (0.88) (1.90) (-0.61) 

EF score 3.547** 0.932** 1.438* -0.000 

 (2.45) (2.36) (1.84) (-0.07) 

DF score 2.605 -0.161 2.167** 0.030** 

 (1.56) (-0.26) (2.25) (2.09) 
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finance. The underlying notion is that constrained firms’ investments ought to 
be more sensitive to internal cash flows, since external financing is more costly 
and/or less accessible for these firms. In Table 5, we report results from 
estimations of the extended Q model in Eq. 1. The main variable of interest is 
the interaction term between each firm’s rating/constraints score for the 
previous fiscal year and cash flow. The interaction term is significantly 
positive for ratings (Column 1 in Panel A), so worse-rated firms tend to exhibit 
higher ICF sensitivity. If we accept the assumption that ICF sensitivity 
measures financial constraints, this result supports ratings as a constraints 
measure. Alternatively, in light of the ability of ratings to predict corporate 
liquidity events, the significant interaction term could be interpreted as 
providing support for the use of ICF sensitivity as a constraints measure. The 
interaction term remains significantly positive if we exclude leverage and cash 
holdings or replace or add net debt and equity issuance and add beginning-of-
period tangibility as a proxy for pledged collateral (see Columns 2-3). In  
Appendix 3, we show that our results are robust to adding sales growth as an 
additional investment opportunity proxy, to adding log beginning-of-period 
real size and log age, and to allowing for time-to-build by adding lagged capex. 
In the previous regressions, we instrument Q using the Lewellen and Lewellen 
(2016) IV estimator. As an alternative, we follow the recommendations of 
Almeida, Campello, and Galvao (2010) and alternatively instrument Q with 
the second lag of first-differenced Q and with third and fourth lags of first-
differenced Q, cash flow, leverage, and cash holdings, without qualitatively 
changing the results (results tabulated in Appendix 3). 

In Column 4, we extend Eq. 1 by adding interaction terms between ratings, 
leverage, and cash holdings. Although most of the literature focuses on ICF 
sensitivity, some authors (e.g., Kashyap, Lamont and Stein, 1994; Kaplan and 
Zingales, 1997) evaluate the importance of cash holdings as an alternative 
source of liquidity. Our results for investment-cash holdings sensitivity are 
similar to those for ICF sensitivity: worse-rated firms exhibit higher sensitivity, 
which is consistent with more constrained firms holding excess cash for 
precautionary purposes. The concordance in sensitivities is comforting, since 
theory makes no distinction between cash flow and cash holdings as a source 
of investment funding. Results (in Appendix 3) remain unchanged if we 
replace cash flow and cash holdings by the sum of the two liquidity sources.  
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Moshirian et al. (2017) show that ICF sensitivity increases in investment 
intensity and suggest that ICF sensitivity measures investment intensity rather 
than financial constraints. Andrén and Jankensgård (2018) extend on these 
results by distinguishing between the need for and the cost of external 
investment financing, using investment intensity as a proxy for the need for 
financing. They show that ICF sensitivity remains a valid measure of financial 
constraints after controlling for investment intensity. We evaluate this in Panel 
B of Table 5. Following Moshirian et al., we first sort our sample into terciles 
on tangibility and then re-estimate Eq. 1 separately for the high- and low-
investment-intensity groups. Our results are consistent with Andrén and 
Jankensgård (2018). Investment is an increasing function of the Rating×Cash 
flow interaction term in the high-investment-intensity group, whereas the 
interaction term is insignificant for the low-investment-intensity group. 

Overall ICF sensitivity, , is also significantly higher in the high-investment-

intensity group.  

The KZ and SA scores also generate significantly positive coefficients on the 
interaction term between constraints and cash flow, suggesting that ICF 
sensitivity increases with these classifiers as well. Remaining comparison 
scores yield insignificant interaction terms. These results are robust to 
alternative control variables (see Appendix 3). Our finding that ICF sensitivity 
increases in the KZ score is consistent with Aǧca and Mozumdar (2017), but 
not with Kaplan and Zingales (1997), Hovakimian and Hovakimian (2009), 
and Grullon, Hund, and Weston (2018). The result is similar in character to 
Chen and Wang (2012), who find high-KZ firms to experience significantly 
poorer abnormal returns and operating performance after announcing share 
repurchases, and to Baker, Stein, and Wurgler (2003), who find investment in 
high-KZ firms (where they use the KZ score as a measure of equity 
dependence) to be more sensitive to movements in stock prices. They are also 
in line with Almeida et al. (2004) and Hadlock and Pierce (2010), who show 
that firms with lower KZ scores tend to save more of their cash flow. The 
positive coefficient on the interaction term for the SA score is consistent with 
Aǧca and Mozumdar (2017) and Hovakimian and Hovakimian (2009), but not 
with Kadapakkam, Kumar, and Riddick (1998), Cleary (2006), Andrén and 
Jankensgård (2015), Guney, Karpuz, and Ozkan (2017), Moshirian et al. 
(2017), and Grullon et al. (2018). The lack of a systematic pattern in ICF 
sensitivity for the WW score is inconsistent with Aǧca and Mozumdar (2017), 
whereas it is in line with Hadlock and Pierce (2010), who find greater 
tendencies to save cash flows among high-WW firms, and Hennessy and 
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Whited (2007), who find the cost of external financing to be higher for high-
WW firms. We cannot compare our findings on ICF sensitivity for the DI, EF, 
and DF scores, since their ability to classify ICF sensitivity has not been 
evaluated before, but our results suggest that they do not succeed in 
informatively separating firms with high vs low ICF sensitivity.  

In Table 5, we use as independent variables the full rating scale and continuous 
comparison scores. As an alternative, we again sort firms into four categories 
and estimate separate regressions for the most and least unconstrained classes. 
Results are presented in Appendix 4. The difference in ICF sensitivities 
between firms with weak vs. strong ratings is weakly significant and with the 
expected sign; the difference turns strongly significant if we instead control for 
net debt and equity issues and tangibility, or add controls for sales growth, age, 
size, and lagged capex. Irrespective of whether we use the entire rating scale 
or compare extremes, ratings suggest that firms with weaker ratings exhibit 
greater sensitivity of investment to cash flow. The difference in constraints is 
significant and of the right sign for the KZ, DI, and EF scores as well, whereas 
the other comparison scores yield insignificant differences (but with the 
expected sign).  

2.4.4. Responses to shocks to demand and supply for capital 

The final step in our evaluation of the ability of ratings to capture financial 
constraints is to evaluate the ability of ratings (and the comparison scores) to 
predict corporate investment in the face of exogenous shocks to capital supply. 
We investigate two qualitatively different shocks: the global financial crisis 
(GFC) and the introduction of the Jobs and Growth Tax Relief Reconciliation 
Act (JGTRRA). The GFC was primarily a negative shock to credit markets and 
our hypothesis is that financially constrained firms experienced greater 
curtailment of investment than unconstrained ones. The JGTRRA was instead 
a positive shock to equity financing, where we expect financially constrained 
firms to benefit more from reductions in the cost of equity. We model changes 
in capex in the year after vs the year before each shock; for the GFC, the 
dependent variable is the difference in capex in 2009 vs. 2006, while the 
dependent variable in the JGTRRA models is the difference in capex in 2004 
vs 2002. Investment fell abruptly during the GFC, from a sample average of 
7.0% in 2006 to 4.9% in 2009. In contrast, capex increased following the 
JGTRRA, from 5.3% in 2002 to 5.7% in 2004. This means that a fundamental 
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prerequisite, that investment overall moved in the expected direction, ismet. 
To evaluate if capex changed predictably with financial constraints, we employ 
a difference-in-difference setup where we regress the change in capex on the 
pre-shock level of financial constraints (and control variables).  

We report results from our shock-response models for the GFC in Panel A of 
Table 6. Our main specification (first column) follows Hoberg and 
Maksimovic (2015) in using log age, log real size, Q, and firm and industry 
sales growth as control variables. All control variables are measured in the year 
before the shock. 

Table 6. Investment in shock periods 
The table reports results from regressions of the change in capex on beginning-of-period Q, log age, log real size, 
sales growth, and industry sales growth (in column 2 also operating cash flow, leverage, and cash holdings). 
Panel A contains models in which the change in capex is measured as the difference in capex in 2009 vs. 2006 
and control variables are held constant at their 2006 level. Panel B contains models in which the change in capex 
is measured as the difference in capex in 2004 vs. 2002 and control variables are held constant at their 2002 
level. T-statistics in parenthesis. *,** and *** denote statistical significance at the 10%, 5% and 1% levels. 

Panel A 
Rating Rating 

KZ 
score 

SA 
score WW score DI score EF score 

DF 
score 

Constraints -0.003** -0.003*** -0.000** -0.018 -0.275*** -0.018 -0.012 -0.063 

classifier (F) (-2.05) (-2.59) (-2.27) (-1.02) (2.53) (-0.41) (-0.24) (-0.71) 

Q 0.000 0.020 0.009** 0.012*** 0.009** 0.005 0.005 0.004 

 (0.03) (1.46) (2.07) (2.70) (2.17) (0.66) (0.66) (0.56) 

Log(age) 0.007*  0.002 -0.007 -0.001 0.012** 0.012** 0.012** 

 (1.76)  (0.59) (-0.70) (-0.16) (2.24) (2.26) (2.25) 

Log(real size) -0.005  0.001 0.000 -0.013** -0.004 -0.004 -0.004 

 (-1.43)  (0.29) (0.14) (-2.38) (-1.09) (-1.08) (-1.09) 

Sales growth -0.080***  -0.081** -0.080** -0.088*** -0.091*** -0.091*** -0.093*** 

 (-3.32)  (-2.55) (-2.53) (-2.82) (-3.40) (-3.42) (-3.41) 

Industry sales 
growth 

0.042  0.051 0.045 0.083** 0.012 0.012 0.012 

 (1.32)  (1.48) (1.37) (2.17) (0.32) (0.33) (0.34) 

Operating 
cash flow (C)  -0.302***       

  (-4.53)       

Leverage  0.002       

  (0.11)       

Cash holdings  0.118***       

  (3.46)       

N 514 482 465 467 466 401 401 401 
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Table 6. Investment in shock periods (continued) 
Panel B 

Rating Rating 
KZ 
score 

SA 
score 

WW 
score DI score EF score 

DF 
score 

Constraints 
classifier (F) 

0.003** 0.002** 0.000 -0.002 -0.107 0.077** 0.093** -0.037 

 (1.98) (2.07) (1.43) (-0.13) (-1.14) (2.20) (2.42) (-0.57) 

Q 0.001 -0.002 -0.001 -0.001 -0.001 0.000 -0.000 -0.001 

 (0.51) (-0.57) (-0.48) (-0.50) (-0.82) (0.06) (-0.04) (-0.29) 

Log(age) -0.003  -0.004* -0.005 -0.005* -0.003 -0.003 -0.004 

 (1.21)  (-1.79) (-0.67) (-1.77) (-1.10) (-1.14) (-1.55) 

Log(real size) 0.002  -0.001 -0.001 -0.006 0.000 -0.000 0.001 

 (0.68)  (-0.16) (-0.24) (-1.60) (0.09) (-0.04) (0.19) 

Sales growth -0.029***  -0.040** -0.039** -0.043** -0.025*** -0.025*** -0.027*** 

 (-3.01)  (-2.17) (-2.15) (-2.22) (-2.73) (-2.73) (-2.79) 

Industry sales 
growth 

-0.019  -0.015 -0.014 -0.005 -0.028 -0.031 -0.025 

 (-1.10)  -0.85) (-0.79) (-0.26) (-1.29) (-1.38) (-1.11) 

Operating 
cash flow (C)  0.038       

  (0.77)       

Leverage  0.012       

  (0.79)      

Cash holdings  0.022       

  (0.98)       

N 442 364 382 385 383 330 330 330 

 

Firms that were constrained prior to the GFC, as measured by the credit rating, 
curtailed capex more the worse the level of constraints, even after controlling 
for age, size, Q, and sales growth. This result supports the validity of the credit 
rating as a financial constraints measure. To verify the robustness of the greater 
curtailment of investment in worse rated firms, we in the second column 
estimate a variant of Eq. 1, where we include as controls lagged (and 
instrumented) Q, cash flow, leverage, and cash holdings. Again, the coefficient 
on credit ratings is significantly negative. When considering the robustness of 
our results, we also emphasize that our difference-in-difference setup 
implicitly accounts for firm fixed effects, since they are differenced out of the 
models. 

Results for the comparison scores are mixed. The KZ and WW scores also 
suggest that firms classified as constrained curtailed investment more than less 



 

72 

constrained firms did.17 It is reasonable that these two scores succeed in 
differentiating firm behavior in the GFC, considering that both scores, in 
slightly different ways, emphasize financial status. The result is consistent with 
Duchin, Ozbas, and Sensoy (2010), but in contrast to Hoberg and Maksimovic 
(2015), who did not find any of these scores to predict capex during the GFC. 
In contrast to our lack of result for the SA score, Duchin et al. (2010) find size 
to predict investment patterns in the crisis.18 None of the Hoberg and 
Maksimovic scores come out significant in our testing. Hoberg and 
Maksimovic find the DI and EF scores to strongly predict curtailment of capex 
for their more dispersed sample of firms. Apparently, these scores work less 
well for rated companies. All results for the comparison scores are robust to 
controlling for cash flow, leverage, and cash holdings (tabulated in Appendix 
5).  

In Panel B, we turn to the JGTRRA. We employ the same model specifications 
as for the GFC. Ratings come out significant for this shock as well. The worse 
the rating, the more firms augmented investment following the introduction of 
the JGTRRA. This result applies after controlling for age, size, Q, firm and 
industry sales growth, cash flow, leverage, and cash holdings. As for the GFC, 
the credit rating accurately predicts corporate behavior consistent with being 
financially constrained. The results for the comparison scores are again mixed, 
with only the KZ, DI, and EF scores accurately predicting corporate behavior. 
The EF score measures equity dependence, so is a reasonable predictor of 
investment responses to the JGTRRA. The result for the DI score is also 
reasonable, considering that the DI score de facto also seems to be a measure 
of equity dependence, as it is very highly correlated (ρ = 0.90) with the EF 
score. 

Campbell et al. (2013) find the increase in investment to be larger for firms 
that are more likely to fund investment from new equity rather than internal 
funds. This is consistent with our results for the DI and EF scores. Interestingly, 
credit ratings also seem to capture this equity dependence, even though the 
correlations between ratings and the DI and EF scores are limited (ρDI = 0.17 

                                                      
17 As Q (firm and industry sales growth) is an input in the calculation of the KZ (WW) index, 

we re-estimate the models excluding these controls to avoid spurious multicollinearity. The 
KZ index is robust to this alteration, whereas the WW index is not (see Appendix 5). 

18 To account for possible spurious multicollinearity, we also estimate a model excluding size 
and age, since these are inputs into the calculation of the SA index, but without influencing 
the result (see the Appendix 5).  
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and ρEF = 0.06). One explanation may be Dai et al.’s (2013) finding that the 
reduction in the cost of equity following the JGTRRA was greater for firms 
classified as constrained using the SA and WW scores. As we saw previously, 
these are the two comparison scores most correlated with credit ratings. 

The critical challenge in our shock response modelling is that the changes in 
capex should reflect financing supply effects rather than changes in demand. 
We follow Hoberg and Maksimovic (2015) in controlling for this by adding 
contemporaneous changes in sales at the firm and industry levels. As pointed 
out by Hoberg and Maksimovic, this is a stringent test for demand effects. Still, 
including these controls does not qualitatively influence our results (Columns 
3 in Panels A and B).  

In Table 6, we use as independent variables the full rating scale and continuous 
comparison scores. As an alternative, we again sort firms into four categories 
and replace the full rating scale/continuous comparison scores with dummy 
variables for each of the four classes. Results are presented in Appendix 6. As 
for the liquidity events we focus our analysis on differences between the least 
and most constrained classes. Ratings exhibit significant differences between 
firm-years with strongest and weakest ratings and with the expected signs for 
both GFC and JGTRRA. The KZ score is the only comparison score that 
exhibits significance for GFC, while the DI and EF scores are significant for 
JGTRRA.  

Agha and Faff (2014) show that the cost of capital increases (decreases), while 
capital expenditures decrease (increase) following a rating downgrade 
(upgrade). This is what we would expect if ratings capture financial 
constraints. To conclude our testing of the information content of credit ratings, 
we evaluate the impact of credit re-ratings on capex. In Columns 1-3 of Table 
7, we regress the change in capex in the year after a re-rating relative the year 
before on up- and downgrade dummies. The modelling is similar to the other 
shock-response models, except that we have treated firms in every year, so 
estimate panel difference-in-difference regressions where treated firms see 
their ratings improve or deteriorate, whereas the control group contains all 
firms with no change in their credit ratings. Consistent with our results for GFC 
and JGTRRA, we find that firms decrease (increase) capex following a rating 
downgrade (upgrade). 
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Table 7. Investment responses to credit re-ratings 
The table reports results from panel regressions of the change in capex on up- and downgrade dummies (lagged 
one period), beginning-of-period instrumented Q, credit rating, log age, log real size, sales growth, industry sales 
growth, operating cash flow, leverage, and cash holdings. Change in capex is measured as capex in the year 
after minus the year before a credit re-rating; control variables are held constant at their year-before-re-rating 
level. All models include firm and period fixed effects. Standard errors are heteroscedasticity-consistent and 
clustered at the firm level. T-statistics in parenthesis. *,** and *** denote statistical significance at the 10%, 5% 
and 1% levels. 

 Rating 
(1) 

Rating 
(2) 

Rating 
(3) 

Rating upgrade 0.009*** 0.008*** 0.010*** 

 (4.21) (3.95) (4.90) 

Rating downgrade -0.012*** -0.011*** -0.014*** 

 (-6.35) (-5.82) (-7.04) 

Credit rating 0.001*** 0.002*** 0.001 

 (3.33) (3.04) (1.02) 

Q 0.008*** 0.010*** 0.005* 

 (2.99) (3.69) (1.82) 

Log(age) 0.008***  0.009*** 

 (2.73)  (3.32) 

Log(real size) -0.011***  -0.012*** 

 (-6.74)  (-7.47) 

Sales growth -0.048***  -0.043*** 

 (-9.18)  (-8.29) 

Industry sales growth 0.005  0.005* 

 (1.62)  (1.65) 

Operating cash flow  -0.126*** -0.106*** 

  (-7.58) (-6.99) 

Leverage  -0.009 -0.011 

  (-1.26) (-1.54) 

Cash holdings  0.070*** 0.050*** 

  (4.73) (3.27) 

N 8,816 8,873 8,813 

R2 0.115 0.088 0.126 
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2.4.5. Financially constrained equals financially distressed? 

The distinction between constraints and distress is a concern in the literature. 
Credit ratings are intended to classify firms along the distress continuum, but 
we show that they also allow classifying firms along the constraints continuum, 
and that ratings are more valid constraints measures than other constraints 
classifiers. A possible objection is that we are measuring distress rather than 
constraints. We argue to the contrary. We find that ratings predict liquidity 
events, investments, and responses to shocks to the debt and equity markets 
using both the full rating scale and by comparing strongest and weakest ratings. 
Had we been capturing distress rather than constraints, this would have shown 
up as significant when comparing extremes, but not when using the full rating 
scale. In this context, we reiterate that we assume the rating scale to be linear, 
and the two extreme rating groups (A or higher and B or lower) make up 27% 
and 18% of the full sample. Still, to further corroborate that our results are not 
caused by a subset of distressed firms, we in this section show that our results 
are robust to sample restrictions aimed at excluding potentially distressed firm-
years. Results are presented in Table 8. Each row of the table reflects a unique 
sample restriction, with results for the different tests presented in the columns. 
We only present coefficients on the key test variables, so each cell represents 
a separate regression, except for Columns 8-9, which are estimated in the same 
model.   
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Since distress is a continuum, there is no one generally accepted measure of 
when a firm is in distress. Following Fazzari et al. (1988) and Lamont et al. 
(2001), among others, we in the first row restrict the sample to firms in year t 
with positive sales growth in year t-1. Again, ratings accurately predict 
liquidity events (coefficients on lagged ratings in Columns 1-4). ICF sensitivity 
increases with the credit rating (coefficient on the interaction term between the 
lagged rating and operating cash flow in Column 5); credit ratings predict 
investment responses to GFC and JGTRRA (coefficients in third and second 
lags of Ratings in Columns 6-7), and the investment response to credit 
upgrades (downgrades) is positive (negative). In Row 2, we follow Allayannis 
and Mozumdar (2004) and Cleary et al. (2007) and restrict the sample to firm-
years with positive cash flows in year t-1. Again, results remain robust across 
the boards. Row 3 instead report results where we exclude firm-years with 
dividend reductions in year t-1, with unchanged results. In Rows 4-5, we 
exclude the worst-rated firms; Row 4 excludes firm-years with a rating below 
B- , while Row 5 excludes firm-years rated below BB-. In Rows 6-7, we 
additionally exclude the best-rated firms by excluding firm-years with a rating 
above A+ (Row 6) and BBB+ (Row 7). The reason for this is to evaluate if 
firms with strong ratings distort our results. With minor exceptions, results 
remain robust to all these variations, so it seems neither weak, nor strong 
ratings seem to distort our results. In conclusion, we feel confident in 
concluding that our results are not caused by a portion of our sample consisting 
of distressed rather than constrained firms.  

2.5. Discussion and concluding remarks 

Kashyap et al. (1994), Gilchrist and Himmelberg (1995), and Almeida et al. 
(2004) investigate if access to public debt markets influences capital 
investments, finding investment in unrated firms to be more sensitive to 
internal cash flow. Contrary to these findings, Farre-Mensa and Ljungqvist 
(2016) show that rated and unrated firms respond similarly to exogenous 
financing demand and supply shocks. We, in contrast, ask if credit quality 
(measured by the rating level), as opposed to access to public debt markets 
(measured by having a rating), allows us to meaningfully discriminate more 
from less financially constrained firms. 
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There are strong reasons to expect ratings to be informative about a firm’s 
financial constraints status. To begin with, ratings line up monotonically with 
corporate default rates as far as up to 20 years into the future (Moody’s, 2018; 
Standard and Poor’s, 2018). Further, CRAs mitigate information asymmetries 
by providing investors with an independent assessment of corporate risk 
profiles. They can also convey inside information that investors cannot obtain 
from public sources. For example, firms often provide CRAs with strategic 
plans and management’s forward-looking projections, allowing credit ratings 
to verify and incorporate private information without disclosing such 
information. CRAs also mitigate agency problems by assessing not only the 
firm’s ability to meet its financial obligations, but also the willingness of the 
management and owners to meet those obligations.  

Credit ratings find empirical support in every test we run. Ratings yield an 
intuitive partitioning of sample firm characteristics, with worse-rated firms 
being smaller, younger, and less profitable, as well as generating smaller cash 
flows, paying smaller dividends, investing less in capex and R&D, and 
growing sales at a slower pace than industry peers. Not only do we consider 
these characteristics reasonable for financially constrained firms, but this 
combination of characteristics is not exhibited by any of the six comparison 
scores.  

Ratings accurately predict corporate behavior indicative of improvement or 
deterioration in external financial constraints: omitting or increasing dividends, 
recycling equity, and having underfunded pension plans. The worse the rating, 
the more likely the firm is to omit dividend payments and have underfunded 
pension plans, and less likely to (increase dividends and recycle equity. Not 
only do these findings support using ratings as a measure of financial 
constraints, but they also suggest that the credit rating is a more reliable 
constraints measure than the comparison scores, as none of the comparison 
scores accurately predict all four liquidity events. Ratings also predict 
investment financing behavior, with worse-rated firms relying more on internal 
financing when financing investment, irrespective of whether  we control for 
investment intensity or not. The usefulness of ICF sensitivity as a constraints 
measure is debated, but if we make the conjecture that ICF sensitivity is valid, 
then ratings would not only be a valid constraints measure, but a more valid 
constraints measure than the comparison scores, with the exception of the KZ 
score. Finally, ratings accurately predict corporate responses to two very 
different shocks to the supply of capital. The reduction in investment in the 
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GFC varies predictably with the credit rating, with worse-rated firms curtailing 
investments more. The increase in investment following the introduction of the 
JGTRRA also varies predictably with the credit rating, with worse-rated firms 
augmenting investments more. Not only do these findings support using ratings 
as a measure of financial constraints, but they also suggest that the credit rating 
is a more reliable constrains measure than the comparison scores, as none of 
the comparison scores succeed in predicting responses to both events. Rather, 
the two comparison scores that most directly relate to credit market conditions 
– the KZ and WW scores – predict investment behavior in the GFC, whereas 
the two scores that most directly capture dependence on equity financing – the 
DI and EF scores – predict investment behavior in the JGTRRA. What is 
striking with our results is that the credit rating succeeds in predicting corporate 
responses to shocks to both debt and equity financing (as well as to negative 
and positive capital supply shocks alike). 

None of the comparison scores seem to be reliable measures of financial 
constraints. This is in line with Farre-Mensa and Ljungqvist (2016), Bodnaruk 
et al. (2015), and Andrén and Jankensgård (2018), who sharply criticize 
existing measures of financial constraints. Our results suggest that the criticism 
of the KZ, SA, and WW scores in these studies also applies to the Hoberg and 
Maksimovic (2014) constraints classifiers. The DI, EF, and DF scores receive 
strong support in Hoberg and Maksimovic’s own testing, but fail to reliably 
identify constrained firms when applied to our more constrained sample of 
rated firms. A possible reason for ratings performing better than the Hoberg 
and Maksimovic scores is the superior access of information that ratings 
analysts have. While Hoberg and Maksimovic rely on textual analysis of the 
Management’s Discussion and Analysis section of the 10-K, ratings analysts 
have direct management access, giving them access to private information and 
allowing them to make judgment calls on that information. 

We believe our findings are of significant relevance to the research area. Being 
able to measure the severity of financial constraints is key to appreciating the 
importance of market frictions to corporate investments and financial policies 
(Fazzari et al., 1988), asset pricing (Whited and Wu, 2006), and monetary 
policymaking (Gertler and Gilchrist, 1994). Most pre-existing constraints 
measures are cast in doubt by recent research, but as we show, credit ratings 
outperform other measures regarding their ability to predict corporate liquidity 
events, investment financing behavior, and responses to shocks to supply of 
external debt and equity.  
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Kaplan and Zingales (1997) called for measures of financially constrained 
firm-years rather than constrained firms. The intuition is that the severity of 
financial constraints should vary predictably over time as the firm and its 
environment change. Such time variation is difficult to capture with corporate 
characteristics; as the global financial crisis and other financial disruptions 
have shown, even large and mature firms can quickly become financially 
constrained. In this regard, credit ratings benefit from being monitored on an 
ongoing basis and from being reviewed both regularly and when corporate or 
industry developments call for it. Periodic and event-driven reviews allow for 
ratings to be sensitive to changes in financial constraints in, for example, large 
and mature companies that corporate characteristics such as size and age may 
not reflect, which would mean that credit ratings would have the added benefit 
of measuring dynamics in financial constraints.  
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Appendices  

Appendix 1. Variable definitions 
Variable Description (Compustat code) 

Real size Total assets (at) deflated using the 2005 year CPI (cpi) 

Age 
 

Current year minus date of IPO (year-ipodate) (data for companies listed before 
1980 collected from CRSP and company websites) 

Q 
 

[Market value of equity (prcc_f*cshpri) + liquidation value of preferred stock 
(pstkl) + total debt (dltt+dlc) – deferred taxes (txditc)]/Total assets (at) 

Industry Q Average SIC3 Q 

Sales growth Net sales growth (sale/L.sale)-1 

Industry sales growth Average SIC3 sales growth 

Capital expenditures Capital expenditures (capx)/Beginning-of-year total assets (L.at) 

R&D R&D expense (xrd)/Beginning-of-year total assets (L.at) 

Return on assets 
Earnings before interest, depreciation and amortization (oibdp)/ Beginning-of-
year total assets (L.at) 

Operating cash flow Operating cash flow (oancf)/Beginning-of-year total assets (L.at) 

Leverage Total debt (dltt+dlc)/Assets (at) 

Cash holdings Cash and short term investments (che)/Assets (at) 

Dividends Common dividends (dvc)/Beginning-of-year total assets (L.at) 

Market capitalization Market capitalization (fiscal year end) (prcc_f*csho) 

Excess prior return 
 

Residuals from a regression of Q on contemporaneous, lagged, and squared 
cash flow and the first four lags of stock returns [log( prcc_f/l.prcc_f)] 

Negative earnings dummy Positive income before extraordinary items (ib) dummy =1 if ib>0, else 0 

Debt issues 
[Long-term debt issuance (dltis) – long-term debt reductions (dltr)]/Beginning-
of-year assets (L.at) 

Equity issues 
 

[Sale of common and preferred stock (sstk) - purchase of common and 
preferred stock (prstkc)]/Beginning-of-year assets (L.at) 

Tangibility Net property, plant, and equipment (ppent)/Beginning-of-year assets (L.at) 

Underfunded pension plan Pension-projected benefit obligation (pplao) - Pension plan assets (pbpro) 

Equity recycling 
 

[Cash dividends (dv) + purchase of common and preferred stock (prstkc)]/Sale 
of common and preferred stock (sstk)/Beginning-of-year assets (L.at) 

Rating Long-term domestic issuer rating (splticrm) 

KZ score 
 

–1.001909*[ (ib+dp)/L.ppent] + 0.2826389* [(at+prcc_f*csho-ceq-txdb)/at] + 
3.139193*[(dltt+dlc)/(dltt+ dlc+seq)] – 39.3678*[(dvc+dvp)/L.ppent] – 
1.314759*(che/L.ppent) 

SA score 
–0.737*log(real size) + 0.043*log(real size)2 – 0.040*age, with real size capped 
at and age capex at 35 years 

WW score 
 

–0.091* [(ib+dp)/at] – 0.062*[positive dividends dummy] + 0.021*(dltt/at) – 
0.044*log(real size) + 0.102*(ind_sale_g) – 0.035*(sale_g) 

DI score Obtained from Hoberg and Maksimovic (2014) 

EF score Obtained from Hoberg and Maksimovic (2014) 

DF score Obtained from Hoberg and Maksimovic (2014) 
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Appendix 2. Corporate liquidity events: 4-way sort 
The table reports results from logit regressions of dividend omissions (dummy variable set to 1 if the firm stops 
paying dividends), dividend increases (dummy variable set to 1 if the firm increases its dividend per share relative 
to the previous fiscal year), and if the firm has an underfunded pension plan (dummy variable set to 1 if the firm 
has an underfunded pension plan), and panel regressions of if the  firm recycles equity (the ratio of cash 
dividends plus purchases of common and preferred stock to the sale of common and preferred stock and 
normalized by beginning-of-period total assets). Ratings are sorted into A and higher, BBB, BB, and B and lower, 
whereas the comparison scores are sorted into quartiles. The main test variables are the dummies for each of 
the four groups. “Low” (“High”) refers to firm-years with the strongest ratings/lowest scores (weakest 
ratings/highest scores). In Panel A, we report results for credit ratings. In panel B, we report estimated 
coefficients for the KZ, SA, WW, DI, EF, and DF scores. We in all regressions include as control variables the 
natural logarithm of market capitalization, Q, the excess prior year buy-and-hold stock return, a dummy variable 
set to one if the firm reported negative earnings in the previous fiscal year, and period and industry fixed effects. 
In the model for underfunded pension plan we additionally include a dummy variable set to one if the firm had 
an underfunded pension plan in the previous fiscal year. T-statistics in parenthesis. *,** and *** denote statistical 
significance at the 10%, 5% and 1% levels. 

Panel A 
Dividend 
omission 

Dividend 
increase 

Underfunded 
pension plan 

Equity recycling 

Low rating -4.908*** -1.775*** -1.705*** 0.053*** 

 (-5.48) (-5.24) (-5.67) (12.48) 

2nd to lowest -3.213*** -2.424*** -1.472*** 0.049*** 

 (-4.95) (-7.87) (-5.02) (12.63) 

2nd to highest -1.489** -2.957*** -1.309*** 0.048*** 

 (-2.46) (-10.15) (-5.09) (12.57) 

High rating -0.780 -3.077*** -1.214*** 0.047*** 

 (-1.38) (-13.49) (-4.19) (12.64) 

Log(market capitalization) -0.121 0.100*** -0.094** -0.006*** 

 (-1.37) (3.13) (-2.37) (-11.21) 

Log(Q) -0.110 0.630*** -0.078 0.007*** 

 (-0.37) (6.79) (-0.93) (7.26) 

Excess prior return -0.514** -0.210 0.094 -0.005*** 

 (-2.48) (-1.35) (0.84) (-5.66) 

Negative earnings dummy -0.720*** 1.374*** -0.031 0.004*** 

 (-3.57) (11.99) (-0.28) (3.85) 

High ≠ Low? Yes (***) Yes (***) Yes (***) Yes (**) 

Industry fixed effects Yes Yes Yes Yes 

Period fixed effects Yes Yes Yes Yes 

No observations 7,346 7,008 6,968 7,983 

McFadden R2/R2 --- --- --- 0.131 
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Appendix 2. Corporate liquidity events: 4-way sort (continued) 

 

Panel B 
 

Dividend 
omission 

Dividend 
increase 

Underfunded 
pension plan 

Equity 
recycling 

KZ score = 1 0.124 -2.510*** -1.243*** 0.058*** 

 (0.19) (-9.25) (-3.48) (11.81) 

KZ score = 4 1.009* -2.985 -0.600** -0.048*** 

 (1.76) (-13.39) (-1.96) (11.87) 

Accurate prediction? Yes (***) Yes (***) Yes (***) Yes (***) 

SA score = 1 -0.106 -3.077*** -1.109*** 0.047*** 

 (-0.13) (-10.37) (-3.77) (10.72) 

SA score = 4 0.602 -2.852*** -0.627** 0.050** 

 (0.95) (11.77) (2.38) (11.22) 

Accurate prediction? Yes (**) No Yes (***) No 

WW score = 1 0.714 -3.162*** -1.220*** 0.057*** 

 (0.48) (-8.19) (-3.04) (8.69) 

WW score = 4 0.917 -3.059*** -0.669** 0.049*** 

 (1.11) (-9.98) (-2.13) (10.16) 

Accurate prediction? No No Yes (**) Yes (***) 

DI score = 1 -0.938** -0.300 0.021 0.011** 

 (-2.57) (-1.11) (0.12) (2.92) 

DI score = 4 -0.135 -0.309 0.447** 0.010** 

 (-0.42) (-1.18) (2.42) (2.30) 

Accurate prediction? Yes (**) No Yes (***) No 

EF score = 1 -0.846** -0.374 0.067 0.009** 

 (-2.03) (-1.31) (0.28) (2.49) 

EF score = 4 -0.053 -0.323 0.464** 0.010** 

 (-0.19) (-1.13) (2.44) (2.41) 

Accurate prediction? Yes (**) No Yes (***) No 

DF score = 1 -0.669** -0.189 -0.334 0.008** 

 (-1.97) (-0.81) (-1.62) (2.70) 

DF score = 4 -0.389 -0.483 0.420* 0.012** 

 (-0.91) (-1.51) (1.84) (2.91) 

Accurate prediction? No Yes (**) Yes (***) No 
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Chapter 3.  
The indexing effect: evidence from 
the bond market 

3.1. Introduction 

Numerous empirical papers have shown that stocks being added to widely 
followed indexes experience positive long-term risk-adjusted returns (e.g., 
Shleifer, 1986; Wurgler and Zhuravskaya, 2002; Chang et al., 2014). While this 
might seem at odds with the central tenet of the efficient market hypothesis,19 
the preferred argument for the “index addition premium” relates to the excess 
demand by passive index funds or institutional investors which benchmark to 
these indexes (Basak and Pavlova, 2013). On the other hand, recent studies 
reveal a more nuanced story, challenging the long-held assumption that index 
additions are information-free events. Elliott et al. (2006) find that factors such 
as downward-sloping demand curves, liquidity constraints, changes in 
monitoring or information asymmetry, expectations on improved performance, 
media coverage and investor awareness can trigger a significant market response 
following the addition to the S&P index.  

However, investigating the relative importance of these factors is a more 
challenging empirical task, since most of them have a simultaneous effect on 
the final price change following an index addition. As suggested in Chen et al. 
(2004), an empirical strategy, which may be effective for disentangling some of 
the confounding factors, compares index additions with other events, such as 
deletions or recalibrations. While most channels discussed in Elliott et al. (2006) 
lead to a symmetric response to additions and deletions, investor awareness or 

                                                      
19 According to the efficient market hypothesis, stocks have many substitutes and therefore their 

demand curves should be flat. 
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recognition does not disappear when a bond is removed.20 More specifically, 
investors become aware of the addition of a specific bond or stock to a widely 
followed index, but they do not typically know when it is removed. This means 
that by comparing the index effect of additions with that of deletions, the 
“awareness” channel can be ruled out given that there is a symmetric response.  

Yet due to the lack of sufficient observations and to stock index deletions 
generally being a consequence of bankruptcies or de-listings, there are few 
papers looking at changes in stock index composition changes involving both 
deletions and additions. The study with the largest sample of stock index 
deletions, Chen et al. (2004), finds an asymmetric effect: significant price 
increases for additions, but no price response for deletions. On the other hand, 
Chang et al. (2014), after controlling for endogeneity by using a regression 
discontinuity design, find a symmetric response.  

The current paper contributes to the empirical evidence on the effect of additions 
relative to deletions, by looking instead at the changes in a widely followed bond 
index, formerly known as Lehman Brothers’ Investment-Grade (IG) Corporate 
Index. Debt instruments are a largely unexplored but equally interesting avenue 
for investigating index effects. Firstly, debt is the main source of financing for 
US firms (Securities Industry and Financial Markets Association, 2018). 
Secondly, there are important structural and pricing differences between equity 
and debt instruments; stocks are relatively more sensitive to changes in the 
underlying asset value, meaning that the results from the stock market may not 
necessarily translate to bonds (Bessembinder et al., 2008). Third, there is a 
significantly higher percentage of institutional investors and passive index 
replicators in the bond market,21 and therefore, if index effects are driven by e.g. 
benchmarking, price changes would be comparatively larger for bonds than for 

                                                      
20 For simplicity, I will refer to the factors which have a symmetric effect on additions and 

deletions as “investment”-related (such as downward-sloping demand curves, liquidity 
constraints, changes in monitoring/information asymmetry, expectations on improved 
performance, benchmarking), while the ones having an asymmetric impact will be referred to 
as “awareness”-related (investor awareness/ attention/ recognition, media coverage). 

21 In a Goldman Sachs report, approximately 66% of corporate equity is held by institutional 
investors, whereas the proportion raises to 89% for the bond market (Goldman Sachs, 2016).  
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stocks. Last but not least, major changes in bond indexes are less common and 
do not receive as much media coverage as additions to stock indexes.22  

Yet to the best of my knowledge, there is only one paper focusing specifically 
on indexing effects for bond markets: Chen et al. (2014). By using an exogenous 
change in the inclusion criteria for Lehman Brothers’ corporate bond indexes 
announced in 2005, they find that bonds that were mechanically moved from 
the high-risk index (consisting of speculative- rated bonds, the HY index) to the 
larger, low-risk one (consisting of  investment-rated bonds, the IG index), 
experienced a significant drop in their yield and a corresponding increase in their 
returns, consistent with a positive market reaction. However, since the 2005 
announcement resulted in only one type of change involving the addition of 
certain bonds to the IG index, the authors could not test whether there is a 
symmetric effect for index deletions. Furthermore, the announcement date was 
in January 2005, when another change in Merrill Lynch’s Corporate Bond Index 
became effective.23 Differently from the Lehman Brothers change, the changes 
that Merrill Lynch made to their bond index inclusion criteria resulted in 
additions and deletions in the same index. Since there is partial overlap between 
the Lehman Brothers IG index and the Merrill Lynch Corporate Bond Index 
constituent lists, there is a risk that Chen et al.’s (2014) results are picking up 
Merrill Lynch index deletions rather than Lehman Brothers IG index additions.  

In contrast, Lehman Brothers in 2003 announced a more substantial change to 
its IG index inclusion criteria by increasing the minimum offering amount and 
changing how the index rating was calculated. This resulted in index additions 
as well as deletions, allowing me to test for symmetry, and without any risk of 
confounding effects from changes to the inclusion criteria of other bond indexes. 

By investigating the market response following the 2003 change for the various 
groups of affected bonds, this paper extends the literature focused on comparing 
stock index additions and deletions by providing further evidence on the 
mechanisms leading to price changes. Consistent with the investment channel 
and with Chang et al. (2014), I find a significant effect for all the bonds affected 
by the change in index constituent rules. However, the effect of index addition 

                                                      
22 For instance, in 2004, the first available year on Google Trends, the Google SVI (Search 

Volume Index) showed a daily average of 53 searches in the US for “stock index” and 24 
searches for “bond index.”  

23 https://www.businesswire.com/news/home/20051013005328/en/Merrill-Lynch-Announces-
Global-Bond-Index-Rules 
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is twice as large as the effect of index deletion, suggesting that investor 
awareness is a relatively more important factor, as in Chen et al. (2004). 

More specifically, the bonds that were added to the IG index following the 
change in 2003 experienced a yield drop of 0.53% following the announcement, 
an effect that persisted throughout the next six months.24 Compared to Chen et 
al. (2014), the initial response in the period immediately following the 
announcement is roughly twice as large, whereas the long-term impact is 
similar. The bonds excluded from the index, as a result of the change in the size 
and rating criteria for the index, experienced a yield increase of 0.20-0.30% for 
up to 100 days after the announcement date. These changes are economically 
significant, translating into abnormal bond returns of approximately 2-3% over 
the longest event window.25 Putting this into perspective, Hand et al. (1992) find 
an average excess return of up to 2.25% in the period immediately following a 
rating change announcement. This suggests that index membership can have a 
price impact comparable with a fundamental change in the riskiness of a bond.  

3.2. Institutional background 

Since 1973, Lehman Brothers’ (now Barclays Capital) bond indices have been 
the most widely used benchmarks for fixed income investors (Chen et al., 2014). 
This paper focuses on the largest US corporate bond index, which had a market 
value of USD 150 million in 2016, a volume comparable with one of the major 
stock indexes, Russell 3000.26 Furthermore, Lehman Brothers’ bond indexes are 
“the most widely accepted benchmarks in the asset management industry, used 
by over 90% of the US institutional investors” (PR Newswire, 2003). Therefore, 
the inclusion criteria are clear and transparent, with detailed data for facilitating 
its replication by investors. The index is constructed based on a set of publicly 
available criteria related to various bond characteristics (Barclays, 2015). 
Lehman Brothers has redefined its index rating methodology three times since 
its creation, and this paper will focus on the second and most far-reaching 
change, which took place in 2003. In contrast with the 2005 re-definition used 

                                                      
24 The change was effective approximately three months after the announcement date. 

25 These numbers are based on the CAR differences between the treated and matched group within 
the [-10; +100] window in Table 5. 

26 https://www.bloomberg.com/markets/rates-bonds/bloomberg-barclays-indices 
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by Chen et al. (2014), this event affected a larger fraction of bonds 
(approximately 15% of the bonds included) both negatively (index 
deletion/transition to the HY index), and positively (index addition). Moreover, 
to the best of my knowledge, there was no other index-related announcement in 
the same period and therefore there is a lower risk of confounding effects.  

On June 17, 2003, Lehman Brothers announced that, effective October 1, 2003, 
the liquidity constraint (which refers to the offering amount) would be raised 
from USD 150 million to 200 million. This change reduced the number of 
constituent bonds by 13% and decreased the market value of the index by 2%.27 
A second major change concerned the index ratings. Previously, only Moody’s 
ratings were taken into account. Effective October 1, S&P ratings would also be 
considered, with the most conservative rating among the two used as a criterion 
for index inclusion.28  

These changes provide an excellent quasi-natural experimental setting for 
testing whether there is an “indexing” effect for the affected bonds, since the re-
definition was exogenous to company fundamentals, and not anticipated by the 
market.29 While Chen et al. (2014) find that bonds that moved from the high-
yield (HY) to the investment-grade (IG) index experienced a significant drop in 
yields following the announcement date, the 2003 change allows me to test how 
the bond market reacted to three different types of actions.  

Firstly, a significant number of bonds, which were only rated by S&P and had 
an investment-grade rating, were added to the index from October 1. If the 
market views index addition as a positive signal, the yields of the affected bonds 
would decrease. I will refer to this as the “addition effect,” and to the group of 
bonds affected by this change as the “SP group.” 

Secondly, investment-grade bonds with a size between USD 150 million and 
200 million would be removed from the index as a result of the change in the 
liquidity criterion. If index membership is valued by the investors, one would 
expect an increase in the yields following the announcement – a “deletion 

                                                      
27 https://www.plansponsor.com/lehman-shakes-up-bond-indices/ 

28 https://www.plansponsor.com/lehman-shakes-up-bond-indices/ 

29 In the press release, it is mentioned that the changes are unrelated to the constituent bonds, but 
rather to make the indexes more comparable with the competing indexes; the former change 
in the rules for index constituents took place in 1999 (PR Newswire, 2003) 
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effect.” Bonds with an offering amount within this range are referred to as the 
“Size group.” 

Lastly, the bonds which have an IG Moody’s rating and a HY S&P rating would 
be also removed from the index, since the most conservative rating would be 
HY. Since the size criterion for the HY corporate index is still USD 150 million, 
all the bonds in this group were moved to the HY bond index.30 I refer to this as 
a “transition effect,” which should also result in a yield increase, since the HY 
index is associated with a greater risk, and fewer investors are allowed or willing 
to invest.31 The bonds affected by this change will be included in the “HY 
group.”32 

By comparing the statistical and economic significance of the indicator variables 
for each of these groups, this paper is the first to test whether the bond market 
reacts in a similar manner to “good” (i.e. index additions) and “bad” news (index 
deletion or transition to HY). If the investment-related factors discussed in the 
introduction trigger a market response, then one would expect a similar effect 
for all three groups, consistent with the results in Chang et al. (2014). 
Conversely, if awareness is a relatively more important factor, the price effect 
would be relatively smaller for the events involving removal from the IG index, 
as in Elliott et al. (2006) and Chen et al. (2004).  

3.3. Data and sample selection 

For both bond- and company-specific data, I use S&P’s Capital IQ database. 
This database has several important advantages relative to TRACE, which has 
been used in previous research. Firstly, as opposed to TRACE, it has bond 
pricing data prior to 2005. Secondly, Capital IQ contains both bond- and issuer-
specific data, including the respective ratings from Moody’s and S&P. In 
previous work, bond- and issuer-specific data had to be merged from different 
datasets (such as TRACE - FISD - COMPUSTAT), resulting in a decrease in 

                                                      
30 All other criteria for HY and IG indexes are very similar, and thus the differences are now 

limited to size (200 for IG and 150 for HY) and index rating requirements (Barclays, 2015)  

31 For instance, most financial and insurance institutions are not allowed to invest in securities 
below investment grade. 

32 A schematic clarification of how bonds were assigned to the SP, Size or HY groups, used as 
controls or excluded from the sample is shown in Appendix 3. 



 

105 

observations and possible matching errors. Thirdly, Capital IQ has readily 
available price and yield data for frequently traded bonds.  

For the initial bond screening, I collect all the corporate bonds that are active 
during the time period of my analysis and meet the criteria for inclusion in the 
Lehman Brothers Corporate Index (Barclays, 2015): (1) offering date before 
2003; (2) denominated in USD; (3) fixed-rate coupon; (4) having at least one 
year until maturity (thus maturity date after 2005); (5) not convertible, 
redeemable or having any other special features.  

Concerning credit ratings, it is mentioned in the index description that “unrated 
(senior) securities may use an issuer rating for index classification purposes if 
available.” Since issuer ratings are more prevalent than issue ratings, I exploit 
this information by including in my sample unrated securities, which are issued 
by rated companies. However, the “same-rating” assumption implies that the 
bond is “representative” in the sense that it is reflecting its issuer’s credit risk 
and does not have any characteristics that would lead to “notching.” As 
described in the rating methodologies of both Moody’s and S&P, the securities 
that typically fall into this category are “senior unsecured corporate debentures” 
(Moody’s, 2008). Consequently, I further filter my search results to match this 
description, while having an issue credit rating from either Moody’s or S&P or, 
if the respective issue is not rated, an issuer credit rating from at least one of the 
two CRAs. 33  

Furthermore, by focusing only on one type of bond without any special features, 
I rule out potential confounding effects due to the smaller changes announced 
on the same date, which affected only a small number of specific bonds, such 
as, for example, step-ups (Vanderbilt Avenue Asset Management, 2003). 

There are 1360 bonds corresponding to 1120 issuers matching these criteria. For 
these bonds, I collect data on maturity, coupon, offering amount, daily yield and 
price values. As mentioned in Chen et al. (2014), many of these bonds are rather 
illiquid, so the sample size drops to about 450 bonds with available yield data 
during 2003. While this number might seem very small in comparison to Chen 
et al. (2014), the sample of treated bonds is significantly larger in my case, since 
the 2003 change involved three changes as opposed to only one in 2005. More 

                                                      
33 Before 2005, Lehman Brothers did not take Fitch into account for the index rating, and therefore 

these ratings are not included in the analysis. 
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specifically, 57 bonds were included in the treated group in Chen et al. (2014), 
while the total number of treated bonds in the current paper is 207.  

In order to control for issuer-specific variables that could influence bond yields, 
I follow Chen et al. (2014) and collect data on various leverage, profitability, 
Tobin’s Q and tangibility measures. The variables are described in Appendix 1. 
Table 1 displays summary statistics for the various bond groups used in the main 
empirical analysis. The three treated groups, Size, HY and SP, have been 
defined in Section 3.2. The remaining bonds with similar features from the final 
sample that haven’t changed their index status as a result of the announcement  
are included in the control group (see Appendix 3). The number of observations 
vary, since not all issuers with available financial data have complete 
information on their bonds, and thus the number of observations used in the 
empirical analysis is somewhat lower.  

In terms of both bond and issuer characteristics, the Size group is the most 
similar to the control group, with no statistically significant differences besides 
the offering amount. The HY group is, by construction, very different, since the 
bonds included have a lower creditworthiness: smaller size, higher coupons and 
leverage. Importantly for the main empirical analysis, there is no significant 
difference between issuer and issue rating, with minor differences between S&P 
and Moody’s (except for the HY group).  

With few exceptions, the average values are similar to Chen et al. (2014). In 
terms of bond characteristics, a notable difference is that the bonds in my sample 
have significantly larger numbers for the years-to-maturity variable (4 years in 
Chen et al. (2014) compared to about 18 in my full sample). Since their dataset 
includes all existing bonds with available data, including non-index bonds and 
those with special features, which are generally issued by smaller and younger 
companies, this difference is not surprising. 
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Table 1. Sample averages 
The table summarizes the average values of relevant bond and issuer characteristics for all groups included in the 
analysis with non-missing yield data on the announcement date. *,** and *** denote statistical significance at the 
10%, 5% and 1% levels for the equal mean t-test relative to the control group. Here, the control group consists of 
all comparable index bonds (senior unsecured, fixed-coupon vanilla bonds) that were not included in the other 
samples, i.e. were not affected by the changes announced on June 17. The rating averages were approximated 
to the nearest integer value and written using S&P's letter notation for easier comparability. Financial variables 
were collected in the quarter prior to the announcement date. All variables are defined in Appendix 1. 

Panel A. Bond characteristics 

  Control group  Size group High-Yield Group S&P Group 

Offering amount (MUSD) 571.18 177.99*** 309.93*** 756.25*** 

Coupon (%) 7.49 7.57 7.81 6.56* 

Maturity (years) 28.68 31.32 19.95*** 7.94*** 

Age (years) 24.39 24.4 15.69* 6.47*** 

Moody's Issue Rating A- A- BBB- NA 

S&P's Issue Rating A- A- BB+*** A- 

Number of bonds 141 105 46 56 

Panel B. Issuer characteristics 
  Control Group  Size group High-Yield Group S&P Group 

Profitability 0.18 0.17 0.14 0.14 

Tangibility 0.37 0.39 0.40 0.44 

Leverage 0.32 0.29 0.45** 0.31 

Tobin's Q 1.41 1.48 1.19 1.39 

Interest coverage 0.10 0.11 0.041*** 0.08 

Size 10.28 10.44 8.62*** 10.53 

Moody's Issuer Rating BBB+ A- BBB- BBB+ 

S&P's Issuer Rating BBB+ A- BB+ A- 

Number of issuers 132 94 37 44 
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3.4. Empirical strategy 

Identifying a “pure” index effect, above and beyond its information about the 
bond’s or issuer’s riskiness, is empirically challenging since index addition or 
deletion is endogenously determined by specific characteristics, which may also 
be manipulated by the firm. For example, Kisgen (2006) shows how firms adjust 
their leverage to “match” a specific rating group; since bond index inclusion 
generally depends on having a specific rating, this means that index addition 
following a rating change is, at least partially, endogenously determined within 
the firm. 

As discussed in Section 3.1, the 2003 change in the inclusion criteria for Lehman 
Brothers’ IG index is an excellent setting for testing whether there is such an 
effect, since these changes were not driven by firm-specific information. The 
ratings, as well as the outstanding bond size, were the same before and after the 
event, meaning that the change in yields/returns would only be driven by the 
“index effect.” 

Before delving into the main empirical analysis, I provide some informal 
evidence for the index effect by looking at average cumulative returns (CR) of 
the bonds included in the analysis during year 2003.34  

As seen in Figure 1, the bonds that were negatively affected by the change, i.e., 
the HY and Size groups, experience a negative return relative to the control 
group following the announcement date (day 0), marked with a dotted line. The 
SP group, conversely, exhibits a positive return after the announcement date. 
The changes are large relative to both the pre-event and control group values 
(between 20 and 40 basis points) and compare favorably to previous research 
on abnormal bond returns (Bessembinder et al., 2008). HY bonds seem to have 
a smaller relative change since their pre-event returns are already low, but, as 
discussed in Bessembinder et al. (2008), high-risk bonds are more sensitive to 
yield/price changes, and thus smaller “abnormal returns” are to be expected.  

 
 
 

                                                      
34 In my empirical analysis, I use both yield and return data in order to make my results comparable 

with Chen et al. (2014). The values are cumulative and are derived from the yield-to-maturity 
and price variables collected on a daily basis from Capital IQ. The two variables are negatively 
correlated, i.e., “bad” news should lead to higher yields and lower returns. 
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Fig. 1. Average cumulative bond returns over time 
This figure plots the average cumulative return for the bonds affected by the changes in index inclusion criteria, 
relative to the index bonds which weren't affected. The HY group consists of the bonds with a speculative S&P 
rating and an investment-grade Moody's rating, the SIZE group includes all bonds with an outstanding amount 
below USD 200 million, and the SP group bonds are only rated (investment-grade) by S&P. The dotted line, ALL, 
represents the control bonds, i.e. all the index constituents which were not affected by the changes. On the 
horizontal axis, day 0 is the announcement date (June 17, 2003), while day 106 marks the effective date. 

 

To this end, there are two important aspects for my further analysis. First, prior 
to the announcement date, bond prices seem to correlate well in all subsamples, 
confirming that the post-event changes are driven by the “index effect” and not 
by other omitted variables. However, there is still a possibility that unobserved 
factors or events happened during the same time, contaminating the results. In 
addition to focusing on a short event window, I will also use a matched-return 
approach to address this concern. Second, the effect of the announcement seems 
to be long-lived; the difference between the treated and the control groups 
persists across the entire period of 165 days after the event. While this might be 
partly the consequence of the fact that there are approximately 100 days between 
the announcement and the effective date (second dotted line), the effective date 
does not seem to have any visible impact on any of the groups. For this reason, 
I choose to focus on the announcement date.35 

                                                      
35 Chen et al. (2014) also don’t find any significant impact on the effective date, suggesting that 

it wasn’t new information to the market.  



 

110 

Having established that the announcement has triggered a significant market 
response for the affected bonds, I further test whether these changes are 
statistically significant and not driven by other bond- or issue-specific factors in 
the next sections. 

To do this, I follow Chen et al. (2014) by estimating cumulative yield changes 
over different time horizons as a function of the treatment indicator and bond- 
and issue-specific control variables: 

 ∆ = + + + (1) 

Where ∆ 	is the change in the cumulative yields between the last and the first 
day of the different event windows,  is an indicator variable taking the value 
of 1 for the treated bonds36 (therefore  is the coefficient of interest), and  is 
a vector of bond- and issuer-specific control variables. As in Chen et al. (2014), 
the set of control variables includes bond size, offering amount, age, coupon, 
issuer profitability, tangibility, leverage, interest coverage, Tobin’s Q, size and 
an indicator variable for the broader S&P rating groups.37 All variables are 
defined in detail in Appendix 1. The regressions are estimated using OLS, 
industry fixed effects based on the 2-letter SIC and issuer-clustered errors. All 
variables are winsorized at 1% respectively 99% levels.  

For comparability purposes, the estimation and event windows are similar to 
Chen et al. (2014). Since the date of implementation (106 days after the 
announcement day) doesn’t result in any visible market reaction (as seen in 
Fig.1), I only focus on the announcement day. To reduce the risk of 
contamination, I choose a relatively short event window of up to 60 days before 
and after the announcement date.  

 

                                                      
36  will therefore be different for each of the three treated groups, S&P, SIZE and HY, resulting 

in three different regression outputs.  

37 Several control variables used in Chen et al. (2014) were not included as they were either highly 
correlated with the existing ones (e.g. maturity and age and Moody’s ratings with S&P), or 
they significantly reduced the number of observations due to lack of data availability (e.g. 
R&D expenses). In Appendix 4, I include a number of alternative control variables, which 
don’t affect significantly the coefficients of interest.   
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3.5. Index effect results 

3.5.1. The “addition” effect 

Table 2 reports the regression output for the bonds that were positively affected 
by the changes announced on June 17, the SP group.  

Table 2. Addition effect  
The table reports the full sample cross-section regression output for cumulative yield changes (measured as the 
cumulative yields for T+1 and T, respectively, for the time windows defined in the parentheses) as a function of 
bond- and issuer-specific variables. The variable of interest, “SP dummy,” takes value 1 for the bonds that have 
been included in the index as a result of the change, and therefore should capture the addition effect. The rating 
variables (A, BBB, BB, and below BB) are indicator variables based on the S&P overall rating (issue or issuer if 
issue is not available) grouped by wider rating groups (i.e. BBB group includes BBB-, BBB and BBB+ ratings), 
where the reference is the highest rating group (above AA+). Industry fixed effects are based on two-digit SIC 
values. All other variables are defined in Appendix 1. Errors are clustered at issuer level and robust to 
heteroskedasticity. *,** and *** denote statistical significance at the 10%, 5% and 1% levels. 

 
Control window Event window 

  [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

SP dummy -0.185 -0.534*** -0.178** 0.005 -0.621*** -0.600*** 

Offering amount -0.000* 0.000 0.000 -0.000 0.000** 0.000  

Coupon 0.001 -0.058* -0.027* -0.013* -0.078** -0.157*** 

Age 0.005 -0.001 0.000 0.001 -0.002 0.001  

Profitability 0.738 -0.496 0.118 0.239** -0.682 -0.636  

Tangibility -0.192 0.130 -0.166 -0.021 0.574 0.275  

Leverage 0.575 0.121 -0.062 -0.127 0.233 -0.737  

Tobin's Q -0.223* 0.202* 0.038 0.052** 0.185 0.222  

Interest coverage -0.126 -0.249 -0.219 -0.244** 0.038 -0.677  

Size 0.084 -0.051 -0.031 -0.025** -0.022 -0.015  

A+/A/A- 0.066 -0.026 -0.013 0.010 -0.030 -0.040  

BBB+/BBB/BBB- -0.086 -0.184 -0.066 -0.003 -0.138 -0.307  

BB+/BB/BB- -0.355 -0.570** -0.286** -0.090 -0.541* -0.969**  

< BB 0.072 -0.685*** -0.350*** -0.199*** -0.202 -0.628  

Industry FE Y*** Y*** Y*** Y*** Y*** Y*** 

N 386 382 379 380 381 384 

adj. R-sq 0.194 0.306 0.130 0.204 0.257 0.183  

AIC 931.730 818.155 228.773 -316.950 876.085 1142.617  
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In this regression,  (corresponding to the variable SP dummy in the table) 
takes the value of 1 for all the bonds that have an investment-grade issue/issuer 
rating from S&P, but no Moody’s rating.38 Since the S&P rating was not taken 
into account before June 17, these bonds were included in the index solely due 
to the change in the index rating rule. Since this is entirely exogenous and cannot 
be manipulated short-term by the firm, a decrease in yields for the affected 
bonds would measure, ceteris paribus, the “addition effect.” 

The dependent variable for each column is the cumulative yield change for the 
respective period. Therefore, the first column is the pre-event window and the 
following columns are estimated over increasingly longer time periods centered 
around the announcement date, 0.  

The coefficient of the SP dummy variable,	 , is insignificant in the control 
period, but statistically and economically significant in the period including the 
announcement day [-10,0], as well as in the following periods approaching the 
effective date (which would be day 106). There is an immediate decrease of 
0.53% following the announcement day, and this decrease persists for up to 100 
days. This result is comparable in magnitude with other events implying “good 
news” for the bond market, such as a decrease of 0.39% following the NRSRO 
designation of DBRS (Kisgen and Strahan, 2010), or a difference of up to 0.60% 
following Moody’s rating scale refinement, when the new rating was better than 
expected (Kliger and Sarig, 2000). Chen et al. (2014) has similar results over 
the long term, with a yield decrease of 0.73% after 240 days.  

Most control variables are insignificant, except for Tobin’s Q, bond’s coupon, 
speculative ratings and industry fixed effects. However, since the dependent 
variable is the change in yields, there is no reason to expect a priori that these 
variables would have a significant explanatory power. 

 

 

                                                      
38 As mentioned in the variable description, issuer rating is taken into account only if there is no 

issue rating. An example for a bond included in this group would be one that has no issue 
ratings from either Moody’s or S&P, and its direct issuer (not ultimate parent) has only an 
investment- grade S&P rating (and thus no Moody’s issuer rating).  
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3.5.2. The “deletion” effect 

A second group affected by Lehman Brothers’ announcement consists of the 
bonds with investment-grade ratings and an offering amount between USD 150 
million and 200 million, which would therefore be excluded from the IG index 
following the new minimum size requirement of USD 200 million. Table 3 
displays the regression output for equation (1), where  is the indicator variable 
for the Size group.  

Table 3. Deletion effect 
The table reports the full sample cross-section regression output for cumulative yield changes (measured as the 
cumulative yields for T+1 and T, respectively, for the time windows defined in the parentheses) as a function of 
bond- and issuer-specific variables. Here, the variable of interest is "Size dummy,” which takes the value 1 for the 
bonds which have been excluded in the index as a result of the change in bond size requirements. The rating 
variables (A, BBB, BB, and below BB) are indicator variables based on the S&P overall rating (issue or issuer if 
issue is not available) grouped by wider rating groups (i.e. BBB group includes BBB-, BBB and BBB+ ratings), 
where the reference is the highest rating group (above AA+). Industry fixed effects are based on two-digit SIC 
values. All other variables are defined in Appendix 1. Errors are clustered at issuer level and robust to 
heteroskedasticity. *,** and *** denote statistical significance at the 10%, 5% and 1% levels. 

 Control window Event window 

 [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

Size dummy -0.037 0.206* 0.039 0.009 0.197* 0.302**  

Offering amount -0.000 0.000* 0.000 -0.000 0.000*** 0.000  

Coupon 0.013 -0.034 -0.018 -0.013 -0.049 -0.134**  

Age 0.006*** 0.003** 0.001 0.001 0.002 0.005**  

Profitability 0.809 -0.249 0.189 0.238** -0.400 -0.355  

Tangibility -0.227 0.104 -0.178 -0.018 0.532 0.263  

Leverage 0.605 0.156 -0.051 -0.129 0.281 -0.703  

Tobin's Q -0.244* 0.153 0.023 0.053** 0.125 0.166  

Interest coverage -0.086 -0.085 -0.171 -0.244* 0.222 -0.467  

Size 0.083 -0.040 -0.028 -0.025 -0.011 0.000  

A+/A/A- 0.039 -0.054 -0.025 0.012 -0.071 -0.065  

BBB+/BBB/BBB- -0.114 -0.223 -0.081 -0.001 -0.189 -0.345  

BB+/BB/BB- -0.373 -0.406 -0.248*** -0.084 -0.382 -0.739  

< BB 0.053 -0.558** -0.321** -0.194* -0.080 -0.447  

Industry FE Y*** Y*** Y*** Y*** Y*** Y*** 

N 386 382 379 380 381 384 

adj. R-sq 0.192 0.288 0.116 0.204 0.231 0.175  

AIC 932.939 828.065 235.060 -317.091 889.058 1146.521  
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The coefficient for the Size dummy variable becomes positive, and statistically 
and economically significant for most time periods within the event window. 
For example, the second column suggests that, all else equal, bonds affected by 
the size change experience an additional yield increase of 20 BPS in the period 
[-10, 0] relative to the rest of the bonds. This increase is persistent when taking 
into account different event windows, increasing to 30 BPS for the period              
[-10,100].  

While economically significant, the coefficient is only half of the value of the 
addition effect. This asymmetry suggests that investor awareness is relatively 
more important than investment-related factors while, at the same time, both 
types of factors seem to influence the market response. Further, I test whether 
this result holds for the other “negative” change in my sample, resulting in a 
number of bonds migrating from the IG to the HY bond index.  

3.5.3. The “transition” effect 

Finally, there is a smaller group of bonds that were also affected negatively by 
the change in index rules, the HY group. These bonds have an investment-grade 
Moody’s rating and a speculative one from S&P. Given that, following the 
change, S&P ratings are also taken into account (the “index” rating would be 
the more conservative between S&P and Moody’s), these bonds have an overall 
speculative rating and were thus moved from the IG to the HY index.  

Since the HY indicator variable has, by construction, a value of 1 for all bonds 
with an S&P speculative rating, I cannot include the indicator variables for 
ratings used in the other specifications due to nearly perfect multicollinearity. 
However, omitting these variables might raise the concern that the change in 
yields is driven by the ratings per se, and not by the change in index rating rules.  

To address this potential omitted variable bias, I select a matched sample of 
otherwise similar bonds, and estimate the regression on the subsample using 
only the matched and treated bonds. Fortunately, the available data allows me 
to select a perfectly matched control group: the bonds that had the exact same 
split-ratings, but with Moody’s being more conservative, i.e. an IG S&P rating 
and a HY rating from S&P. Since the new index rating takes into account the 
most conservative one, these bonds were not affected by the change, making 
them a perfect match. Results are displayed in Table 4. 
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Table 4. Transition effect 
The table reports the full sample cross-section regression output for cumulative yield changes (measured as the 
cumulative yields for T+1 and T, respectively, for the time windows defined in the parentheses) as a function of 
bond- and issuer-specific variables. The variable of interest is "HY dummy,” which takes the value 1 for the bonds 
with an investment-grade rating from Moody's and a speculative rating from S&P, which migrated to the High-Yield 
Bond Index following the change in index inclusion rules. Panel A includes the full sample, while Panel B displays 
the output for a sample of rating-matched bonds (with investment-grade S&P rating and speculative grade Moody's 
rating). Industry fixed effects are based on two-digit SIC values. All other variables are defined in Appendix 1. 
Errors are clustered at issuer level and robust to heteroskedasticity. *,** and *** denote statistical significance at 
the 10%, 5% and 1% levels. 

 Control window Event window 

Panel A. Full sample [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

HY dummy -0.157 0.280** 0.205** 0.111*** 0.232 0.305  

Offering amount -0.000 0.000 0.000 0.000 0.000 -0.000  

Coupon -0.568 -0.149*** -0.014 -0.013 -0.250* -0.409**  

Age 0.015* 0.005*** 0.002* 0.001* 0.005* 0.010*** 

Profitability 2.442* 1.033 -0.712 -0.145 2.415 3.725  

Tangibility 2.897 -0.306 0.390 0.311 -0.743 -1.492  

Leverage 8.854 0.913 -0.274 -0.303 2.509* 1.885  

Tobin's Q -0.177 0.026 0.324 0.189* -0.385 -0.491  

Interest coverage -0.076 -0.366 -0.276 -0.354** 0.070 -1.030  

Size 0.828 0.097 -0.013 -0.015 0.198 0.298*  

Industry FE Y*** Y*** Y*** Y*** Y*** Y*** 

N 391 386 383 384 385 388 

adj. R-sq 0.030 0.266 -0.007 0.039 0.187 0.171  

AIC 2202.297 930.502 606.797 16.217 1223.385 1483.486  

 Control window Event window 

Panel B. Matched sample [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

HY dummy 0.048 0.284* 0.279* 0.222*** 0.428** 0.300 

Offering amount -0.001 -0.000 0.000 -0.000 0.000 -0.000 

Coupon -0.063 -0.102 -0.111 -0.006 -0.106 -0.078 

Age 0.001 0.008 0.007 -0.001 0.010 0.009 

Profitability 2.721 -0.231 0.625 -0.298** -0.612 -0.412 

Tangibility -0.864 -0.837 -1.033 0.011 -1.314 -0.784 

Leverage 2.189 1.990 1.310 0.265 1.907 2.478 

Tobin's Q -0.291 0.578 0.424 0.040 0.784* 0.197 

Interest coverage -1.570 0.505 -0.646 0.250 1.223 0.552 

Size 0.146 -0.080 -0.048 0.009 -0.132 0.017 

Industry FE Y*** Y*** Y*** Y*** Y*** Y*** 

N 67 66 66 66 66 66 

adj. R-sq 0.174 0.605 -0.391 0.280 0.596 0.549 

AIC 107.424 140.202 128.283 -171.147 149.800 156.273 

 

Panel A is estimated using the full sample (for comparison purposes), and Panel 
B is estimated using the matched control bonds. The coefficients of the HY 
dummy in Panels A and B are strikingly similar (though the one in Panel B is 
only significant at the 0.1 level, possibly due to the small sample size), 
suggesting that the change in yields following Lehman Brothers’ announcement 
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is not driven by the ratings. Since credit ratings supposedly take into account a 
range of unobservable/qualitative variables, the coefficient in Panel B can be 
regarded as closer to the “true” magnitude of the market reaction.  

This result is also similar to the one in Section 3.5.2. (0.28 vs. 0.20), suggesting 
that this asymmetry is consistent for the two types of negative events. Since I 
could identify a well-matched group for this particular change, this part of my 
analysis also serves a robustness test against other confounding effects. 
Furthermore, my findings are very similar (in absolute terms) with Chen et al. 
(2014), which look at the bonds going through the reverse transition, from HY 
to IG index.39  

3.6. Good news versus bad news: market response 
(a)symmetry 

As mentioned in the introduction, one of the main goals of this empirical 
exercise was to investigate whether there is a symmetric effect for positive 
versus negative changes (in my case, comparing the index addition effect with 
the deletion/transition to HY).  

In their corresponding regressions, each of the indicators are statistically and 
economically significant, whereas the addition effect is twice as large as those 
of deletion or transition. To formally test whether the coefficients are 
statistically different from each other, I include the SP and the Size indicator 
variables in the same regression and perform a Wald test for coefficient 
equality.40 Table 5 displays the coefficients and the test statistics.  

 

 

 

 

                                                      
39 The average index effect in Chen et al. (2014) across all event windows is approximately 0.4. 

40 I choose the indicator variable for the Size and not for the HY group, since the coefficients are 
similar and I use the main regression specification, which includes the rating variable. 
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Table 5. Good news vs. bad news 
The table displays the coefficients from the regression specification in (1), where Gi is replaced by the indicator 
variables for the SP group and the Size group for each event window. *,** and *** denote the statistical significance 
at the 10%, 5% and 1% levels within the regression. The last row represents the p-values of the Wald test for 
equal coefficients [SP dummy=Size dummy]. 

 Control window Event window 

  [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

SP dummy -0.19 -0.50* -0.17 0.00 -0.59* -0.54* 

SIZE dummy -0.05 0.15* 0.02 0.01 0.13 0.24* 

Wald test (prob>F) 0.32 0.04 0.25 0.93 0.03 0.02 

 

As seen in the last row, the coefficients are statistically different from each other 
at the 0.05 level for most of the event windows. This suggests that investor 
awareness is relatively more important than other investment-related factors, as 
discussed in Elliott et al. (2006). While this argument might seem 
counterintuitive given that bond indices are not as popular as their stock 
counterparts, one needs to bear in mind that Lehman Brothers’ is one of the 
largest and most widely followed bond indices, and a change in bond index 
composition happens very rarely, unlike changes or recalibrations of stock 
indices. One interesting topic for further research could therefore be exploring 
how investor awareness or attention affect bond markets – especially given that 
most investors are institutional, informed investors.  

While my results are not directly comparable with stock index effects, it is 
possible to gauge their economic significance by looking at the bond yield 
changes following an event triggered by real changes in bond riskiness, such as 
a rating change. For instance, the transition and deletion effects are comparable 
with market responses triggered by real changes in issuer creditworthiness, 
being equal to roughly half of the yield spread between BBB- and BB+ bonds 
(Chen et al., 2014). 

3.7. Matching returns  

While using fixed effects addresses the potential risk of omitted variables in the 
cross-section, there is still a possibility that my results are driven by another 
unidentified event which happened simultaneously with the announcement, 
leading to confounding effects. While another event is unlikely to affect the 
three groups of bonds precisely in the same direction as the announcement itself, 
I perform an alternative estimation to verify that this is not the case. 
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As in Bessembinder et al. (2009) and Chen et al. (2014), I construct a matched 
sample of bonds and investigate whether the post-event returns differ 
significantly from the treated groups. I follow the standard in the bond literature 
(Bessembinder et al., 2009) by using ratings and maturity as matching criteria.41 
Since I have a large sample of control bonds, I use 1:1 exact matching by using 
the nearest neighbor algorithm for each of the treated groups.  

Figure 2 displays graphically the average cumulative returns over the entire 
period for each of the three groups. The dotted lines represent the matched 
group, and the vertical lines the announcement and effective dates.  

The graphs confirm my main results, as well as the accuracy of the matching 
procedure: the matched and control groups’ returns are very similar in the period 
before the announcement date, but start to diverge afterwards, and this 
divergence seems to persist over time. 

To further test whether the differences between returns are statistically 
significant, I compute the differences for the same windows as in the main 
specification. Table 6 shows the values of these differences for all windows, as 
well as the p-values for the unequal variance two-sample t-test for equal 
means.42 

The output confirms that all differences are statistically insignificant for the 
control window [-50;-10], but very significant for all event windows. In terms 
of economic significance, the results are similar to Chen et al. (2014). For 
instance, for the event window [-10,0] they find a difference of approximately 
1.10 between the matched and control groups, while I have a corresponding 
average of 1.28 for the SP group, which was the one affected positively by the 
change.43 

 

 
 
 

                                                      
41 Since industry, size, and age are significant in some of my regressions, I construct alternative 

matched samples by adding these variables, without materially affecting the outcome. The 
abnormal returns for these matches are reported in Appendix 6. 

42 Bessembinder et al. (2009) show that, for sufficiently large samples, t-test performs equally 
well as non-parametric tests.  

43 I compare this group to Chen et al. (2014), since their event also involved “good” news. The 
resulting value 1.28 is thus (0.61-(-0.66).  
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Figure 2. Matched cumulative returns 
The figures display the average cumulative returns (CR) over time for each of the three treated groups 
and their respective matches, represented by the dotted lines. Matching is done using nearest-
neighbor 1:1 exact matching on maturity and ratings. The announcement day is marked with 0 (June 
17, 2003). The effective date is day 106 (October 1, 2003).   

 



 

120 

Table 6. Matched CRs 
The table compares the average cumulative returns for the treated groups and their respective matches. As in 
Figure 2, the matching is 1:1 based on rating and maturity. The third row for each group displays the p-value for 
the unequal variance two-sample t-test for equal means. 

 Control window Event window 

  [-50,-10) [-10,0] [-10,+10] [-10,+30] [-10,+50] [-10,+100] 

HY group 1.309 1.296 -0.963 -1.876 -4.010 -3.361 

matched group 1.550 0.474 0.984 0.039 -0.036 -0.430 

p-value 0.200 0.000 0.000 0.000 0.000 0.000 

SP group 0.791 0.617 2.744 3.658 3.687 2.828 

matched group 0.993 -0.668 -0.703 -0.793 -1.431 0.696 

p-value 0.170 0.000 0.000 0.000 0.000 0.000 

Size group 1.690 -0.193 -0.375 -2.342 -4.007 -3.450 

matched group 1.976 0.454 1.328 1.296 0.363 0.955 

p-value 0.190 0.000 0.000 0.000 0.000 0.000 
 

3.8. Conclusion 

By exploiting an exogenous change in Lehman Brothers’ bond index inclusion 
criteria which affected a large number of bonds both positively and negatively, 
the current paper provides new evidence on how indexing can affect bond 
yields/returns. More specifically, by using a new dataset from S&P’s Capital IQ 
platform including detailed bond- and issuer-specific data, I can compare the 
bond market response for three different types of changes following the change 
in size and index rating criteria announced by Lehman Brothers on June 17, 
2003.  

For the bonds with an investment S&P rating and with an outstanding amount 
of at least USD 200 million, the June 17th announcement meant that (starting on 
October 1st) they will be part of the Lehman Brothers’ IG bond index. I find that 
there is a significant positive market response for this group of bonds (S&P 
group). More specifically, the “addition” effect leads to a decrease in the 
cumulative yield of 0.53% in the period immediately following the 
announcement, and the decrease persists up to 100 days after the announcement.  
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A smaller group of bonds (the “Size group”), which had an outstanding amount 
between USD 150 million and 200 million, were excluded following the new 
liquidity requirement (of having a minimum of USD 200 million). For these 
bonds, I also find a significant, but negative, market reaction: an increase in 
yield of 0.20% following the announcement date.  

The third change implies the transition from the IG index to the HY index for 
the bonds that had an S&P speculative rating (since the new rule considered the 
most conservative rating between Moody’s and S&P). As expected, these bonds 
(the “HY group”) also experienced a negative market reaction, with a 28% yield 
increase following the announcement.  

My findings are robust to using a range of bond- and issuer- specific control 
variables and several matching procedures. Furthermore, the yield changes are 
economically significant, being comparable to the market reactions following 
“informative” announcements such as Moody’s rating scale refinement (which 
meant a reduction in information asymmetry) or to the yield change following 
an actual rating change (Chen et al., 2014).  

Furthermore, since I have three types of changes, I can compare their relative 
magnitude. Since the positive change (i.e. “addition”) triggers a market reaction 
that is twice as large compared to the other negative changes (deletion/transition 
to HY), this paper suggests that investor awareness may be the primary factor 
underlying the addition effect, although other channels, such as benchmarking, 
changes in expectations, liquidity or monitoring, may also contribute to the 
overall index effect. 

While my findings cannot single out a particular channel driving the index 
effect, they emphasize the importance of exploring further bond market 
frictions, given that these continuously growing markets function differently 
from stock markets, and that index investing is an increasingly popular 
investment strategy. 
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Appendices 

Appendix 1. Variable definitions 

 

 

Bond characteristics   

Offering amount (MUSD) offering amount at the date of issuance (in million US dollars) 

Maturity (years) difference between maturity date and offering date 

Age (years) difference between maturity and the current year (2003); set to 0 if negative 

Coupon (%) coupon at offering; since all bonds are fixed-coupon the rate is not time-varying 

Yield (%) 

The Yield to Maturity is the discount rate at which the present value of future 
payments (investment income and return of principal) equals the price of the 
security; yield data is readily available on a daily basis on Capital IQ platform for the 
more liquid bonds 

Return(%) 
the bond return is derived from the price changes; price data is collected on a daily 
basis from S&P's Capital IQ platform 

 
Issuer characteristics   

Size (log) log (total assets) 

Profitability (%) operating income/total assets 

Leverage (%) total debt/total assets 

Tangibility (%) plant, property and equipment/ total assets 

interest coverage(%) ebitda/ interest expense 

Tobin's q  
(book assets minus book common equity minus deferred taxes plus market equity) 
/ book assets (as in e g Hadlock and Pierce,2010) 

SIC2 two-digit SIC code, which is used for the fixed-effects specification 

 
Ratings and group identifiers 

SP_rating/ M_rating 

Ordinal variable ranging from 1 (highest rating) to 20 (lowest rating) for either SP's 
or Moody's ratings. The type of rating taken into account is long-term, local currency 
issue-specific rating; for the case when this rating is not available, the 
corresponding rating for the issuer (direct issuer and not parent) is taken into 
account in order to maximize the number of observations.  

SP/Moody's group rating 
Broader rating classification ranging from 1 to 5. The correspondence between the 
coarse rating variable and the letter ratings' scale is described in Appendix 2. 

HY dummy 
indicator variable taking the value of 1 if SP_rating is below BB+ (speculative grade) 
AND M_rating is above BBB- (investment-grade). 

SIZE dummy 
indicator variable taking the value of 1 if offering amount is below USD 200 million  
AND M_rating is above BBB- 

SP dummy 
indicator variable taking the value of 1 if SP_rating above BBB- AND M_rating is 
not available (i.e. a bond is only rated by S&P) 
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Appendix 2. Rating scales and frequencies 
The table displays the rating scales for S&P and Moody's, with the corresponding number values used in the 
analysis. The frequencies are calculated relative to the sample size with non-missing yield values, which have a 
size of 449 observations for S&P ratings and 448 for Moody's. The rating variables used here are the same as the 
ones used in regression, i.e. issue OR issuer rating (if issue rating is not available). The number of observations 
used in the regressions is lower and varies depending on the availability of the variables used. The dotted line 
marks the threshold between investment and speculative grade. 

Rating variable (coarse) Rating group variable S&P Frequency(%) Moody's  Frequency(%) 

1 1 AAA 3.34 AAA 3.57 

2 1 AA+ 1.56 Aa1 2.90 

3 1 AA 2.45 Aa2 2.23 

4 1 AA- 5.57 Aa3 6.47 

5 2 A+ 12.92 A1 5.36 

6 2 A 6.68 A2 11.16 

7 2 A- 6.90 A3 8.71 

8 3 BBB+ 10.47 Baa1 10.04 

9 3 BBB 11.49 Baa2 13.51 

10 3 BBB- 9.58 Baa3 11.27 

11 4 BB+ 6.56 Ba1 3.12 

12 4 BB 5.00 Ba2 2.90 

13 4 BB- 4.68 Ba3 3.79 

14 5 B+ 5.12 B1 4.03 

15 5 B 4.01 B2 2.68 

16 5 B- 1.34 B3 2.68 

17 5 CCC+ 0.89 Caa1 2.23 

18 5 CCC 1.00 Caa2 1.12 

19 5 CCC- 0.45 Caa3 0.67 

20 5 CC 0.00 Ca 1.56 
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Appendix 3. Group composition 
The diagram explains how bonds were assigned to the SP, SIZE, HY and control groups (CTRL respectively 
CTRL* which is a more narrow control for the HY group, with the same split rating), based on their size (amount 
outstanding) and rating. INV is the abbreviation for investment-grade rating, SPEC means speculative rating; NR 
stands for not rated, while NI means not included in the sample. The first level (size) classifies the sample by the 
amount outstanding in million US dollars (MUSD). Bonds with an amount outstanding lower than MUSD 150 could 
not be part of the index at any point in time and thus were not included in the sample. The second level represents 
Moody’s rating, while the third level refers to S&P rating. The last column displays the final group distribution. 

 

 

>150

<200

INV

SPEC HY

INV SIZE

NA SIZE

SPEC

SPEC NI

INV CTRL*

NA NI

NA

SPEC NI

INV NI

NA NI

>200

INV

SPEC HY

INV CTRL

NA CTRL
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SPEC NI

INV CTRL*

NA NI

NA

SPEC NI

INV SP

NA NI

  Size(MUSD)                       Moody’s rating                S&P’s rating                     Group 
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Appendix 4. Index effects – robustness to additional control variables 
The table reports an alternative specification for the full sample cross-section regression output for cumulative 
yield changes for the estimation window [-50,-10] and for the immediate event window [-10,0] by including 
additional variables to the controls described in Section 3.3. The first variable, “Group dummy,” represents the 
indicator variable for each of the three groups (“SP” for the addition regressions, “Size” for the deletion model, and 
“HY” for the transition effect). In addition to the existing control variables (offering amount, coupon, profitability, 
tangibility, Q, interest coverage, size and S&P broad rating groups), I add cash, intangibles, capital expenditures 
and dividends (all relative to total assets) in order to control for investment opportunities and financial constraints. 
I also control for Moody’s rating by including two dummy variables for (1) when Moody’s rating is higher than S&P; 
(2) when the two ratings are equal. The third case (3) when Moody’s rating is smaller than S&P is here the 
reference category. Lastly, as an alternative to bond age I use maturity, and as an alternative to total leverage I 
use long-term leverage only. Industry fixed effects are based on two-digit SIC values. Errors are clustered at issuer 
level and robust to heteroskedasticity. *,** and *** denote statistical significance at the 10%, 5% and 1% levels. 

 Addition (SP)                 Deletion (SIZE)                   Transition (HY) 

  [-50,-10) [-10,0] [-50,-10) [-10,0] [-50,-10) [-10,0] 

Group dummy -0.160 -0.450*** -0.037 0.206* -0.157 0.280** 

Offering amount -0.000* 0.000 -0.000* 0.000 -0.000* 0.000 

Maturity 0.002 -0.003 0.006*** 0.003** 0.015* 0.005*** 

Coupon  0.020 -0.087* 0.028 -0.058 0.056* -0.060* 

Profitability 0.607 -0.530 0.736 -0.305 2.564* 1.714 

Long-term leverage 1.065* 0.244 1.077* 0.016 1.254** 0.259 

Tobin's Q -0.089 0.020 -0.053 -0.051 -0.011 0.088 

Interest coverage -0.004 0.003 0.002 0.006 -0.001 0.004 

Size 0.084 -0.051 0.083 -0.040 0.828 0.097 

CAPEX -1.825 -1.381 -1.460 -2.618 2.045 -2.988    

Cash 1.217 0.796 0.986 -0.777 1.250 -0.878 

Intangibles 0.668* 0.909* 0.692* 0.695 0.292 0.620 

Dividends 0.751 -0.369 -0.891 -0.663 2.774 -0.839 

A+/A/A- -0.077 0.032 -0.083 0.031   

BBB+/BBB/BBB- -0.297 -0.063 -0.307 -0.060   

BB+/BB/BB- 0.146 -0.286 0.207 0.058   

< BB- 0.353 -0.450 0.415 -0.183   

Moody’s>S&P -0.265** -0.061 -0.231* 0.091 -0.240* 0.092    

Moody’s=S&P -0.199 -0.128 -0.199 -0.127 -0.060 -0.108    

Industry FE Y*** Y*** Y*** Y*** Y*** Y*** 

N 269 267 269 267 269 267 

adj. R-sq 0.484 0.234 0.477 0.170 0.446 0.191    

AIC 423.602 470.173 427.981 492.318 440.353 482.303    
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Appendix 6. Matched CRs – extended matching 
The table compares the outcome of different matching procedures with the treated group CARs. The first two 
rows for each group are as in Table 6. “Extended match” is based on nearest-neighbor matching on the 
following variables: age, broad rating group, two-digit SIC and size. The number of matches varies for each 
group. The third row for each group displays the p-value for the unequal variance two-sample t-test for equal 
means between the treated and the extended match group. 

  [-50,-10) [-10,0] 

HY group 1.309 1.296 

1:1 matched group 1.550 0.474 

extended match 1.415 0.380 

p-value 0.520 0.000 

SP group 0.791 0.617 

1:1 matched group 0.993 -0.668 

extended match  0.680 -0.430 

p-value 0.370 0.000 

Size group 1.690 -0.193 

1:1 matched group 1.976 0.454 

extended match 1.814 0.580 

p-value 0.370 0.000 
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Chapter 4.  
Credit rating agencies’ 
conservatism revisited: the 
sovereign market 

4.1. Introduction 

Sovereign credit ratings have been the target of much criticism in recent years. 
After the Asian crisis, Credit Rating Agencies (hereafter referred to as CRAs) 
were criticized for failing to predict it (Mora, 2006). During the Eurozone 
sovereign debt crisis, however, CRAs were instead criticized for being too 
aggressive. For example, the President of the European Commission mentioned 
that “ratings appear to be too cyclical, too reliant on the general market mood 
rather than on fundamentals – regardless of whether market mood is too 
optimistic or pessimistic” (Barroso, 2010).  

While, to the best of my knowledge, there is no research focusing on sovereign 
rating standards, empirical evidence on US corporate ratings seems to support 
Barroso’s concern. Two relatively recent papers, Alp (2013) and Baghai et al. 
(2014), find that corporate credit ratings have become increasingly conservative 
over time. They also show that the changes in ratings seem to be unrelated to 
the variation in firm-specific factors. If sovereign credit ratings exhibit a similar 
pattern, this would not only undermine the usefulness of ratings, but may also 
distort capital markets through the impact on corporations via the “ceiling” 
rule44 and on financial institutions via the rating-based capital requirements.45  

                                                      
44 This refers to the fact that the large majority of firms do not receive a rating above their 

sovereign.  

45 Starting with Basel II, credit ratings can be used for risk-weighting assets (BCBS, 2004). 
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In this paper, I investigate whether sovereign rating standards have changed over 
the last two decades. More specifically, I ask whether a sovereign with the same 
riskiness would receive the same rating in 2013 as in 1993, ceteris paribus. A 
lower rating in 2013 would imply that CRAs have become more conservative 
over time, while a higher rating would imply more lenient rating standards.  

I find that there is an increase in conservatism of up to 2.2 notches from 1993 to 
2013. This implies that a sovereign that received an AA rating in 1993 would 
only get A+ twenty years later, in spite of maintaining the same fundamentals. 
This finding is robust to including additional factors and using alternative 
estimation methods and different subsamples. Furthermore, my result is similar 
in terms of magnitude to both Baghai et al. (2014) and Alp (2013), who find an 
increase in conservatism of 2.9 and 1.6 notches, respectively, over earlier time 
periods of similar length.  

Consistent with research on corporate rating standards, I also find that this 
conservatism is not fully justified. First, sovereign bond markets take this 
conservatism into account when pricing debt by “undoing” about 20% of its 
effect.46 Second, by using Bank of Canada’s detailed sovereign default dataset 
and S&P’s rating-specific predicted default frequencies, I show that default rates 
have actually been decreasing over time. Third, I find that other “global” factors 
such as credit scarcity, business cycles or global economic growth only explain 
up to 15.5% of the year indicators, i.e. my measure of conservatism. Lastly, I 
show that the downward trend in rating standards is consistent across various 
subsamples: CRAs are equally conservative with developed and developing 
economies, and the notorious investment-speculative threshold doesn’t affect 
rating standards. Therefore, factors shown previously to distort the credit rating 
process, such as information asymmetry or rating-based regulations, do not 
seem to influence sovereign rating standards.  

The rest of the paper is organized as follows. Section 4.2. refers to related 
theoretical and empirical research. The empirical analysis starts with a 
description of the data and variables in Section 4.3, followed by the main results 
in Section 4.4 and several robustness tests in Section 4.5. The following part of 
the paper investigates potential explanations for my main finding – the increase 
in conservatism: Section 4.6 presents the results for different sample splits, 

                                                      
46 When modelling yield spreads as a function of bond ratings and a measure of conservatism, 
both factors are significant, and the measure of conservatism is of the opposite sign and about 
20% of the ratings’ coefficient magnitude. 
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while in Section 4.7, I investigate whether the increased conservatism is 
justified. Section 4.8 concludes.  

4.2. Rating standards and the sovereign market 

Over the last two decades, there has been a steady decrease in the average 
sovereign rating,47 from A+ to BBB-. While this decline seems consistent with 
the increasing number of emerging markets being rated, the extent to which it 
fully reflects increasing default probabilities over time is still an open question. 

Theoretical and empirical literature on corporate ratings provides a less intuitive 
explanation for this decline: a change in rating standards over time. This means 
that the same rating would imply a different creditworthiness today as opposed 
to, say, 20 years ago. How is this possible? 

There is a wealth of research showing how the market structure and business 
model of CRAs’ can alter rating standards, both over time and across different 
markets or asset types. Theoretically, the issuer-pays model triggers an incentive 
for rating inflation (Bolton et al., 2012), while reputation concerns can motivate 
more conservative ratings (Morris, 2001). Regulation, on the other hand, is a 
double-edged sword: while investment restrictions based on rating levels can 
lead to rating inflation (Opp et al., 2013), an asymmetric liability for overly 
optimistic ratings can trigger more conservatism (Goel and Thakor, 2011).  

Empirical literature is largely consistent with these theoretical arguments, 
providing mixed evidence on the variation in rating standards. This paper relates 
most to the narrow, but growing body of research focused on the time variation 
of (corporate) rating standards, started by Blume and McKinlay (1998). Using 
a sample of US investment-grade firms, they are the first to address the question 
of whether a firm with the same risk factors would receive different ratings in 
different time periods, and they find that this is indeed the case. More recently, 
Alp (2013) and Baghai et al. (2014) confirm this finding for larger samples of 
US firms. However, Alp (2013) shows that, surprisingly, ratings have become 
more lenient over time for speculative graded companies, while Baghai et al. 
(2014) find the opposite after including firm-fixed effects.  

                                                      
47 Sovereign credit ratings represent “an opinion on the government’s capacity and willingness to 

meet its financial obligations as they come due” (Standard and Poor’s, 2008). 
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There is also empirical evidence for cross-sectional variation in rating standards, 
i.e., across different groups of issuers or debt instruments. One theoretical 
argument for this variation is provided in Skreta and Veldkamp (2009), who 
show that incentives for rating inflation increase with the complexity of the rated 
product. Further, in an extensive comparison of different asset classes, 
Cornaggia et al. (2014) show that the rating process and accuracy is significantly 
different for firms, structured finance products, municipalities and sovereigns, 
making any comparisons inconsistent. They also discuss how these differences 
can lead to variations in rating standards. Indeed, when taking into account 
different asset types, empirical evidence is mixed. While the overall findings for 
corporate ratings suggest more conservative rating standards relative to other 
asset classes, research on structured finance products (see e.g., He et al., 2012) 
concludes that ratings for these types of assets have been significantly inflated. 
So what about sovereign ratings? 

Sovereigns are a relatively new market for the CRAs, and a market that is 
substantially different. First, unlike in national lending relationships, the default 
risk premium is determined by the borrower’s willingness, rather than ability, 
to pay (Dimitrijevic et al., 2011). Governments rarely default, since they can 
either modify their fiscal policies in order to facilitate debt repayment, or receive 
support and debt relief from higher-authority institutions (Moody’s, 2013). 
Second, CRAs’ revenue from sovereign ratings represents a small fraction of 
the total revenue (e.g., in 2013, sovereigns accounted for 10% of S&P’s 
revenue). Third, the sovereign rating process is less elaborate, given the small 
team of analysts and little interaction with the issuer relative to the corporate 
market (Gaillard, 2011). Fourth, CRAs rely mostly on publicly available data, 
and therefore there is little proprietary information benefit. Most importantly, 
the impact of a sovereign downgrade can be more severe, given that a 
sovereign’s economy, companies and financial institutions are affected. Gande 
and Parsley (2005) show that there are significant spillover effects to bond/CDS 
markets, while Ferreira et al. (2007) document the same effect for international 
stock markets. The question is, then, whether there is a change in rating 
standards for sovereigns? 

To the best of my knowledge, the sovereign ratings literature has not addressed 
this question yet. Most of the research focuses on the determinants of sovereign 
ratings or on the impact of rating events on capital markets (e.g., inter alia, 
Cantor and Packer, 1996; Brooks et al., 2004; Hill et al., 2010; Ferreira et al., 
2007). The only papers partially related to sovereign rating standards are Ferri 
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et al. (1999) and Mora (2006), who investigate CRAs’ rating behavior 
surrounding the Asian crisis. However, my paper extends their sample and time 
horizon, instead investigating a systematic change in rating standards, above and 
beyond a purely cyclical reaction.  

4.3. Data 

4.3.1. Sovereign Ratings 

Following related literature, I use long-term foreign currency sovereign issuer 
ratings. I focus on S&P, since there is a relatively larger variation in their ratings, 
and they tend to lead other agencies in re-rating (Hill et al., 2010). Furthermore, 
since the rate of disagreement among CRAs is rather small (Brooks et al., 2004), 
it seems implausible that using Moody’s or Fitch ratings would significantly 
affect my results.  

The rating data are collected on a yearly basis from S&P’s Capital IQ, for all 
the 120 countries rated for at least one year between 1993 and 2013. As in Hill 
et al. (2010), the rating scale is converted into numbers, with a maximum of 21 
corresponding to AAA, and 1 corresponding to default rating notches (D/SD). 
Appendix 1 displays the full rating scale with its assigned values, as well as a 
broader classification (defined by merging 3-notch groups: e.g. AA+, AA and 
AA- are coded with 7). AAA rating dominates (15.5% of the country-year 
observations) and the second largest frequency (8.63%) corresponds to the 
lower speculative grade rating B+. Except for the near-default ratings (below B-
), all other rating groups are well represented (with frequencies of 4-6%), 
reflecting a quite even distribution of various rating groups.  

With 1935 country-year rating observations and a timespan of 20 years, the 
sample compares very favorably with related literature.48 In contrast with 
corporate ratings, however, the sample is small, since sovereign ratings are a 
relatively recent phenomenon. It wasn’t until the beginning of the 1990s that a 
significant number of less developed countries received a rating; it thus makes 
little sense to investigate any time trends prior to this decade.  

                                                      
48 This number represents all country-year observations with available rating data. For a more 

detailed comparison on sample size, see Hill et al. (2010). 
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Figure 1 illustrates the time distribution of broad rating groups starting from the 
first years of sovereign rating activity. It is clearly visible how the rating scale 
distribution shifts over time towards the lower end: while there were no ratings 
below AAA at the beginning of the period, the B group (B-/B/B+) represents 
the largest fraction in 2013. The highest rating, AAA, remains quite stable over 
time, consistent with the fact that high-quality sovereigns have little variation in 
their ratings.  

This time pattern has two important implications for the study. Firstly, since 
there is little variation in the beginning of the period, there will be an 
unavoidable trade-off between cross-sectional variation and longer time series. 
Since one priority of this empirical exercise is to investigate the time trend, I 
narrow down the time frame to the first year when there is sufficient variation 
in the levels of speculative ratings (i.e., a regression using only the speculatively 
graded sovereigns can be estimated), which is 1993.  

 
Figure 1. Time distribution of broad rating groups 
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4.3.2. Independent variables 

The choice of variables for the baseline specification relies to a large extent on 
the widely used model proposed by Cantor and Packer (1996):49 (1) log of 
GDP per capita; (2) real GDP growth; (3) log of consumer price index 
(inflation); (4) government debt divided by GDP; (5) government balance, 
measured as the difference between costs and revenues, divided by GDP; (6) 
external balance, measured as the difference between exports and imports 
divided by GDP and (7) default history measured as the inverse of the number 
of years from last default. The detailed description of all variables can be found 
in Appendix 2.  

Macroeconomic indicators are lagged by one year. As in Cantor and Packer 
(1996) and Hill et al. (2010), I use three-year averages for GDP per capita, 
inflation, government and external balances. This is consistent with CRAs’ 
stated attempt to rule out cyclical influences by using averages over several 
years (Dimitrijevic et al., 2011). Macroeconomic data is collected primari ly  
from World Bank’s Development Indicators. I complement missing data with 
Oxford Economics, Moody’s public database, and the debt statistics used in 
Jaimovic and Panizza (2015). Rating data are collected from S&P’s Capital IQ 
and Fitch’s website.  

Although the initial number of rated sovereigns in the sample is 120, the 
number drops to 111 countries for which I have at least three years of non-
missing data for all variables. The resulting unbalanced panel consists of 1557 
country-year observations for the main specification. 

Table 1 summarizes the median values for the main explanatory variables 
across broad rating groups. The values are comparable with Cantor and Packer 
(1996) (e.g., the median of GDP growth for the AA group is 2.1 for my sample, 
whereas CP have a corresponding value of 2.47), in spite of the fact that they 
only use the cross-section of 49 rated countries for 1996. 

 

 

                                                      
49 For a detailed explanation of the expected impact and economic rationale for different variables, 

see Cantor and Packer (1996).  
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Table 1. Median values across broad rating groups  
The table displays the median values of the main explanatory variables. Medians are computed using raw values 
(without any transformation, such as logarithm /average/lag)  

  
GDP per 
Capita 

GDP 
growth 

 Inflation 
Government 
debt 

 Fiscal 
Balance 

External 
Balance 

Default 
history 

AAA 39.724 1.811 1.820 51.778 -0.950 2.940 0.000 

AA 30.077 2.144 2.235 53.452 -1.705 1.305 0.000 

A 14.640 3.277 3.535 35.753 -1.625 -1.455 0.000 

BBB 5.885 3.754 5.090 40.845 -2.321 -2.485 0.000 

BB 3.130 3.048 6.180 40.273 -2.460 -2.085 0.059 

B 1.552 2.336 7.285 44.092 -3.240 -5.010 0.067 

CCC-CC 2.829 -0.180 10.590 53.958 -1.360 -1.190 0.200 

C/D/SD 4.572 2.023 7.930 92.663 -1.160 -0.365 1.000 

Total 12.801 2.277 5.583 51.602 -1.853 -1.043 0.166 

 

Most indicators have a non-linear distribution across the rating scale, as 
highlighted as well in Hill et al. (2010). While seemingly counterintuitive, this 
distribution makes economic sense: for instance, quite a few developed 
economies have a very high debt-to-GDP ratio (e.g. in 2013, Japan’s total debt 
was 243% of its GDP while maintaining a rating of AA-), while several 
emerging economies have relatively higher GDP growth rates compared to 
many of the developed countries. Hence, I will include quadratic terms for 
these variables as a robustness test. 

The time patterns of the control variables, shown in Appendix 3, are not 
entirely consistent with the decrease in ratings, suggesting that increased 
“conservatism” might not be justified by a decrease in issuers’ quality. More 
specifically, over the entire period there is a significant decrease in government 
debt and inflation (13% respectively 25%), while default history is slightly 
decreasing by the end of the period. On the other hand, several factors which 
should be positively correlated with ratings, such as GDP per capita and 
external balance, are decreasing over time – which means that they could be at 
least partially driving the overall decrease in ratings. Therefore, from a purely 
univariate perspective, it seems unclear whether the downward time trend of 
ratings is driven by country-specific variables. In the following section, I will 
investigate various alternative explanations in a multivariate setting.  
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4.4. Empirical results 

I analyze the time variation in rating standards by modelling ratings as a 
function of macroeconomic variables and year indicators (time fixed effects). 
The variables of interest are thus the year indicators which – if the model is 
stable over time – would capture the change in rating standards relative to the 
base year, 1993, after controlling for other factors.  

The general form of the main specification is: 	 = + + , + + (1)	
The dependent variable represents the sovereign rating coded from 21 
(highest rating) to 1 (lowest rating), Xit,k is a vector of K control 
variables described in the previous section, Si are country fixed effects and 
Yt represent the year indicators (thus a 	are the coefficients of interest). 

Since it is important to include cross-section fixed effects,50 the preferred 
estimation method is OLS. This is because, as discussed in e g Lancaster 
(2000), using within-estimator for ordered probit may produce biased 
estimates due to the incidental parameter problem. Furthermore, the 
coefficients’ magnitudes and predicted values would be more difficult to 
interpret using ordered choice estimators. However, for comparison purposes 
I also report OLS without fixed effects, as well as ordered probit estimation. 

Table 2 presents the estimation output for the baseline specifications. 

 
 

 

 

 

 

 

                                                      
50 Country fixed effects address time-invariant unobservable variables, such as qualitative data 

CRAs claim to use in their methodologies; Baghai et al. (2014), for instance, find that the 
conservatism patterns for speculative graded firms in Alp (2013) are reversed once including 
fixed effects. 
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Table 2. Main estimation output 
This table displays baseline results for the entire sample, from 1993 to 2013. Year indicator coefficients are 
relative to the base year 1993. The sample includes all sovereigns rated by S&P with non-missing 
macroeconomic data for at least three consecutive years. The dependent variable is S&P's long-term foreign 
currency sovereign rating converted into numerical identifiers (with a minimum of 1 corresponding to ratings 
below CCC and a maximum of 21 for AAA). The independent variables are defined in App. 2. Standard errors 
are corrected for heteroscedasticity, autocorrelation and are clustered at country level. Models (1) and (2) are 
estimated using OLS. (3) is estimated using ordered probit. Country fixed effects are used in model (1). *, **, 
and *** correspond to 10%, 5%, and 1% significance levels. 

  (1) (2) (3) 

  OLS  OLS Ord.Probit 

1994  0.251**  0.261** -0.014  

1995  0.231*  0.292** -0.045  

1996 -0.002  0.070 -0.255*  

1997 -0.529 -0.410 -0.466*** 

1998 -0.978** -0.820** -0.591*** 

1999 -1.014*** -0.810** -0.597*** 

2000 -1.103*** -0.908*** -0.865*** 

2001 -1.396*** -1.151*** -0.980*** 

2002 -1.315*** -1.046*** -1.006*** 

2003 -1.181*** -0.897*** -1.013*** 

2004 -1.034*** -0.697** -0.805*** 

2005 -1.067*** -0.682** -0.808*** 

2006 -1.333*** -0.893*** -0.845*** 

2007 -1.549*** -1.054*** -0.933*** 

2008 -2.054*** -1.489*** -1.079*** 

2009 -2.196*** -1.609*** -1.235*** 

2010 -1.604*** -1.039*** -1.013*** 

2011 -1.726*** -1.120*** -1.151*** 

2012 -1.975*** -1.312*** -1.155*** 

2013 -2.207*** -1.543*** -1.329*** 

GDP per capita  4.437***  2.881***  0.943*** 

Real GDP growth  0.070***  0.087***  0.065*** 

Inflation -0.187* -0.230** -0.464*** 

Government debt -0.030*** -0.028*** -0.005  

Fiscal balance  0.072***  0.070***  0.014  

External balance  0.066***  0.062***  0.039*** 

Default history -3.032*** -3.434*** -3.649*** 

Country fixed effects  Yes  No  No 

N 1557 1557 1557 

RMSE 1.064 1.145 - 

adj./pseudo R-sq 0.955 0.757 0.261 
 

Model (1) is the base-case specification, which will be employed in later stages 
of the analysis. The year coefficients express the change relative to 1993 and 
are all significant except for the years 1996 and 1997. Almost all years have 
negative coefficients, consistent with more conservative ratings. For instance, 
in 2013, a sovereign would receive 2.2 notches less (i.e. from AA- to BBB+) 
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relative to 1993, ceteris paribus. To put this into perspective, the average rating 
has decreased by 4.15 notches from 1993 to 2013 (Appendix 4). Thus, the 
results in (1) suggest that as much as 53% of this drop is the result of increased 
conservatism. This result is similar in terms of sign and magnitude to the 
findings in Baghai et al. (2014), who find a decrease of up to 2.9 notches for 
US firms over a period of 24 years, using fixed effects OLS estimation. In 
terms of control variables, most coefficients are highly significant and with 
magnitudes comparable with prior literature. For instance, GDP per capita has, 
as expected, an economically and statistically significant positive effect, being 
by far the largest coefficient, both in absolute and standardized terms.51 This is 
consistent with CRAs’ methodologies, where GDP per capita is the single most 
important ratio when assessing sovereigns (e.g. Dimitrijevic et al., 2011). 
Furthermore, in Cantor and Packer’s model, the coefficient for GDP is of 
comparable magnitude. In contrast to previous studies (e.g., Cantor and Packer, 
1996; Mora, 2006; Hill et al., 2010), all coefficients have expected signs: GDP 
variables and balances are positively correlated with ratings, while inflation, 
debt and default history decrease creditworthiness. 

Model (2) replicates the estimation in (1), but without country fixed effects. 
There is a noticeable difference in the levels of significance and magnitudes 
for both year indicators and control variables. For example, the coefficient for 
the last year, 2013, is only -1.5 (compared to 2.2), meaning that the model 
without fixed effects would underestimate the conservatism. Furthermore, if 
we were to interpret the fixed effects as proxies for the qualitative country-
specific information CRAs use for their assessments,52 this information seems 
to be of a “negative” nature. This could be explained by an increased level of 
information asymmetry and corruption in developing countries, which have 
become more frequently rated over recent years. I will investigate this 
alternative explanation in Section 4.5. 

Finally, model (3) is estimated using ordered probit. While the coefficients are 
not directly comparable to OLS estimates, they are consistent with the results 
found in other ordered probit estimations of conservatism for US firms: I find 
a decrease of 1.3 notches over my sample period of 20 years, while Blume and 
McKinlay (1998) document a drop of 0.7 notches from 1978 to 1995 for 

                                                      
51 The standardized coefficients are used in Figure 3. 

52 CRAs stress in their methodologies the importance of qualitative information in their 
sovereign assessments as well (Standard and Poor’s, 2008). 
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investment-grade companies and Alp (2013) finds a decrease of 1.6 notches 
from 1986 to 2007. 

4.5. Robustness tests 

4.5.1. Additional variables 

I re-estimate the base-case specification using a variety of additional controls, 
without materially affecting the economic and statistical significance of the 
year indicators. In this section, I describe some of these alternative 
specifications.53 The results are reported in Table 3 and represented graphically 
in Appendix 5; additional robustness tests are reported in Appendix 6. For 
comparison purposes, I include the base specification as model (1) in Table 3. 

First, as discussed in the descriptive section, there might be a “newly rated” 
bias: CRAs might be relatively more conservative when assigning the first 
rating due to greater information asymmetry, especially in the case of emerging 
markets. On the other hand, since the largest part of the rating fee occurs when 
first rated (S&P, 2015), this might lead to “inflated” ratings. In model (2), I 
test this effect by restricting the sample to the countries rated prior to 1993, 
resulting in 731 country-year observations.54 The resulting year coefficients 
are lower in magnitude (e.g. the year coefficient is -1.9 for 2013, while the 
corresponding coefficient in the base-case specification is -2.2), but the 
downward trend of all year coefficients is very similar to (1). In model (3), I 
add a country-specific dummy variable taking the value of one for the first year 
with an available rating for that country. However, the inclusion of these 
variables doesn’t change the time fixed effect coefficients. 

 

 

                                                      
53 I perform a range of additional tests reported in Appendix 6, using alternative measures of 

debt, newly rated issuers, and adding additional variables reported in Moody’s rating 
methodology (Moody’s, 2013).  

54 The composition of this sample is also different, since countries with long rating histories 
have relatively higher ratings and less variation across time, as visible in Fig.1. 
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Table 3. Robustness tests: additional variables 
The table reports several robustness tests. All models are estimated using OLS, the control variables in Table 2 
(not reported) and country fixed effects. Model (1) is the base-case specification from Table II. Model (2) 
reproduces model (1) in Table II for the subsample of sovereigns rated before 1993; Models (3), (4), (5), and (7) 
include additional variables described in Appendix II. Model (6) includes the square terms for GDP growth, debt, 
fiscal and external balances, which, for brevity, are not reported. Standard errors are corrected for 
heteroskedasticity and clustered at country level. *. **. and *** correspond to 10%. 5% and 1% significance 
levels. 

 (1) (2) (3) (4) (5) (6) (7) 

1994  0.251**  0.341**  0.253**    0.247**  0.279**  0.257**  

1995  0.231*  0.215  0.213*    0.227*  0.266**   0.238*  

1996 -0.002 -0.025 -0.030 0.000 -0.012  0.030   0.007  

1997 -0.529 -0.744* -0.534 -0.505* -0.542 -0.509  -0.520  

1998 -0.978** -0.988** -0.981** -0.992*** -0.996** -0.968**  -0.964**  

1999 -1.014*** -0.936** -1.039*** -1.016*** -1.041*** -1.010*** -0.990*** 

2000 -1.103*** -0.965** -1.089*** -1.083*** -1.136*** -1.123*** -1.074*** 

2001 -1.396*** -1.361*** -1.407*** -1.383*** -1.407*** -1.399*** -1.366*** 

2002 -1.315*** -1.291*** -1.323*** -1.345*** -1.341*** -1.304*** -1.285*** 

2003 -1.181*** -1.021** -1.188*** -1.217*** -1.212*** -1.167*** -1.151*** 

2004 -1.034*** -0.743* -1.030*** -1.076*** -1.080*** -1.018*** -1.004**  

2005 -1.067*** -0.927** -1.052*** -1.033*** -1.122*** -1.057*** -1.037**  

2006 -1.333*** -1.317*** -1.316*** -1.303*** -1.398*** -1.298*** -1.302*** 

2007 -1.549*** -1.612*** -1.537*** -1.525*** -1.627*** -1.464*** -1.516*** 

2008 -2.054*** -1.947*** -2.049*** -2.058*** -2.144*** -1.920*** -2.019*** 

2009 -2.196*** -1.853*** -2.163*** -2.192*** -2.304*** -2.058*** -2.162*** 

2010 -1.604*** -1.104** -1.591*** -1.630*** -1.732*** -1.516*** -1.564*** 

2011 -1.726*** -1.389*** -1.702*** -1.749*** -1.871*** -1.648*** -1.685*** 

2012 -1.975*** -1.603*** -1.937*** -2.004*** -2.139*** -1.910*** -1.934*** 

2013 -2.207*** -1.922*** -2.163*** -2.197*** -2.377*** -2.161*** -2.166*** 

GDP per capita  4.437***  4.101***  4.430***  4.457***  4.488***  4.384***  4.455*** 

Real GDP growth  0.070***  0.183***  0.066**  0.052**  0.063**  0.097**   0.070*** 

Inflation -0.187* -0.060 -0.185* -0.115 -0.178* -0.198*  -0.189*  

Government debt -0.030*** -0.031*** -0.031*** -0.033*** -0.031*** -0.025**  -0.030*** 

Fiscal balance  0.072***  0.062**  0.073***  0.064***  0.070***  0.067*** 0.072*** 

External balance  0.066***  0.063*  0.065***  0.070***  0.064***  0.067*** 0.066*** 

Default history -3.032*** -2.714 -3.110*** -2.941*** -3.027*** -2.969*** -3.035*** 

Newly rated      0.654***         

Gov. effectiveness       0.045***       

Bond issues         0.001***     

Quadratic terms           Yes   

Market share             -0.093  

Country fixed effects Yes Yes Yes Yes Yes Yes Yes 

N 1557 731 1557 1479 1557 1557 1557 

adj. R-sq 0.423 0.451 0.427 0.454 0.432 0.430  0.422  

AIC 4636.182 2245.279 4626.065 4348.357 4611.680 4620.058 4638.131  
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Second, given the importance of sovereign governance stressed in CRAs’ 
rating methodologies (e.g., Moody’s, 2013), I collect the World Governance 
Indicators published since 1996 by the World Bank, which aggregate 32 
survey-based and proprietary data sources on six different dimensions: voice 
and accountability, political stability, government effectiveness, regulatory 
quality, rule of law and control of corruption.55 Consistent with CRAs’ rating 
methodologies, government effectiveness has the highest explanatory power 
of the governance indicators. As visible in model (4), the coefficient is highly 
significant and increases the R squared by 3.1% compared to the baseline. 
However, it has no significant impact on the year indicators, and neither do the 
other governance indicators (see Appendix 6).  

Third, I use issue size as a proxy for the revenue-based incentive. He et al. 
(2012) show that issue size, as measured by the amount of securities issued by 
each company, leads to more lenient ratings for the structured finance market. 
As in He et al. (2012), I estimate issue size by collecting all sovereign bond 
issues for each year and country from capital IQ, and dividing them by the total 
amount of issues. As shown in (5), the resulting coefficient is statistically 
significant and of the expected sign but has a small magnitude and little 
influence on the other coefficients.  

Fourth, given the non-linear relation between several factors and ratings, I 
follow Hill et al. (2010) and add quadratic terms for GDP growth, government 
debt and external balance. While the quadratic factors are significant, the 
cumulative magnitude and the explanatory power are similar to the linear 
specification. For brevity, the quadratic coefficients are not reported in model 
(6). 

Last, I test whether competition has any effect on rating standards in model 
(7). Becker and Millbourn (2011) show that CRAs assign inflated ratings in 
industries where Fitch rates more companies. However, their measure does not 
capture the smaller CRAs, which, in the case of the sovereign market, have a 
significant combined market share. Moreover, their measure would not be 
varying in the cross-section for my sample, since Fitch’s market share will be 
the same for all countries. I instead use data on nine CRAs that are rating 
sovereigns, which I collect from the online appendix in Fuchs and Gehring 
(2015). The authors collected the first year of rating for the following CRAs: 

                                                      
55 These indicators range from 0% (worst) to 100% (best). For more details, see Kauffman et al. 

(2011). 
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S&P, CI, Dagong, DBRS, Feri, Fitch, JCR, Moody’s and R&I. Using their 
data, I construct a country-specific yearly indicator by dividing the number of 
CRAs who rated the country in that year by the total possible number, 9. Since 
SEC’s certification as NSRSO is important for regulatory purposes, I also 
compute an alternative variable taking into account the ratings assigned by 
CRAs after they received SEC certification.56 However, none of the market 
share variables are significant. This could be driven by the fact that the fee 
structure is rather fixed in comparison with other rated products, minimizing 
the possibility for rating shopping. 

4.5.2. Model stability 

Equation (1) relies on the strong assumption of coefficient stability over 
time,  which may not be realistic. For instance, CRAs may have become more 
conservative as a result of being criticized for failing to predict sovereign 
crises, or as a result of regulations penalizing them for being too lenient, such 
as the Dodd-Franck Act (as discussed in more detail in Dimitrov et al., 2015). 
A further concern is that the rating methodology may have changed over 
time, i.e. certain factors may have become relatively more/less important. 

To test this, I estimate yearly cross-sectional regressions for each year t from 
1993 to 2013 using the same variables as in model (1): 

Figure 2 shows the standardized coefficients for the explanatory variables for 
all regressions, along with the yearly adjusted R2 values. No factor varies 
substantially over time, with only inflation having relatively lower coefficients 
in the beginning of the period (-0.54 in 1993 compared to around 0.2 from 
1998 onwards), and several of the factors having a “peak” around 2001-2002. 
R2 is remarkably stable across the 20 years (the standard deviation is 0.05). 
Hence, it is unlikely that the increase in conservatism is a consequence of 
changes in rating methodology. 

 

                                                      
56 To exemplify, Albania has been rated by three CRAs in 2010 and hence has a ratio of 3/9; 

however, only two CRAs were certified by SEC at that time, so the NSRSO market share 
would be 3/7, since only 7 CRAs received SEC certification prior to 2013. In Appendix 6, I 
use NSRSO market share instead of all CRAs without any significant change in the output. 

 = + + ′  (2) 



 

144 

Figure 2. Yearly regressions 
The figure displays the coefficients for the variables included in the base-case model (1) for each yearly (cross-
sectional) regression. The dotted line represents the adjusted R2 for the corresponding regression. To further 
test the stability of the year indicators in (1), I estimate an alternative measure of conservatism as the difference 
between actual and predicted rating, similar to Alp (2013). To estimate the predicted rating, I use two alternative 
methods. 

 

To further test the stability of the year indicators in (2), I estimate an alternative 
measure of stringency as the difference between actual and predicted rating, 
similar to Alp (2013). To estimate the predicted rating, I use two alternative 
methods. 

First, I follow Fama and French (1973) by using the averages of the coefficients 
 and  estimated in the yearly regressions in (2) as an input for calculating 

the predicted rating :  

Second, I use the coefficients from the first regression in (2) estimated only for 
year 1993 to compute an alternative fitted value for ratings, 93  : 

I then estimate the difference between actual and predicted ratings for the entire 
period using the two alternative estimations of the predicted rating: 

 = −  (3c) 

     93 = − 93  (3d) 

 = ̅ + ̅ + ′′   (3a) 

 93 = + + ′′′   (3b) 
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As shown in Figure 3, the trends of the base specification estimated using (1) 
and the two predicted ratings are quite similar, meaning that the main 
specification and the downward trend are indeed stable over time.  
 
Figure 3. Year coefficient stability 
The figure compares the year coefficients (year_coeffs) in the baseline specification (1) with the differences 
between the  actual  and  predicted  ratings, where  the predicted ratings were computed using the average 
yearly coefficients (RDFF) and the coefficients estimated using the 1993 values (RD93). 

 

4.5.3. Impact of other time-varying factors 

Another potential limitation of the main specification (1) is that year 
coefficients could capture other time-varying “global” factors, which cannot 
be included in the model since they do not vary across countries. To the extent 
that these factors affect local economies, it is important to control for them. To 
do this, I first use an alternative specification as in Baghai et al. (2014), by 
replacing year indicators with a time trend (1 for 1993, 2 for 1994, etc.):  

 = ′ + ′ + , + + ′  (4) 

where b’ captures the trend in rating conservatism.57 Table 4 displays the 
results for the trend regressions. 

                                                      
57 Since this specification imposes a linear trend on rating standards, it serves solely as a 

robustness test for whether the trend is significant and decreasing.  
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Table 4. Trend regressions 
The table presents the regression output after replacing year indicators with a trend variable. Year trend takes 
values of 1 for 1993 to 20 for 2013. NBER indicator takes value 1 for the periods considered to be US recession 
by NBER. Yield represents the lagged difference between US 10-year treasury bonds rate and 3-month LIBOR. 
All models are estimated using OLS and country fixed effects. Model (2) excludes US, while models (4) and (5) 
exclude both UK and US. 

  (1) (2) (3) (4) (5) 

Year trend -0.097*** -0.099*** -0.100*** -0.120*** -0.120*** 

GDP per capita  4.278***  4.469***  4.351***  4.701***  4.742*** 

Real GDP growth  0.051**  0.061**  0.052**  0.065**  0.062**  

Inflation -0.146 -0.144 -0.168* -0.133 -0.155*  

Government debt -0.030*** -0.031*** -0.031*** -0.033*** -0.034*** 

Fiscal balance  0.050**  0.064***  0.049**  0.063***  0.060*** 

External balance  0.067***  0.065***  0.064***  0.071***  0.068*** 

Default history -3.160*** -3.090*** -3.121*** -3.026*** -3.002*** 

NBER indicator   -0.492***       

World GDP growth      0.028***   -0.110*** 

Yield       -0.135***  0.023*** 

N 1557 1545 1557 1501 1501 

adj. R-sq 0.395 0.412 0.406 0.423 0.429  

AIC 4689.598 4622.122 4663.018 4492.552 4478.052  
 

Model (1) replicates the base specification by replacing the year indicators with 
the year trend. In (2), I follow related literature and add the NBER recession 
indicator (see, e.g., Hill et al., 2010), which takes the value 1 for the months 
classified as recession months by NBER. Since this indicator is a proxy for US 
recession, I use in (3) an alternative variable proposed by IMF as a measure of 
global economic cycles: global GDP growth (IMF, 1998). As an indicator for 
credit availability, I use the lagged yield spread as in, e g, Cantor and Packer 
(1996), Mora (2006) and Hill et al. (2010), measured as the difference between 
the US 10-year treasury bond yield and the 3-month LIBOR (model (4)). 
Finally, model (5) includes both the yield and world GDP growth. To alleviate 
endogeneity concerns, I exclude the UK and the US from models that include 
the yield spread. 

In all specifications, the year trend coefficient changes minimally (-0.097 to     
-0.12) and is approximately equivalent to the year indicator regressions: a 0.1 
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decrease in ratings for each year is equivalent to a difference of 2 notches over 
the 20-year period. This value is very close to the 2013 year coefficient of the 
baseline specification (1), -2.2.  

An important limitation of this approach is the assumption of linearity for the 
year trend, which might obscure the correlation with the other factors. I address 
this concern by regressing the year indicators from equation (1) on the NBER 
recession indicator, global GDP growth, and the lagged yield spread.  

 = + ′′ + ′′  (5) 

where at are the year indicators estimated in (1), Bt are the time-varying global 
factors, and rt are the residuals. Table 5 displays the regression output. I use the 
same control variables as in the trend regressions. 

As opposed to specification (4), where the linear trend eliminated year-to-year 
variation, equation (5) allows me to directly test whether these global factors 
drive my fixed effects. However, since the regression is based on 20 
observations, the results should be interpreted with caution. 

The adjusted R2s are rather low, with the highest being 15.5% for model (4),58 
where I include both GDP growth and the credit spread. I also report the 
residuals, which, given that there are no omitted variables, would be a more 
accurate proxy for rating standards. While the magnitudes are lower relative to 
the original year coefficients, there is still a downward trend. For example, in 
model (2), which includes GDP growth, the residual for 1993 is 1.167, but it 
decreases to -1.041 for the last year, 2013. Therefore, the absolute change for 
the entire period is similar, corresponding to about two notches.  

 

 

 

 

 
 

 

                                                      
58 Compared to the first-stage regressions where it was as high as 95%. 
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Table 5. Second stage regression output 
The table presents the regression output of the second stage model (5), where the dependent variable is the 
year coefficient. NBER indicator takes value 1 for the periods considered to be US recession by NBER. Yield 
represents the lagged difference between US 10-year treasury bonds rate and 3-month LIBOR. World GDP 
growth is calculated in real terms. All models are estimated using OLS with robust standard error. The year 
coefficients in this output are the residuals of the regression rt. 

  (1) (2) (3) (4) 

NBER indicator -0.874***       

World GDP growth 0.012   -0.001 

Yield     0.228** 0.228** 

Residuals         

1993  1.008  1.167  1.289  1.286 

1994  1.259  1.362  1.123  1.125 

1995  1.239  1.294  1.192  1.198 

1996  1.005  1.166  0.875  0.871 

1997  0.479  0.677  0.170  0.162 

1998  0.030  0.231 -0.137 -0.145 

1999 -0.006  0.139 -0.419 -0.422 

2000 -0.095  0.061 -0.019 -0.022 

2001  0.486 -0.188  0.096  0.089 

2002 -0.307 -0.163  0.199  0.198 

2003 -0.173 -0.133  0.263  0.272 

2004 -0.026  0.011 -0.123 -0.115 

2005 -0.059  0.032 -0.449 -0.447 

2006 -0.325 -0.236 -0.759 -0.757 

2007 -0.541 -0.505 -0.556 -0.548 

2008 -0.172 -0.972 -0.612 -0.607 

2009 -0.314 -0.931 -0.693 -0.705 

2010 -0.596 -0.518 -0.197 -0.192 

2011 -0.718 -0.657 -0.580 -0.574 

2012 -0.967 -0.796 -0.663 -0.667 

2013 -1.199 -1.041 . . 

N 21 21 20 20 

adj. R-sq 0.128 -0.045 0.155 0.105 

AIC 46.985 50.779 42.986 44.984 
 

4.6. Sample splits 

As discussed in the introduction, there is both empirical and theoretical 
evidence for cross sectional variation in corporate rating standards. In this 
section, I test whether there is such variation for different groups of sovereigns, 
by taking into account two of the main “culprits” found throughout the 
corporate ratings literature: regulations and information asymmetry.  
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One implication of the theoretical model in Opp et al. (2013) is that rating-
based regulations can lead to changes in rating standards. To test this, I use the 
risk-weighting scheme in the Basel accords as a proxy for regulatory 
restrictions based on ratings. More specifically, the scheme recommends 
certain risk weights as a function of the asset type and a risk criterion; these 
weights are then used as an input for the calculation of minimum capital 
requirements. For sovereign debt instruments, Basel I assigned a 0% risk 
weight to issuers that were OECD members, and 100% to non-OECD members 
(BCBS, 1988). In Basel II, there are instead five risk weights corresponding to 
specific rating groups: 0% for ratings above AA-; 20% for the A group; 50% 
for BBB group; 100% for BB, and 150% for below BB- and unrated 
sovereigns.59 Hence the first sample split follows the risk-weighting criteria 
across time (i.e., the shift from OECD membership to ratings in 2007 when 
Basel II was implemented). Since there are only two possible risk weights prior 
to Basel II, I create two groups: countries with a risk weight below 100% (i.e., 
OECD members prior to 2007 and sovereigns with investment ratings from 
2007 onwards) and above 100% (non-OECD members and sovereigns with 
speculative ratings). The risk weights with their respective coding are 
displayed in Appendix 7. Since Alp (2013) and Baghai et al. (2014) find 
differences in rating standards between investment and speculatively graded 
firms, I also split my sample of countries into these two rating groups, prior to 
2007.  

Secondly, following the arguments developed in e.g. Skreta and Veldkamp 
(2009), I test whether information asymmetry leads to differences in sovereign 
rating standards. In the context of this paper, information asymmetry can be 
associated with less developed countries, since they tend to be more opaque, 
corrupt, and have less reliable macroeconomic data compared to advanced 
economies. Additionally, these countries have a relatively short rating history, 
meaning that CRAs need to put substantially more effort into assessing their 
creditworthiness. While Skreta and Veldkamp (2009) argue that “asset 
complexity” leads to inflated ratings for the MBS market, the outcome might 
be different for sovereign ratings. For example, CRAs may choose to err on 
the conservative side instead of investing additional resources, especially given 
the fact that the revenue generated by sovereign ratings is very low and that 

                                                      
59 As described in more detail in Appendix 7, these risk weights are different for corporate debt, 

thus reinforcing the argument in Cornaggia et al. (2014) that ratings cannot be compared 
across different asset classes. 
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there is a relatively higher reputation cost for assigning lenient ratings.60 To 
test this hypothesis, I split the sample into developed and developing 
economies by using two widely used classifications: OECD membership and 
IMF’s development indicator. 

Table 6 displays the year coefficients for the base-case specification for the 
various groups. The odd numbers represent the “high-quality” groups: (1) with 
a risk weight of below 100%, (3) having an investment rating, (5) being OECD 
members and (7) being classified by IMF as a developed economy. The even 
numbers are assigned to the “low-quality” groups. For a meaningful coefficient 
comparison, I also include the standard errors below the coefficients, and the 
P-values for the differences in the means of the two groups are reported in the 
P (χ2) column.  

At first glance, most year coefficients seem relatively higher for the “low 
quality” groups. More specifically, the two-group difference in the year 
coefficients for 2013 ranges from 33% for the risk weight classification to 13% 
for the IMF classification. However, in order to assess whether these 
differences are significant, I re-estimate the sample splits using seemingly 
unrelated regression (SUR) estimation, which has the advantage of using the 
same covariance matrix when estimating the coefficients for both groups, 
allowing for a consistent comparison of the mean values. As displayed in the 
P (χ2) column, the differences are not statistically significant,61 except for a few 
years. 

This finding is different from Alp (2013) and Baghai et al. (2014), and provides 
evidence that rating standards are consistent for different sovereign groups.62 
Hence, in this case, neither rating-based regulation nor information asymmetry 
seem to affect rating standards.  

 

                                                      
60 This argument is derived from regulations that penalize CRAs for being too lenient, but not 

for being too conservative. 

61 An important aspect to note here is that, even if coefficients have different magnitudes, they 
also have proportionally different standard errors, resulting in low Chi-test values. 

62 They do not report standard errors or p-values for differences in mean coefficients. 
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4.7. Is conservatism justified?  

4.7.1. Bond market implications  

So far, I have shown that ratings have become more conservative over the last 
20 years and that this conservatism seems to be unrelated either to observable 
sovereign-specific characteristics or to global economic patterns. If this is 
indeed the case, bond markets would take this conservatism into account when 
pricing debt (Baghai et al., 2014), and hence conservatism would also explain 
credit spreads, above and beyond the explanatory power of rating levels. 
Furthermore, to the extent that the bond market perceives this conservatism as 
not justified, it would “undo” its effects on the spread, i.e., strictly rated 
countries would have lower credit spreads relative to the loosely rated ones, 
given the same rating.  

Similarly to Baghai et al. (2014), I use one of the conservatism measures 
calculated in (4), RD93it, as explanatory variable, in addition to the current 
rating level, in the following equation:  

 = ′′′ + 93 + + ′′′ + ′′′  (6) 

where Spreadit is the difference between US treasury 10-year bond and the 
sovereign bond yield,63 and RD93it is the difference between actual and 
predicted ratings as described in (4), Rit is the current rating level, and Si are 
sovereign-specific fixed effects. For robustness, I also estimate (6) using  
RDFFit instead of RD93it. The results are displayed in Table 7. 

 

 

 

 

                                                      
63 I collect the data for plain, fixed-coupon bonds with a 5-year maturity from Bloomberg, on a 

yearly basis from 1993 to 2013, resulting in 742 country-year observations. Since all bonds 
are of the same type, I don’t use additional control variables; any other sovereign-specific 
variables are controlled for using fixed effects.  
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Table 7. Effect of conservatism on bond spreads 
The table displays the regression output for the credit spread models. The dependent variable is the difference 
between US T-bill and the 5-year sovereign bond spread. Rating represents the current sovereign rating level, 
while “Conservatism” is the difference between the actual and the predicted rating. In (1), conservatism is RD93 
(predicted rating is calculated using the coefficients from the 1993 year regression), while in (2) it is RDFF 
(predicted rating is computed using the average of all yearly regressions' coefficients). Country and period fixed 
effects are included. Errors are clustered at country level and corrected for heteroskedasticity. 

  (1)  (2)  

Conservatism  0.255*  0.191** 

Rating -1.198** -1.080* 

N 742 742 

adj. R-sq 0.186 0.198 

AIC 3625.253 3613.5 
 

As expected, ratings are significant and negatively correlated with credit 
spreads. More importantly, bond markets seem to regard parts of the 
conservatism as unjustified, since they “undo” about ¼ of its effect (i.e., the 
coefficient for conservatism is roughly 20% of the ratings coefficient, and of 
the opposite sign). This effect is quite similar to the one found in Baghai et al. 
(2014) and Alp (2013), who find that roughly one-third of the conservatism is 
reversed when pricing corporate debt spreads.  

4.7.2 Time variation of default rates 

Could it be that sovereign risk increased over time, due to various factors such 
as technological development, globalization, increasingly competitive 
business environment, etc.? In this case, the trend may simply reflect an 
increase in riskiness over time for the very same ratios: it is possible that a 60% 
debt-to-GDP ratio is riskier today, as opposed to 20 years ago. If this is the 
case, an increase in conservatism would be justified. I test this by investigating 
the time variation of sovereign default rates. 

The definition of sovereign default is less straightforward than for firms, being 
at times context- and instrument-specific. The definition varies among CRAs 
and there is a distinction between foreign and domestic debt. For my analysis, 
I use S&P’s broader definition of default for foreign debt,64 where a sovereign 
default occurs when the central government fails to pay the scheduled debt 
service on the due date or tenders an exchange offer of new debt with less-

                                                      
64 Since I look at foreign sovereign ratings, only foreign debt-related defaults are of interest. 
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favorable terms than the original issue. Furthermore, S&P only takes into 
account debt held outside the public sector (e.g., failure to pay back an IMF 
loan is not considered a default), while the amount owed per se is irrelevant.65  

Following this definition, I collect data on sovereign defaults from Bank of 
Canada’s database described in Beers and Nadeau (2014). The dataset contains 
detailed data on central government debt defaults for 143 countries over 30 
years and is much more comprehensive than IMF and WDI debt data. 
Furthermore, the dataset includes a breakdown of defaulted debt by type of 
creditor and currency: (a) Paris Club; (b) Other official creditors;(c) IMF; (d) 
FC bank loans; (e) FC bonds; (f) other private debt and (g) LC debt. Therefore, 
I can easily disentangle the type of debt relevant for S&P’s definition of 
default: foreign currency private debt (categories d, e and f). 

Figure 4 displays historical data on sovereign defaults, both in terms of number 
of sovereigns (Panel A) and in terms of value of defaulted debt relative to world 
GDP (Panel B). 

Both the number of defaulted countries and the amount of defaulted foreign 
debt exhibit downward trends over time, indicating that my results are not 
driven by an increase in sovereign debt riskiness.  

 

                                                      
65 I got this information from an S&P consultant. 
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Figure 4. Time variation of total sovereign defaults  
Panel A shows the number of sovereign issuers who defaulted on either foreign currency loans or bonds as 
reported in Standard & Poor’s (2006). Panel B displays the ratios of total defaulted public debt, respectively 
foreign currency private debt, relative to world GDP; the data is calculated from Bank of Canada’s database 
described in Beers and Nadeau (2015). 
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I further investigate whether this trend holds in a multivariate setting. As in 
Baghai et al. (2014), I test the relation between the year trend (as defined in 4) 
and the default frequencies for various rating groups, after controlling for 
business cycles. I estimate rating-specific default frequencies using S&P’s 
“static pools.”66 These “static pools” represent a mapping of predicted default 
probabilities for each broad rating group with non-zero default frequencies. 
Each year, these default probabilities are estimated for up to 15 years ahead. 
As an example, for a sovereign rated BBB in 2002, the default frequency is 0% 
for one year ahead (2003), 6.3% for two years ahead, etc. Since these matrices 
are triangular (i.e., for ratings assigned in recent years, the time horizon is 
shorter), I average the default frequencies across all time horizons in order to 
obtain enough observations for my entire sampling period.67 Appendix 9 
exemplifies the static pool for the BBB group, and the average default 
probabilities I calculated for each year. I regress these default frequencies for 
each of the lower rating groups (A, BBB, BB, B and below CCC) against the 
year trend, while controlling for other global economic conditions by using 
inflation-adjusted world GDP growth.68 The output is reported in Table 8. 

 

Table 8. Default rates over time 
The dependent variable is the average default probability over all time horizons for each broad rating group. The 
default probabilities corresponding to ratings for CCC group and below are grouped together due to data 
limitations. Global GDP growth represents the inflation-adjusted annual GDP growth rate aggregated for all 
countries. Trend takes value 1 for first year of the sample, 2 for the second, etc. Errors are corrected for 
heteroskedasticity. 

Variable A BBB BB B <CCC 

Global GDP growth -0.155 0.243 0.418 -0.805 7.816 

Year trend 0.076 -0.473*** -0.729*** -1.520*** 1.472 

N 23 23 23 20 13 

R-sq 0.158 0.410 0.544 0.744 0.142 

 

 

                                                      
66 These data are available on Ratings Direct, in “Sovereign Rating and Country T&C 

Assessment Histories” reports. 

67 S&P’s time horizons in these matrices range from 0 to 15 years over a time span from 1992 
to 2014, meaning that until year 2000 I would have the average of 15 values (2014-15), while 
in 2014 I have only one value. 

68 I also test adding more control variables measuring the global macro environment in Appendix 
8, with no material changes in the trend coefficients. 
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For BBB, BB and B rating groups the trend is significant and negatively 
correlated with default rates. While the sample size is too small to lead to any 
robust statistical inferences, the results suggest that the increase in 
conservatism is not consistent with increases in actual sovereign defaults on 
foreign debt.  

4.8. Conclusion 

By using several measures of conservatism, I find that sovereign rating 
standards have become increasingly stricter over time, displaying a similar 
trend to corporate rating standards. More specifically, I find that a country with 
the same credit risk would receive in 2013 a rating that is up to 2.2 notches 
lower (i.e., AA+ to AA-) relative to 1993. 

This finding is robust to including a range of control variables measuring both 
country-specific and global factors that could impact credit risk, as well as 
factors that may be relevant for the accuracy of the rating process, such as 
information asymmetry, competition or regulatory reliance.  

Having established that my measure of conservatism is not biased by various 
omitted variables, I also show that the bond market, as well as the actual default 
rates, are consistent with the concept of increasing conservatism over time. 
First, the bond market seems to “undo” about 20% of the effect of conservatism 
when pricing sovereign debt, which would not make sense if the ratings 
accurately reflected their credit risk. Second, by using a new, detailed dataset 
compiled by Bank of Canada, as well S&P’s rating-specific predicted default 
frequencies, I show that default rates have been decreasing over time. This 
decrease is persistent even after controlling for changes in the global economic 
environment.  

Lastly, in contrast to previous studies on corporate ratings, I find that rating 
standards do not vary cross-sectionally. There are no significant differences 
between developed and developing countries, nor between the speculative and 
the investment rated sovereigns. I conclude that factors found to influence the 
rating process, such as information asymmetry and regulatory reliance, do not 
have a distorting effect for sovereign ratings. 

The Eurozone crisis, as well as the reactions following more recent 
downgrades of several developed countries, are clear proof of the far-reaching 
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effect of sovereign rating changes. While a corporate rating change will affect 
its investors, customers and suppliers, a sovereign rating change will affect the 
entire economic and business environment (given that the sovereign “ceiling 
rule” is still de-facto implemented). Bearing this in mind, my findings are 
important and economically relevant. However, since my measure of 
conservatism (which is estimated by using the same method as in prior research 
on credit ratings) fundamentally depends on the model specification, more 
research is needed to confirm whether CRAs are indeed systematically biased 
in their sovereign rating assessments.   
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Appendices 

Appendix 1. Sovereign rating scale 
The appendix displays the coding of the dependent variable and the frequencies for each value. The dashed 
line separates the investment- from the speculative-graded rating groups. 

Rating number 
(fine) 

Rating number 
(broad) 

S&P foreign 
currency rating 
scale 

Country-year 
observations 

Frequency 

21 8 AAA 300 15.50 

20 7 AA+ 96 4.96 

19 7 AA 87 4.50 

18 7 AA- 80 4.13 

17 6 A+ 62 3.20 

16 6 A 124 6.41 

15 6 A- 103 5.32 

14 5 BBB+ 81 4.19 

13 5 BBB 91 4.70 

12 5 BBB- 125 6.46 

11 4 BB+ 115 5.94 

10 4 BB 123 6.36 

9 4 BB- 135 6.98 

8 3 B+ 167 8.63 

7 3 B 130 6.72 

6 3 B- 80 4.13 

5 2 CCC+ 16 0.83 

4 2 CCC 4 0.21 

3 2 CCC- 2 0.10 

2 2 CC 3 0.16 

2 2 C 0 0.00 

1 1 SD/D 11 0.57 

    Total 1935 100 
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Appendix 6. Robustness tests: additional variables 
The table reports additional robustness tests. All models are estimated using OLS and country fixed effects, and 
include the control variables for the baseline specification (for comparison, year coefficients for this specification 
are reported in the first column, which is the same as in Table 2. In (2), I use the market share of all SEC-
approved rating agencies (NSNROs). (3) reports the year coefficients of a specification where I add indicator 
variables for the specific year when the sovereign was first rated (for brevity, the coefficients for each of these 
variables are not reported). In the fourth column, I add several variables mentioned in the rating methodology or 
used in prior research: external debt relative to GDP, an indicator variable taking the value 1 if the country’s 
currency is traded, and a measure of foreign reserves relative to exports. Lastly, I include all the World 
Governance Indicators (survey-based measures for various government governance aspects), described in 
detail in e g Kaufmann et al. (2011). Standard Errors are corrected for heteroskedasticity and clustered at country 
level. *, **, and *** correspond to 10%, 5% and 1% significance levels. 

 (1) (2) (3) (4) (5) 

1994  0.251** 0.184 0.258** 0.296    

1995  0.231* 0.152 0.231* 0.412    

1996 -0.002 -0.086 0.057 0.163    0.000 

1997 -0.529 -0.617 -0.576 -0.501    -0.474* 

1998 -0.978** -1.092*** -0.976** -1.087*   -0.860*** 

1999 -1.014*** -1.146*** -1.026*** -1.127**  -0.909*** 

2000 -1.103*** -1.243*** -1.082*** -1.140**  -0.914*** 

2001 -1.396*** -1.546*** -1.420*** -1.423*** -1.179*** 

2002 -1.315*** -1.474*** -1.305*** -1.296*** -1.178*** 

2003 -1.181*** -1.335*** -1.249*** -1.044**  -0.958*** 

2004 -1.034*** -1.197*** -1.020*** -0.834*   -0.795** 

2005 -1.067*** -1.232*** -1.021*** -1.016**  -0.742** 

2006 -1.333*** -1.509*** -1.284*** -1.243**  -1.011*** 

2007 -1.549*** -1.817*** -1.511*** -1.480*** -1.221*** 

2008 -2.054*** -2.330*** -2.003*** -2.024*** -1.741*** 

2009 -2.196*** -2.469*** -2.146*** -2.158*** -1.828*** 

2010 -1.604*** -1.878*** -1.550*** -1.496*** -1.287*** 

2011 -1.726*** -2.001*** -1.670*** -1.686*** -1.387*** 

2012 -1.975*** -2.261*** -1.916*** -1.950*** -1.640*** 

2013 -2.207*** -2.494*** -2.144*** -2.103*** -1.824*** 

Share SEC    0.696       

Rating_1994 – Rating_2013      YES   

External debt/GDP        -0.003 

Traded currency        -0.303   

Foreign reserves/exports        -0.119   

Accountability index      

Corruption index     0.006 

Government effectiveness index     -0.007 

Rule of law index     0.024** 

Regulatory strength index     0.023 

Government stability index     0.025** 

N 1557 1557 1557 1238 1478 

adj. R-sq 0.423 0.424 0.430 0.451    0.473 

AIC 4636.182 4633.501 4624.215 3778.365    4298.344 
 

 

 



 

169 

Appendix 7. Basel risk-weighting scheme 
The appendix compares the risk-weighting scheme for claims on sovereigns and corporates for Basel I and II. 
The dates in brackets represent the implementation period. The last column describes the group coding 
according to the risk weighting. 

 
Risk weight Sovereigns Corporates Variable code 

Basel I 
(1988) 

0% OECD member - 0 

100% non-OECD all  1 

Basel II 
(2007/2008) 

0% AAA to AA- - 0 

20% A+ to A- AAA to AA- 0 

50% BBB+ to BBB- A+ to A- 0 

100% BB+ to B-; not rated BBB+ to BBB-; not rated 1 

150% below B- below BB- 1 

 

 

Appendix 8. Default rates over time – other global factors 
The appendix reports the output from the specification in Table 8, after adding several macroeconomic 
aggregates for the world economic/credit climate collected from the World Bank: GDP growth, net flow of stocks 
relative to GDP, total unemployment relative to available labor force, trade flow relative to GDP, and inflation 
rate. The variable of interest, trend, takes value 1 for first year of the sample, 2 for the second, etc. The 
dependent variable is the average default probability over all time horizons for each broad rating group. The 
default probabilities corresponding to ratings for CCC group and below are grouped together, due to data 
limitations. Errors are corrected for heteroskedasticity.  *, **, and *** correspond to 10%, 5% and 1% significance 
levels. 

Variable  A BBB BB B <CCC 

Trend 0.205 -0.579* -1.055* -1.789** -15.364*   

GDP growth 0.022 -0.199 -0.141 -0.525 -0.111    

Stocks  -0.036*** -0.041 -0.070* -0.070* 0.113    

Unemployment 1.771 -3.651 8.424 0.758 113.044    

Trade -0.150 0.009 0.602 0.690 21.431*   

Inflation 0.285 -0.230 -0.242 0.460 -30.935**  

N 21 21 21 19 12 

adj. R-sq 0.512 0.543 0.628 0.642 0.041    
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Chapter 5.  
Tightening credit standards: the 
importance of common trends 

5.1. Introduction 

Between 1980 and 2009, the average corporate credit rating for US non-
financial companies has been steadily declining (see, e g, Alp, 2013). While 
this trend has been initially attributed to a deterioration in the rated issuers’ 
credit quality (e.g., Lucas and Lonski, 1992), more recent research suggests 
that this may be the outcome of increasing conservatism over time (Blume et 
al., 1998; Alp, 2013; Baghai et al., 2014). The increase in conservatism implies 
that CRAs assign lower ratings over time, for reasons unrelated to companies’ 
credit risk. Accordingly, a company with the same level of creditworthiness 
would receive a relatively lower rating today, relative to, say, 20 years ago.  

For measuring conservatism, the aforementioned papers model ratings as a 
function of several company-specific variables, and interpret the unexplained 
time variation (captured by year fixed effects) as indicative of the level of 
conservatism in each period. While this variation is monotonically decreasing 
over time, interpreting this trend as conservatism seems far-fetched, from both 
an economic and an econometric perspective.  

Firstly, none of the papers on conservatism suggests a plausible explanation 
for why conservatism increases over time. While CRAs might be more 
scrutinized today relative to 20 years ago, existing research on CRA incentives 
does not offer any arguments supporting a monotonic increase over time in 
conservatism. For example, Opp et al. (2013) show that the increasing 
prevalence of rating-contingent regulation over time, combined with 
increasing asset complexity, leads to an incentive to assign more lenient 
ratings. Sangiorgi and Spatt (2009) suggest that increased competition may 
lead to rating inflation, since the companies paying for their rating will choose 
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the best offer (the so-called “rating shopping”). Bar-Isaac and Shapiro (2013) 
show instead that rating quality is countercyclical, i.e., CRAs are more likely 
to issue less accurate ratings in good times, when fee-income is high and 
default probabilities are low.  

Secondly, interpreting the unexplained time trend as a proxy for conservatism 
relies on the strong assumption that there is no confounding time variation 
from either omitted or existing variables. As long as the time trend is included 
in the same model with other variables with a similar time pattern, it will 
capture the time variation in the rating, which may be due to trend in both 
observed and omitted time-varying variables, making it impossible to 
disentangle conservatism from other time-varying factors. 

In order to investigate whether the time pattern in ratings depends on pure 
conservatism or whether it mainly reflects the reaction of the CRAs to the 
existing trend in variables that affect firms’ credit risk, I revisit the most recent 
findings in Baghai et al. (2014), by using a two-step approach instead of the 
standard one-step fixed effects panel estimation. In the first step, I estimate a 
panel regression of rating on all the firm-specific and macroeconomic variables 
used in Baghai et al. (2014), but without including year effects. In the second 
step, I analyze the time pattern existing in the residual obtained in the first step. 
By orthogonalizing ratings to all the explanatory variables, I can separate the 
trend component related to creditworthiness from the one related to other 
unobservable factors, such as conservatism. Since the unexplained time trend 
in the credit rating may also depend on omitted variables, I also investigate 
whether adding other variables that have been changing over time, such as 
various measures of accounting quality (Givoly et al., 2017; Jorion et al., 2009) 
or macroeconomics (Baghai et al., 2014), can explain the remaining time trend. 

I find that several of the existing variables, namely interest coverage, 
profitability, size, convertible debt, rent expense, PPE (plant, property and 
equipment) and CAPEX (capital expenditures) explain most of the variation in 
the time trend. More specifically, the remaining (unexplained) trend coefficient 
after controlling for the firm-specific variables is only 0.02, which is less than 
20% of the original coefficient in, e g, Baghai et al. (2014), 0.12. Furthermore, 
I find that the included macroeconomic variables have a statistically 
significant, but modest, impact on the time trend (which decreases further to 
0.016), while the proxies for accounting quality do not have any significant 
impact. Lastly, I propose an alternative approach to assess conservatism by 
testing whether the weights of the relevant accounting variables have been 
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changing over time by running yearly cross-sectional regressions (similarly to 
the first step in Fama and McBeth, 1973), and I find that the coefficients for 
most of the variables used in Baghai et al. (2014) do not exhibit any time trend. 
This finding doesn’t support the conservatism argument, since more 
conservative ratings would imply assigning a lower weight to “positive” 
factors (e.g., investment, size), and a relatively larger weight for the “negative” 
ones (e.g., leverage, risk). 

While the remaining variation in the time trend may be indeed caused by 
increased conservatism, my findings suggest that other methods might be more 
suitable for assessing its true magnitude. Given that Blume et al. (1998), Alp 
(2013) and Baghai et al. (2014) have been cited very frequently and that their 
research was also used by regulators and policy-makers (Jorion et al., 2009), 
this can be an important contribution to the literature. 

The remainder of this paper proceeds as follows. In Section 5.2, I present a 
more detailed literature review. In Section 5.3, I describe the dataset and 
variables. The empirical method and model are presented in Section 5.4, and 
the results are presented and discussed in 5.5. Finally, Section 5.6 provides a 
concluding discussion. 

5.2. Literature review and conceptual framework 

This paper builds mainly on the narrow research strand focused on the changes 
in rating standards over time, while also relating to the literature about the 
effect of the accounting and macroeconomic factors on credit risk and credit 
ratings.  

By using a sample of investment-rated companies, Blume et al. (1998) are the 
first to suggest that the decrease in the average corporate ratings is not a mere 
reflection of an overall increase in companies’ credit risk, but is – at least 
partially – the result of a systematic change in rating standards. More 
specifically, by interpreting the year fixed effects in a panel ordered probit 
estimation as a proxy for conservatism, they find that a company with the same 
creditworthiness would be rated approximately a notch less (e.g., from AA+ to 
AA) in 1995 relative to 1978, ceteris paribus. The intuition behind their 
analysis is that, as long as all the relevant company and market-specific control 
variables are included and as long as their relative impact is stable over time, 
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the year indicators can be interpreted as a proxy for rating standards. Several 
years later, Alp (2013) replicates the model in Blume et al. (1998). She also 
finds that ratings have become more conservative for investment-grade rated 
companies. However, she finds the opposite pattern for speculative issuers, 
which is more difficult to explain – why would CRAs be more lenient with 
higher-risk companies? Lastly, Baghai et al. (2014) re-specifies the model in 
Alp (2013) by adding company fixed effects and using OLS instead of ordered 
probit.69 In contrast to Alp (2013), they find that both investment- and 
speculative-rated companies seem to receive more conservative ratings over 
time. Furthermore, they show that this increase in conservatism has a 
statistically and economically significant impact on capital structure, 
suggesting that CRA behavior has a real effect on companies’ long-term 
performance. While these three papers have a consistent overall result, which 
they interpret as an increase in conservatism, the validity of their conservatism 
measure relies on a strong and unrealistic assumption: that there are no omitted 
variables “hidden” in the year indicators (which thus correlate with both ratings 
and other company-specific variables). I explore, and test, this assumption, by 
extending the model in Baghai et al. (2014) with additional variables which, 
according to prior research, exhibit a secular time trend.  

The first group of such variables are company-specific ratios (measuring either 
financial or market data). A well-known such variable is cash holdings. In an 
influential paper, Bates et al. (2009) attempt to explain the dramatic increase 
over time in cash-to-assets ratio for US industrial firms by showing that cash 
flows have become riskier, while companies have become increasingly R&D 
intensive over time. Another relevant empirical finding is that idiosyncratic 
risk has increased over time. Campbell et al. (2001), among others, attempt to 
identify the cause of this increase by using volatility decomposition models, 
and find that firm-level volatility accounts for the greatest proportion of the 
variation, while market volatility exhibits the strongest time trend. They show 
that the volatility measures are countercyclical and tend to lead GDP growth, 
but they emphasize that their results are descriptive rather than causal. By using 
a similar method, Ferreira and Gama (2005) instead show that industry risk has 
changed over time, with more assets needed to achieve the same level of 

                                                      
69 Using fixed effects with ordered probit is problematic due to the incidental parameter problem 

(Lancaster, 2000). Since the interpretation of the year coefficients depends crucially on 
controlling for all relevant rating determinants, including company fixed effects is very 
important in this context (Baghai et al., 2014). 
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diversification. While it is difficult to disentangle empirically the exact causes 
for structural changes in accounting or market variables, previous research 
seems to agree on the fact that there is an overall increase in risk over time. In 
an influential keynote speech, Rajan (2006) suggests that technological 
advances in finance and increasing integration and sophistication of financial 
markets encourage risk-taking behavior, suggesting that, under certain 
conditions, companies and economics are more exposed to financial turmoil 
today than they were in the past. If this is true, then the decrease over time in 
average ratings may be a mere reflection of this increase in riskiness, which 
cannot be captured solely by a handful of financial ratios.  

Even if the rating model did include all relevant variables (and hence capture 
their time variation), a further concern is whether the information content of 
those variables changed over time. Jorion et al. (2009) show that changes in 
accounting quality (measured by discretionary accruals) can explain much of 
the variation in the year indicators in Blume et al.’s (1998) rating model for 
investment-grade rated companies, but not for the speculative rated ones. 
Franzen et al. (2007) show that the increase in R&D intensity over time has 
altered the information content of several accounting variables that are 
commonly used in default prediction models. Givoly et al. (2017) focus on 
accounting measures relevant for debtholders, and show that they have actually 
become more informative over time. On the other hand, Beaver et al. (2005) 
show that changes in accounting standards, discretionary reporting, and 
changes in unrecognized/intangible assets over time affected only to a minor 
extent the predictive power of the bankruptcy model they used.  

An overall change in riskiness could also be correlated with secular changes in 
macroeconomic variables. Givoly et al. (2017) show that reporting quality 
becomes more important in times when GDP growth is low. An extensive body 
of research has shown that credit risk is cyclical (e.g., Koopman et al., 2005; 
Allen and Saunders, 2002), which makes sense economically, since credit 
supply and demand rise in good times and shrink in recessions. At the same 
time, there are several macroeconomic variables that have been steadily 
increasing or decreasing over time. Inflation, for instance, has been decreasing 
since 1980. While at first glance this may sound like a positive development, 
lower inflation results in a lower cost of debt, which may trigger an increase in 
leverage. Furthermore, a similar type of argument can be made for interest 
rates, which have been decreasing since the 1980s. Aggregate measures such 
as money supply and loans outstanding, which exhibit strong secular trends, 
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have been included as growth rates in credit risk models (e.g., Koopman and 
Lucas, 2005). While this has been done in order to isolate secular from cyclical 
patterns, the trend in the year indicators may reflect the secular trends in these 
variables instead. CRAs claim to rate “through the cycle,” which implies that 
ratings should not be affected by short-term fluctuations in the economic 
environment since that would compromise rating stability (Standard and 
Poor’s, 2008). This means that ratings should be relatively insensitive to 
cyclical developments. At the same time, secular changes in ratings may co-
vary with more long-term macroeconomic trends. Research on whether or not 
ratings are influenced by cyclical movements yielded mixed results. Ferri et al. 
(1999) show that sovereign ratings were excessively pro-cyclical during the 
Asian crisis, while Mora (2006) shows that this result disappears once a longer 
time period spanning the crisis is included in the analysis. When it comes to 
corporate ratings, most of the related research focuses on transition matrices. 
Nickel et al. (2000) and Bangia et al. (2002) show that rating transitions depend 
on the business cycle. In contrast, Amato and Furfine (2004), which is the only 
paper to include business cycle indicators in a rating model, find no evidence 
of excess pro-cyclicality.  

5.3. Data 

Data calculations and variable definitions follow Baghai et al. (2014), Jorion 
et al. (2009) and Givoly et al. (2017). The resulting sample is an unbalanced 
panel ranging from 1985 to 2016, and consisting of 2425 companies. 
Accounting variables are collected from Compustat’s annual database, while 
the market data are collected from CRSP. Macroeconomic data is collected 
from FRED, CBOE, the U.S. Bureau of Labor Statistics and Robert Shiller’s 
public database.70 

5.3.1. Ratings 

Rating data is collected from the monthly Compustat Ratings database. Since 
the analysis is performed on an annual basis, the end-of-year rating is 

                                                      
70 http://www.econ.yale.edu/~shiller/data.htm 
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selected.71 As in prior literature (e.g. Blume et al., 1998; Amato and Furfine, 
2004), S&P domestic long-term issuer credit rating is chosen, and financial 
(SIC 6000-6999), utility (SIC 4900-4999) and governmental (SIC>9000) 
companies are excluded (Baghai et al., 2014).  

To estimate the regression models, I translate the ratings into a numerical scale, 
starting with 1 for the highest rating (AAA) to 21 for C, meaning that the rating 
variable is positively correlated with an increase in default risk.72 Table 1 
contains the average rating for each year, as well as the corresponding number 
of observations for the full sample, which sums up to 41,581 company-year 
rating observations.  

Consistent with previous research, there is a decrease in the average ratings 
over time. The total decrease from 1985 until 2016 corresponds to about 2 
notches, from BBB to BB+. However, during more recent years, which have 
not been included in previous research, there is virtually no change in the 
average rating.73 Since prior related research focused on the period before the 
2009 financial crisis, it is interesting to investigate an extended timeframe. 

A decrease in the average rating can be a consequence of many factors, such 
as a change in the average creditworthiness of rated companies, changes in the 
sample (in 1985, there are only 830 rated companies in the sample, whereas in 
2016 the sample size increases to 1293), or, simply, an increasingly risky US 
market. If the downward trend in ratings is indeed caused by conservatism, one 
would expect an increasing number of downgrades over time and a decrease in 
the number of upgrades. Figure 1 displays the average frequency of 
downgrades (panel A) and upgrades (Panel B). In order to control for any 
sampling differences or rating conservatism for newly rated issuers, I estimate 
the frequencies for both the entire (unbalanced) sample, and for a balanced 
sample of 150 companies that have been rated between 1985 and 2016. 

                                                      
71 To avoid errors caused by differences between fiscal and calendar years, all the variables are 

selected according to their calendar point in time. 

72 The full rating scale with its corresponding numeric scale is displayed in Appendix 1.  

73 Baghai et al. (2014) has the longest sample, from 1985 to 2009.  
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Table 1. Average and number of ratings by year 
This table contains the average and number of ratings for each year. The second column represents the rating 
group corresponding to the rounded numeric average in the first column. The last column refers to the selected 
sample of companies with available rating data. 

Year Numeric average  Rating group Rated companies 

1985 9.000 BBB 830 

1986 9.871 BBB- 981 

1987 10.181 BBB- 1055 

1988 10.282 BBB- 1039 

1989 10.143 BBB- 998 

1990 9.991 BBB- 935 

1991 9.683 BBB- 888 

1992 9.639 BBB- 920 

1993 9.761 BBB- 1025 

1994 9.904 BBB- 1072 

1995 9.930 BBB- 1150 

1996 10.080 BBB- 1271 

1997 10.330 BBB- 1418 

1998 10.545 BB+ 1604 

1999 10.676 BB+ 1630 

2000 10.847 BB+ 1638 

2001 10.901 BB+ 1598 

2002 11.077 BB+ 1565 

2003 11.143 BB+ 1576 

2004 11.207 BB+ 1587 

2005 11.240 BB+ 1587 

2006 11.328 BB+ 1544 

2007 11.460 BB+ 1486 

2008 11.467 BB+ 1378 

2009 11.453 BB+ 1315 

2010 11.357 BB+ 1355 

2011 11.343 BB+ 1360 

2012 11.348 BB+ 1355 

2013 11.312 BB+ 1369 

2014 11.314 BB+ 1395 

2015 11.340 BB+ 1364 

2016 11.311 BB+ 1293 

Total 10.774 BBB- 41581 
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Figure 1. Average frequencies of rating changes over time 
Panel A shows the  average  frequencies  of  downgrades (relative to the total number of rated companies) for 
each year, while  Panel B  shows  the  corresponding  frequency for upgrades. The continuous  line  takes into 
account all rated companies, while the dotted line represents the rating change frequencies for 150 companies 
with a rating for the entire period. 
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For both samples and rating actions, the time pattern is cyclical rather than 
secular, i.e., there is no monotonic increase or decrease over time. Instead, the 
frequency of downgrades peaks during the 2009 financial crisis (16%), while 
the number of upgrades is the lowest during the 2001 bubble (2%). Therefore, 
the upgrade-to-downgrade ratio has no discernible trend, and therefore does 
not support the idea of the increased conservatism.  

5.3.2. Financial variables 

As in Baghai et al. (2014), in my main specification, I use the following firm-
specific variables: (1) EBITDA to interest expense (INT_COV);74 (2) 
profitability, measured as EBITDA/sales (PROF); (3) volatility of profitability, 
measured as the standard deviation of (2) over a 4-year period (VOL); (4) 
leverage measured as total debt to assets (LEV); (5) total debt relative to 
EBITDA (D_EBITDA); (6) dummy taking the value of 1 if EBITDA is 
negative and 0 otherwise (N_EBITDA); (7) convertible debt divided by total 
assets (CD); (8) log of real assets (SIZE); (9) cash divided by total assets 
(CASH); (10) Net Plant, Property and Equipment divided by assets (PPE); (11) 
rent expense relative to assets (rent); (12) Capital expenditures relative to 
assets (CAPEX); (13) beta, computed by using a market-model regression 
estimated using CRSP value-weighted index (BETA) and (14) idiosyncratic 
risk, estimated as the root mean squared error of the market-model regressions 
(ID_RISK). All variables are winsorized at 1% and 99%. 

The first seven ratios measure three factors central to CRAs’ rating 
methodology: interest coverage, profitability and leverage (e.g., Standard and 
Poor’s, 2008). Furthermore, since the debt-to-EBITDA ratio has a non-
monotonic relationship with default risk,75 I follow Baghai et al. (2014) by 
using a dummy variable for negative EBITDA (6), which should be positively 
correlated with credit risk. Size, on the other hand, has been shown to be the 
most significant explanatory variable for rating models, which is not surprising 

                                                      
74 To reduce the influence of outliers, Blume et al. (1998) and Alp (2012) create a piecewise 

linear function from the raw interest coverage ratio. However, I follow Baghai et al. (2014) 
and instead use the winsorized version of the raw variable. In the first column of Appendix 
3, I instead use the variable calculated as a piecewise linear function, but the results remain 
qualitatively similar. 

75 When debt/EBITDA is positive, it also has a positive correlation with default risk; however, 
negative debt/EBITDA is associated with a higher default risk. 
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given that big companies are more stable and diversified (Shivdasani and 
Zenner, 2005). Cash reserves can indicate a stable company, as common 
intuition suggests, but they can also exist for precautionary reasons (Bates et 
al., 2009), and hence the relation between cash and ratings is not as 
straightforward. Variables 10, 11 and 12 measure asset tangibility, which 
indicates generally safer investments. Lastly, several papers (e.g., Hoberg and 
Prahbala, 2009) show that equity risk has changed over time. Since equity risk 
can be either systematic (market-specific) or idiosyncratic, both firm-specific 
betas and standard errors from market model regressions are included as 
control variables (13, 14).  

Table 2 displays the yearly averages for these variables for the full sample of 
rated companies. Furthermore, in order to quantify the extent to which these 
variables exhibit a secular pattern, in the last row I compute the correlation 
between each specific variable and a linear trend (taking the value of 1 for 1985 
up to 32 for year 2016).  

The averages are very similar to Baghai et al. (2014), who briefly mention that 
several variables exhibit a visible trend over time. The last row suggests though 
that many of the variables are strongly correlated with the time trend: interest 
coverage, profitability, size, convertible debt, rental expense, and PPE all have 
correlation coefficients of over 80% (in absolute value). This suggests that 
there is a secular trend common to many of the variables, which might be 
captured by a time variable, as I will discuss in more detail in Section 5.5.1. 
Some of these trends have been well-documented in previous research, such as 
the increase in cash reserves (Bates et al., 2009), idiosyncratic risk (Campbell 
et al., 2001) and the decrease in tangible assets (Givoly et al., 2017).  
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5.3.3. Accounting quality 

I follow two papers focusing on the time variation in accounting quality, Jorion 
et al. (2009) and Givoly et al. (2017), and collect several measures related to 
earnings management, accounting conservatism, uncertainty and fair value 
adjustments.  

Jorion et al. (2009) find that discretionary accruals (DAC) have been 
increasing over time, particularly for investment-grade rated companies, and 
that this trend dominates the year coefficients in a replication of the rating 
model of Blume et al. (1998) for the time period 1985-2002.  

First, I follow Jorion et al. (2009)’s method of calculating DAC as a modified 
version of the Jones (1991) model. First, total accruals (TAC) for each 
company i in year t is regressed against inverse assets, the change in revenues 
and the level of PPE of the other industry peers. More specifically, the model 
is run as a cross-sectional regression on a subsample of same two-digit SIC 
companies: 

 = 1 + ∆ + + (1a) 

Where  is total accruals (USD), defined as income before extraordinary 
items minus operating cash flow, ∆  represents the changes in net 
revenues,  is net Property, Plant and Equipment, and  is total 
assets in previous year.  

The estimated regression coefficients, , 	and  , are then used to calculate 
nondiscretionary accruals (NDAC) for each company i: 

 = 1 + ∆ −∆ + (1b) 

Where ∆  represents the change in accounts receivables. Finally, 
discretionary accruals (DAC), are computed as the difference between total 
and non-discretionary accruals: 

 = − (1c) 
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DAC may be a noisy proxy for earnings management, since it cannot be 
observed or measured. Fields et al. (2001) write that “the only convincing 
conclusion appears to be that relying on existing accruals models to solve the 
problem of multiple method choices may result in serious inference problems.” 
Therefore, I collect additional variables capturing various aspects of 
accounting quality. To do this, I follow Givoly et al. (2017), who investigate 
whether changes in accounting quality lead to more informative financials 
from a debtholder perspective. The authors find frequency of losses, fair value 
measurement, intangible intensity and accounting conservatism to be trending 
over the last 20 years, and that this structural change improved the information 
value of bond-prediction models.  

Second, frequency of losses can reflect increased riskiness, often being 
correlated with adverse changes in the business environment. Baghai et al. 
(2014) include a dummy for negative EBITDA, but Givoly et al. (2017) 
suggest that using operating cash flow is better, since it is not affected by 
accounting conservatism. Indeed, since the correlation between the two ratios 
is only 40%, they seem to convey different information, and therefore I include 
an indicator variable taking the value of 1 if the operating cash flow is negative: 

 = 1, ocf < 00, ocf ≥ 0 (2) 

Third, in order to assess the impact of fair value accounting, I use the measure 
suggested by Demerijan (2011), which captures the volatility of book value of 
equity, relative to core net income.76 This is based on the fact that fair-value 
adjustments tend to appear in the equity section, rather than as part of income. 
The volatility ratio, as Demerijan (2011) defines it, can be written as: 

 = (∆ )( ) 	 (3) 

Where SD represents the 5-year standard deviation, ∆  is the change in 
retained earnings, DIV are total dividends and ANI is net income minus special 
and non-operating items. As Givoly et al. (2017) also argue, it is unclear from 
a debtor’s perspective if fair value accounting is a positive factor. On one hand, 
it may increase the information content of several financial variables, which 

                                                      
76 One of the company-specific variables in Baghai et al. (2014) is volatility of profitability. 

However, this variable simply captures uncertainty in profitability, as opposed to fair value 
adjustments, as Demerijan’s (2011) ratio. The correlation between the two variables is only 
7.4%. 
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should be valuable from a rating perspective. On the other hand, fair value 
adjustments result in unrealized gains or losses in shareholders’ equity, which 
are difficult to verify. Therefore, because of these offsetting effects, there is no 
specific directional hypothesis on the correlation between VR and ratings.  

Fourth, I use intensity of investment in intangibles as a proxy for increased 
uncertainty. Since R&D is considered to be a higher risk investment, and since 
former research has shown that R&D expenses have been continuously 
increasing over time for US companies (e.g., Franzen et al., 2007), I expect 
this factor to have significant explanatory power in a rating model. Intensity of 
investment in intangibles (INI) is calculated as follows: 

 = ∗ . (4) 

Where  is intangible assets, and  is the latest 5-year mean for 
R&D expenses deflated by total assets. It is multiplied by 2.5, since Lev and 
Sougiannis (2003) have documented that the average duration of the benefit 
period of R&D expenses is 2.5 years. 

As one last measure, I estimate accounting conservatism (CONS) as the 
relative persistence of profits versus losses, following Ball and Shivakumar 
(2005). The coefficient of interest ∝  is estimated from the following 
piecewise linear regression:  ∆ , =∝ +∝ ∆ , +∝ ∆ , +∝ ∆ , ∗ ∆ , + , (5) 

Where ∆ 	is the change in net income from year t-1 to t, scaled by beginning 
of the year total assets, and ∆  represents an indicator variable set to one if ∆  in the previous year is negative and zero otherwise. The idea behind this 
model is that increased accounting conservatism involves recognizing 
economic losses in a timelier fashion relative to gains, meaning that ∝ <0. The 
regression is estimated on a yearly basis. 

Table 3 displays the yearly averages for the accounting-quality variables, as 
well as their time trend correlation. 

Although the overall averages are comparable with Jorion et al. (2009) and 
Givoly et al. (2017), unlike them I find that most of the variables do not exhibit 
a significant time trend.77 The only exceptions are intangible intensity and 

                                                      
77 Jorion et al. (2009) study a different time period, 1990-2002, while Givoly et al. (2017) use a 

proprietary dataset of smaller companies that issue bonds (but are not necessarily public).  
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volatility ratio, which have a correlation of 98% and 79% with a linear time 
trend. 

Table 3. Year averages: accounting quality 
The table below displays the yearly averages for the variables measuring various aspects of accounting quality, 
as well as their correlation with a linear time trend (bottom row). All variables are winsorized at 1% and 99%, 
respectively. Variable definitions can be found in Appendix 2. 

Year DAC CONS VR NOCF INI 

1985 0.012 0.203 2.112 0.003 0.100 

1986 0.014 0.220 2.056 0.005 0.111 

1987 0.013 0.190 1.872 0.009 0.116 

1988 0.009 0.180 1.974 0.063 0.124 

1989 0.008 0.510 1.966 0.067 0.138 

1990 0.006 0.130 2.088 0.044 0.139 

1991 0.012 0.140 2.027 0.046 0.145 

1992 0.000 0.320 2.045 0.053 0.159 

1993 0.008 0.002 1.944 0.077 0.165 

1994 0.008 0.068 1.854 0.077 0.170 

1995 0.000 0.056 1.926 0.068 0.170 

1996 0.013 0.140 1.885 0.079 0.181 

1997 0.015 0.028 1.994 0.079 0.185 

1998 0.009 0.230 2.126 0.077 0.205 

1999 0.011 0.350 2.144 0.074 0.215 

2000 0.028 0.400 2.259 0.088 0.236 

2001 0.021 0.270 2.198 0.065 0.248 

2002 0.016 0.335 2.288 0.050 0.257 

2003 0.014 0.250 2.239 0.053 0.261 

2004 0.011 0.005 2.108 0.044 0.269 

2005 0.015 0.100 1.958 0.035 0.273 

2006 0.022 0.020 2.115 0.045 0.294 

2007 0.010 0.430 2.356 0.024 0.307 

2008 0.013 0.100 2.876 0.042 0.318 

2009 0.015 0.140 2.978 0.022 0.318 

2010 -0.009 0.620 2.826 0.027 0.326 

2011 -0.005 0.170 2.852 0.032 0.333 

2012 -0.014 0.410 2.806 0.036 0.347 

2013 0.014 0.330 2.522 0.036 0.340 

2014 0.015 0.070 2.522 0.042 0.355 

2015 0.001 0.110 2.666 0.028 0.372 

2016 0.009 0.220 2.623 0.031 0.376 

 corr. -0.134 0.311 0.790 -0.158 0.986 
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These trends are consistent with former research, documenting an increase in 
R&D expenses. This argument can also explain the increasing trend in the 
volatility ratio, which decreases the information content of certain financial 
ratios. 

5.3.4. Macroeconomic variables 

Macroeconomic factors may also explain much of the time trend in the year 
indicators. Baghai et al. (2014) are the only ones to acknowledge this and they 
perform a robustness test where they replace year indicators with a time trend, 
while adding several macro variables: (1) GDP growth, (2) inflation, (3) VIX, 
(4) aggregate PE, (5) term slope and (6) TED spread. 

For comparability, I use the same macroeconomic variables as in Baghai et al. 
(2014). The real GDP growth (%), which is commonly used as a proxy for 
economic cycles (e.g., Carling et al., 2007; Feng et al., 2008), has been 
collected from the U.S. Bureau of Economic Analysis. Inflation rate is taken 
from the U.S. Bureau of Labor Statistics and is calculated from the All Urban 
Consumers Consumer Price Index; Gilchrist and Zakrajšek (2012), for 
example, show that inflation affects not only treasuries, but also corporate bond 
spreads. Further, I use two commonly used measures for macro-level credit 
risk: the TED spread and the term slope (e.g., Cornett et al., 2011), collected 
from the FED. The TED spread measures the difference between yields on 
corporate bonds and treasuries for the same maturity, while the term slope (or 
yield curve) represents the difference between long- and short-term treasury 
bond yields. The last two variables represent aggregate measures for US capital 
markets. The CBOE Volatility Index (VIX) is a proxy for near-term volatility, 
conveyed by S&P 500 stock index option prices. VIX has been shown to 
influence bond yields (Bao et al., 2011). The aggregate P/E ratio, collected 
from Robert Schiller’s public database, is another measure of market 
expectations/volatility, commonly used in the asset pricing literature 
(Bollerslev et al., 2011).78 Similarly with the previous sections, Table 4 
displays the yearly averages for these variables and the time trend correlations. 
Here, the correlations are relatively low, with inflation having the highest 
coefficient of -0.56. 

                                                      
78 http://www.econ.yale.edu/~shiller/data.htm 
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Table 4. Year averages: Macroeconomics 
The table below displays the yearly averages for the macroeconomic variables, as well as their correlation 
with a linear time trend (bottom row). All variables are winsorized at 1% and 99%, respectively. Variable 
definitions can be found in Appendix 2. 

Year GDP  SPREAD  SLOPE PE  VIX INFL 

1985 4.239 0.800 2.860 10.313 17.780 3.200 

1986 3.512 0.900 0.610 14.250 18.710 2.018 

1987 3.462 0.760 2.950 18.267 39.450 2.551 

1988 4.204 1.320 3.040 14.313 18.530 3.501 

1989 3.681 1.170 0.230 12.017 17.390 3.888 

1990 1.919 0.800 0.910 14.865 25.360 3.699 

1991 -0.074 1.100 1.640 15.253 20.910 3.329 

1992 3.555 0.330 3.210 26.054 17.400 2.280 

1993 2.746 0.360 2.870 22.799 12.420 2.379 

1994 4.038 0.290 4.100 21.608 10.630 2.128 

1995 2.719 0.810 0.870 15.204 11.960 2.086 

1996 3.796 0.660 1.440 18.092 12.530 1.826 

1997 4.487 0.510 1.320 19.784 19.470 1.712 

1998 4.450 0.690 0.220 24.254 21.470 1.085 

1999 4.685 0.690 1.300 33.115 26.250 1.530 

2000 4.092 0.750 0.710 29.595 24.950 2.276 

2001 0.976 0.680 -0.130 26.713 22.020 2.279 

2002 1.786 0.150 2.960 46.181 21.090 1.535 

2003 2.807 0.180 2.850 32.470 31.170 1.994 

2004 3.786 0.240 3.390 23.236 16.630 2.750 

2005 3.345 0.300 1.960 20.178 12.820 3.218 

2006 2.667 0.450 0.550 18.286 12.950 3.072 

2007 1.779 0.420 -0.350 17.472 10.420 2.661 

2008 -0.292 1.500 0.920 20.833 26.200 1.962 

2009 -2.776 1.330 3.130 58.171 44.840 0.759 

2010 2.532 0.170 3.150 22.044 24.620 1.221 

2011 1.601 0.160 2.640 16.582 19.530 2.065 

2012 2.224 0.560 1.770 14.958 19.440 1.842 

2013 1.677 0.220 2.280 21.900 14.280 1.615 

2014 2.370 0.170 2.500 24.860 18.410 1.790 

2015 2.596 0.240 2.110 26.490 20.970 1.076 

2016 1.616 0.390 1.580 24.210 20.200 1.315 

correlation -0.432 -0.435 0.025 0.356 0.017 -0.567 
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5.4. Empirical framework 

The focus of my analysis is to investigate the extent to which the time pattern 
in ratings depends on pure conservatism. I suggest a two-step approach; the 
first step estimates a regression of rating on all the firm-specific and 
macroeconomic variables and the second step analyzes the time pattern 
existing in the residual obtained from the first step. The purpose is to filter out 
the trend component related to firms’ creditworthiness to uncover the 
“conservatism” component (if any).  

Since conservatism may also mean that the weights of the factors used by 
CRAs have been changing over time, I propose an alternative method for 
gauging conservatism, by estimating 32 yearly cross-sectional regressions as 
in Fama and McBeth (1973). A consistent decrease over time in the 
coefficients for the favorable factors (e.g., size, profitability) and an increase 
for the risk factors (e.g., leverage, beta) would then support the notion of 
conservatism. 

5.4.1. Two-step model 

I follow Baghai et al. (2014) in using OLS rather than ordered probit (OP) 
estimation. While OP may be more appropriate given that ratings are ordinal, 
there are several advantages to using OLS. Firstly, using fixed effects can lead 
to biased coefficients in ordered probit (OP) estimation due to the incidental 
parameter problem (Lancaster, 2000). Since year fixed effects are the 
coefficients of interest, OLS is the preferred choice, allowing at the same time 
to  control for unobservable company-specific variables (since CRAs 
emphasize on the importance of qualitative factors in rating assessment). 
Secondly, since I need to estimate the residuals from the first regression for the 
later part of my empirical analysis, the maximum-likelihood estimator (used 
for OP models) is neither straightforward nor directly interpretable (e.g., 
Greene and Hensher, 2010). 

The starting point in my modelling is Baghai et al.’s (2014) model: 
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= + + , + + (6) 

where  is the rating,  represent the year indicators, 	 are n firm-specific 
rating determinants, and 	represent company fixed effects. The coefficient of 
interest,	 , indicates the difference between the intercept for year  and the 
first year 1985. Since previous research has found that 	is monotonically 
decreasing over time, and firm-specific rating determinants seem to exhibit a 
similar trend,  may simply be a parsimonious representation of this common 
trend. To investigate whether this is the case, I propose a testing strategy 
involving a two-step estimation. First, I re-estimate model (6) without the year 
indicators. Having included 	,	I control for the time pattern in them, while 
any remaining (unexplained) variation is captured by the residuals ′ 	: 
	 = ′ + ′ , + ′ + ′ (7)	

In the second step, I model the residuals ′ 	 as a function of the year 
indicators	 : 

 
′ = + ′ +  (8) 

Where ′ 	captures any remaining trend in the year indicators. 

If the year fixed effects in (6),	 , were a consequence of conservatism, and 
not just an artifact of the rating determinants exhibiting a common trend, then = 	 ′ 	. The more of 	that is due to a common trend in the rating 
determinants, the smaller 	 ′ 	would be relatively to . Therefore, the main 
goal of this empirical exercise is to test whether	 = 	 ′ . Throughout the rest 
of the paper, I will further refer to 	as the “unadjusted” coefficient, and to ′ 	as the “adjusted” one. As I will show in Section 5.5.1. (Figure 2), the 
unadjusted year coefficients  are monotonically increasing over time and are 
highly correlated with a linear time trend ((ρ =0.97). Hence, for the rest of my 
empirical analysis, I replace the year dummies 	with a trend variable T 
(taking the value of 1 for 1985 up to 32 for 2016). I do this firstly because 
having one single coefficient makes it easier to highlight the differences 
between (6) and (8), and secondly because it allows me to add company-
invariant variables such as macroeconomics. While year dummies are 
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generally preferred since they allow a more flexible modelling of time effects, 
in this particular case the results would be very similar, since the year effects 
exhibit a linear trend.  

5.4.2. Yearly cross-sectional regressions 

This part of my empirical analysis is inspired by the cross-sectional two-step 
method suggested originally in Fama and MacBeth (1973), which has been 
extensively used in the analysis of the cross-section of stock returns. As stated 
by Fama and French (2002), the purpose of Fama MacBeth (FM) estimation is 
to correctly estimate standard errors in panels where autocorrelation (both 
spatial and time-specific) is present.  

The traditional FM approach consists of two steps. In the first step, for each 
time period, coefficients of the parameters of interest are estimated by using 
cross-sectional regressions. In the second step, the time series of these 
coefficients are used to obtain final estimates, and standard errors so that 
correct t-statistics can be computed. As shown in Cochrane (2001), this 
approach is equivalent to OLS under the assumption that explanatory variables 
are stable through time. 

I only use the first step of the FM approach, and my purpose is opposite to its 
“traditional” use: if the yearly estimates of rating determinants exhibit a 
significant time trend, this would be consistent with a change in rating 
standards.  

More specifically, I propose an alternative way to define conservatism as a 
systematic change in the weighting of variables used for credit rating 
assessment. This implies that rating determinants that are positively correlated 
with credit risk (e.g., leverage, beta) would receive an increasingly higher 
weight over time, while the reverse would be true for factors negatively 
correlated with credit risk (e.g., investment, assets). 

I thus estimate the following cross-sectional regression for each year: 	 = + , + (9)	
Where ,  are the ratings for year t, and ∑ , 	 represent the vector of 
coefficients for the rating determinants in Baghai et al. (2014) for each year. 
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The main goal of this empirical exercise is therefore to investigate whether the 
coefficients of each k variables , , … .  exhibit a significant time trend, 
in a direction consistent with increasing conservatism. I first estimate the cross-
sectional regressions using the full sample, and then I repeat the same 
estimations for investment and speculative subsamples.  

5.5. Results 

5.5.1. Baseline specification 

As a baseline model, I replicate the main regression in Baghai et al. (2014) 
without year indicators, which I then use as an input for the second-stage 
estimation. For comparability, the first column in Table 5 displays the 
coefficients and significance levels taken directly from Baghai et al. (2014),79 
while the following columns correspond to specifications (6), (7) and (8) 
described in the previous section. 

The second column (model (6)) displays the coefficients of re-estimating the 
Baghai et al. (2014) model by using my sample. The year coefficients follow 
a similar time trend, and the significances, magnitudes for most control 
variables and the adjusted R2 (which is 0.90 in both estimations) are very 
similar to the original estimates in Baghai et al. (2014).  

Table 5. Baseline model  
The columns correspond to the specifications (6), (7) and (8) described in Section 2.2. Therefore, the dependent 
variables are ratings for (6) and (7), and the residuals in (8). Variable descriptions can be found in Appendix 2. 
All models are estimated using OLS and robust standard errors (clustered at firm-level). All continuous variables 
are winsorized at 1% and 99%, respectively. *,**, and *** correspond to coefficients being significant at 10%, 5% 
and 1%, respectively. Models (6) and (7) include firm-fixed effects. 

Year indicators Baghai et al.(2014) (6) (7) (8) 

1986 0.228*** -0.427** -0.036  

1987 0.437*** -0.303* -0.062  

1988 0.474*** -0.081 0.135**  

1989 0.497*** -0.025 0.072  

1990 0.619*** 0.209 0.169**  

1991 0.638*** 0.273* 0.165*** 

1992 0.656*** 0.462*** 0.329*** 

1993 0.730*** 0.490*** 0.246*** 

1994 0.876*** 0.662*** 0.347*** 

                                                      
79 Baghai et al. (2014), model (6), Table III 
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Table 5. Baseline model (continued)    

Variables Baghai et al.(2014) (6)    (7) (8) 

1996 1.084*** 0.890*** 0.345*** 

1997 1.159*** 0.823*** 0.207*** 

1998 1.209*** 0.879*** 0.111**  

1999 1.347*** 1.036*** 0.067  

2000 1.687*** 1.364*** 0.111*** 

2001 1.875*** 1.669*** 0.342*** 

2002 2.060*** 1.728*** 0.338*** 

2003 2.233*** 2.042*** 0.544*** 

2004 2.449*** 2.315*** 0.600*** 

2005 2.609*** 2.451*** 0.645*** 

2006 2.798*** 2.609*** 0.707*** 

2007 2.841*** 2.702*** 0.715*** 

2008 3.002*** 2.638*** 0.606*** 

2009 2.869*** 2.842*** 0.770*** 

2010 2.911*** 0.744*** 

2012 2.994*** 0.735*** 

2013 3.012*** 0.705*** 

2014 2.905*** 0.528*** 

2015 2.753*** 0.411*** 

2016 2.853***   0.458*** 

INT_COV -0.017*** -0.016*** -0.011***   

PROF -0.672** -0.326 -0.291   

LEV 2.685*** 2.612*** 2.645***   

SIZE -0.976*** -1.069*** -0.248***   

D_EBITDA 0.040*** 0.037*** 0.029***   

N_EBITDA 0.469*** 0.750*** 0.621***   

VOL 0.635 -0.577 -0.138   

CASH -0.028 -0.368 1.360***   

CD 0.505 0.620 0.556   

RENT 1.832 0.493 4.850   

PPE -0.944*** -1.820*** -2.938***   

CAPEX -3.910*** -3.981*** -5.133***   

BETA 0.079** 0.138*** -0.100**   

ID_RISK 1.165*** 1.899*** 2.489***   

N 22705 20849 20849 20849 

adj. R-sq 0.903 0.905 0.898 0.039  
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The third column (model (7)) includes the same variables, but without the year 
indicators. Here, the adjusted R2 is almost the same (0.89), suggesting that the 
year indicators do not add much explanatory power to the existing company-
specific variables. However, most of the coefficients for the existing variables 
are now different (in particular for those exhibiting a strong time trend as 
shown in Table 1, such as size, cash, PPE, CAPEX and beta), suggesting that 
there is time heterogeneity which is not controlled for, since the year indicators 
are omitted. The question is if this heterogeneity comes from the existing 
variables 	 or from conservatism. 

I attempt to answer this question in model (8), where I use the saved residuals 
from (7) as a dependent variable in a univariate regression against the year 
indicators. As visible in the last column of Table 5, the year coefficients are 
much smaller – yet they are still slightly decreasing over time. For example, in 
the last year, 2016, the original year coefficient in (6) is 2.85, while the 
“adjusted” coefficient for the same year (in 8) is only 0.45. Assuming that the 
adjusted coefficient is not the result of other (trending) omitted variables,80 but 
rather the outcome of increasing conservatism, this would imply that the same 
company is rated half a notch lower in 2016 relative to 1985. By contrast, the 
unadjusted year coefficient for 2016, which is very similar to the one in Baghai 
et al. (2014), would suggest that a company would receive almost three notches 
less in 2016 compared to 1985.  

Given that the year indicators in (6) and (8) are monotonically decreasing (as 
shown in Figure 2), I re-estimate the models by replacing the year indicators 
with a linear time trend (taking the value of 1 for the base year 1985, up to 33 
in 2016). I do this for two reasons. First, one single coefficient is easier to 
interpret and the differences between the adjusted and the unadjusted trend will 
be easier to visualize and compare. Second, Baghai et al. (2014), Amato and 
Furfine (2004) and Jorion et al. (2009) use a linear trend variable in models 
including factors that only vary across time (such as macroeconomics), since 
having year fixed effects together with such variables would result in perfect 
multicollinearity.81 However, these papers could replace year indicators with 
a time trend precisely because the year indicators exhibit a secular pattern.  

                                                      
80 I will investigate this in the following parts of my analysis. 

81 Year indicators can also be included with e.g. macroeconomic variables if two years are being 
dropped, but in this case the interpretation of the remaining year coefficients is less 
straightforward, while the coefficients might still be biased. 
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Figure 2. Year fixed effects vs. time trend 
The figure shows the year coefficients estimated in Table 5 relative to the trend line calculated by multiplying the 
linear trend value (marked with a dotted line) with its coefficient from Table 6 (e.g., for year 1988, the adjusted 
trend is 3*0.022). Trend (6) and FE (6) refer to the original values (first column of Table 6, and respectively 5), 
while Trend (8) and FE (8) refer to the adjusted values obtained from the second-step estimation in (8). 

 

Table 6. Baseline model - linear trend 
The table re-estimates the regressions in Table 5 by replacing the year indicators with a linear time trend (ranging 
from 1 for 1985 to 32 for 2016). All models are estimated using OLS and robust standard errors (clustered at 
firm-level in (6) and (7)). All continuous variables are winsorized at 1%, respectively 99%. *,**, and *** correspond 
to coefficients being significant at 10%, 5% and 1%, respectively. Models (6) and (7) include firm-fixed effects. 

 Baghai et al. (2014) (6) (7) (8) 

trend 0.129*** 0.115***   0.022*** 

INT_COV -0.016*** -0.015*** -0.011***   

PROF -0.776** -0.270 -0.364    

LEV 2.505*** 2.165*** 2.685***   

SIZE -0.949 -1.022*** -0.245***   

D/EBITDA 0.039*** 0.035*** 0.024***   

N.EBITDA 0.450*** 0.701*** 0.521**    

VOL 0.569* -0.653 -0.114    

CASH 0.242 -0.106 1.360***   

CD 0.650*** 1.094** 0.579    

RENT 1.596* 0.921 4.786    

PPE -1.037*** -2.107*** -2.933***   

CAPEX -3.960 -4.377*** -5.154***   

BETA 0.084*** 0.107*** -0.100**    

ID_RISK 1.199*** 2.035*** 2.498***   

N 22228 20849 20849 20849 

adj. R-sq 0.903 0.901 0.885 0.026  
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Table 6 displays the results for the same regressions as in Table 5, but with a 
time trend variable instead of year dummies. As in Table 5, the first column 
reproduces the coefficients from Baghai et al. (2014). My estimation again 
yields very similar results to their model. Concerning the rest of the columns 
(6), (7) and (8), the coefficients and R2 are very similar to the ones in Table 5, 
as expected. Most importantly, the adjusted time trend coefficient (from (8)) is 
approximately five times lower than the unadjusted one in (6).82 At the same 
time, it is statistically and economically significant, meaning that there are 
either (a) other omitted variables trending over time or (b) an increase in CRA 
conservatism.83 

In the following parts of my analysis, I will attempt to address (a) by adding 
several variables measuring accounting quality or changes in the US macro 
environment, and (b) by proposing an alternative method to gauge 
conservatism.  

5.5.2. Accounting quality 

Since there is empirical evidence regarding secular changes in various aspects 
of accounting quality, such as earnings’ management, conservatism, fair value 
accounting or R&D intensity, I investigate whether these factors can explain 
the remaining time trend.  

In Table 7, I replicate the models from Table 6 by successively adding different 
measures for accounting quality as described in 4.3. To conserve space, the 
variables in Baghai et al. (2014) are not reported in the regression output.  

Even if all variables except DAC are significant, they do not influence the time 
trend coefficients. The adjusted trend coefficients in (8) range from 0.023 to 
0.020, while the unadjusted ones in (6) have values between 0.116 and 0.103. 
As seen in Table 7, the adjusted trend is 0.022, whereas the unadjusted one is 
0.129; the relative difference is therefore similar. 

 

 

                                                      
82 This is a similar relative change as for the year indicator coefficients 

83 31*0.022= 0.68, which means more than half a notch. 
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Even if the five variables measure accounting quality, they are very weakly 
correlated, and therefore I can include all of them in the same model, which is 
reported in the last three columns (all) of Table 7. Their joint influence on the 
adjusted trend coefficient is qualitatively similar to previous estimations.  

This result might seem to be at odds with previous empirical findings. Jorion 
et al. (2009) find that discretionary accruals explain the yearly trend in ratings, 

while Givoly et al. (2017) show that all their variables except negative OCF 
change monotonically over time.84 However, Jorion et al. (2009) extend their 
analysis only until 2002 and use a different rating model,85 while Givoly et al. 
(2017) use a proprietary sample of smaller companies, most of which are not 
rated.  

In Appendix 3, I also use the variables used in Beaver et al. (2005) and adjust 
the existing variables for changes in R&D reporting as suggested in Franzen et 
al. (2007). However, the trend coefficients are very similar irrespective of the 
choice of variables or adjustments. 

Therefore, time variation in accounting quality doesn’t explain the remaining 
time trend. In 5.3, I test another group of variables that can have an impact on 
the adjusted trend coefficient, measuring what CRAs call “country risk 
factors.” 

5.5.3. Macroeconomic variables 

Given that the empirical evidence on the impact of macroeconomic changes on 
credit ratings is mixed, I also investigate whether macroeconomic variables 
can explain the remaining time trend in ratings. Similar to the previous section, 
I first test the relative impact of each variable: GDP growth, inflation, TED 
spread, Term slope, VIX and PE ratio, and finally I include all of them. As in 
5.2., I only report the output for specifications (6) and (8), and the coefficients 
from the variables in Baghai et al. (2014) are included in the estimation, but 
not reported. The output is displayed in Table 8.  

                                                      
84 Their result is mostly driven by investment-grade rated companies 

85 Since they use ordered probit as in Blume et al. (1998), they can’t include company-fixed 
effects, and the year coefficients might be biased due to incidental parameter problems 
(Lancaster, 2000) 
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Individually, none of the macro factors has any significant impact on the trend, 
above and beyond the Baghai et al. (2014) variables. However, when all of 
them are included, the “adjusted” trend decreases further to 0.016, though still 
remains statistically significant. This value represents 13% (0.016/0.12) of the 
“unadjusted” trend coefficient, which represents a further decrease from the 
results in Table 6 and 7, where the smallest ratio of adjusted-to-unadjusted 
trend coefficients was 17% (0.022/0.13).  

Most of the variables are significant in all models, although the ones having a 
trend component, primarily inflation and GDP growth, change their magnitude 
or sign. While it is impossible to attribute causality to a certain factor in this 
context, some of the variables are more likely to actually influence ratings. For 
example, GDP growth, which is the most popular proxy for business cycles in 
the credit risk literature (e.g., Amato and Furfine, 2004; Nickell et al., 2000; 
Bangia et al., 2002), has the same (expected) positive sign in the regression 
with and without trend, although the magnitudes of the coefficients are 
significantly different: GDP growth leads to an increase in ratings, ceteris 
paribus. This finding is consistent with a number of studies showing that there 
is a positive correlation between ratings and GDP growth (Bangia et al., 2002). 
Inflation has been trending downwards over the sample period, while ratings 
have become worse, and it therefore has a negative coefficient in the model 
without trend – suggesting that higher inflation leads to better ratings – which 
seems difficult to explain. However, once the trend is included in the model, 
the sign reverses, leading to a more plausible interpretation. At the same time, 
since there is a common trend in both inflation and ratings, it seems far-fetched 
to draw any causal conclusion, since inflation itself is the result of a variety of 
factors that are not controlled for in the model (e.g. fiscal policy, credit supply, 
etc.). 

Lastly, I also test other macroeconomic variables following Koopman et al. 
(2009) and Figlevski et al. (2012): money supply growth rate, output gap, 
unemployment, consumer sentiment index, and S&P 500 return with similar 
results. The results are reported in Appendix 3. 

5.5.4. Investment vs. speculative-grade rated companies 

One of the most important divides in capital markets is the distinction drawn 
between investment- and speculative-grade ratings (e.g., Chernenko and 
Sunderam, 2012). A large number of regulations and investment restrictions 



 

202 

refer to this distinction; e g, many financial institutions cannot invest in 
speculative-grade rated bonds. Several papers suggest that this divide has real 
effects on capital structure (e.g., Kisgen and Strahan, 2010). Furthermore, 
certain CRAs have separate teams for investment- and speculative-grade 
issuers, such as Moody’s Leveraged Finance Group, which could create 
conflicts of interest when one of the teams loses its revenue from the issuer 
“crossing” the investment-speculative threshold.  

Does this segmentation matter for the time variation in credit ratings? 
Empirical evidence provides mixed results. Alp (2013) finds that there is a 
significant difference between the two groups: there is a decreasing trend for 
investment-grade rated companies (which she interprets as conservatism), 
while the year trend for the speculative group has an opposite sign (which, 
according to Alp, suggests more lenient ratings). Baghai et al. (2014) instead 
show that, once you include company fixed effects this difference disappears, 
suggesting that all ratings have become more conservative. On the other hand, 
Jorion et al. (2009) find that earnings management (measured by DAC) has 
been increasing over time for investment-grade rated companies, but not for 
speculative-grade rated ones.  

Given the inconclusive empirical evidence, I investigate whether there are 
significant differences in the adjusted time trend for investment- vs. 
speculative-grade rated firms. Table 9 displays the estimation output for the 
two groups for each set of variables: baseline, accounting and macroeconomic. 
To conserve space, I only report the results from the original specification (6) 
and from the second-stage trend regression (8). The coefficients of interest are 
the trend in (6) and the adjusted trend in (8) (adj_trend).  
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Table 9. Investment vs. Speculative 
The table displays the regression output for estimations (6) and (8) for the baseline model in Baghai et al. (2014), 
and the last models from Table 6 and 7 ("All"), for the subsamples of investment and speculative rated 
companies, respectively. All models are estimated using OLS and robust standard errors. All continuous 
variables are winsorized at 1% and 99%, respectively. *,**, and *** correspond to coefficients being significant 
at 10%, 5% and 1%, respectively. Estimation (6) includes firm-fixed effects. The last row, "Trend ratio,” displays 
the difference between the original trend in (6) and the adjusted one in (8) 

 Baseline (6) Accounting (6) Macros (6) 

  inv spec inv spec inv spec 

Trend 0.093*** 0.045*** 0.082*** 0.047*** 0.095*** 0.044*** 

INT_COV -0.009*** -0.009*** -0.005** -0.008*** -0.009*** -0.010*** 

PROF -1.995*** 0.535* -4.400*** -0.784 -1.957*** 0.422 

LEV 2.273*** 1.237*** 2.239*** 1.622*** 2.456*** 1.372*** 

SIZE -0.668*** -0.652*** -0.803*** -0.603*** -0.678*** -0.651*** 

D_EBITDA 0.022 0.030*** 0.003 0.023*** 0.016 0.025*** 

N_EBITDA -0.818* 0.973*** -0.932* 0.654** -0.832** 0.890*** 

VOL 1.179 -0.423 6.728*** 1.727 1.106 -0.357 

CASH -0.552 -0.013 0.314 -0.087 -0.666 -0.087 

CD 0.717 0.258 0.092 0.139 0.421 0.181 

RENT 2.384 3.171** 2.029 5.346** 2.118 2.844* 

PPE -2.830*** -0.078 -2.535*** -0.452 -2.808*** -0.049 

CAPEX -5.037*** -2.732*** -5.825*** -3.384*** -4.636*** -2.657*** 

BETA 0.013 0.014 0.049 0.097** 0.010 -0.003 

ID_RISK 1.572*** 1.585*** 1.793*** 1.577*** 1.620*** 1.554*** 

DAC  -0.437* -0.188 

CONS  0.134*** 0.030 

VR  -0.001 0.005 

NOCF  0.203 0.110 

INI  2.136*** 0.102 

GDP  -0.037*** -0.069*** 

INFL  0.141*** 0.116*** 

VIX  -0.004* -0.001 

PE  0.006** -0.004 

SLOPE  0.020 0.047*** 

SPREAD  -0.072** -0.017 

N 10546 10303 6159 4454 10545 10301 

adj. R2 0.831 0.743 0.844 0.748 0.833 0.746 

  Baseline (8) Accounting (8) Macros (8) 

adj_trend 0.016*** 0.006*** 0.014*** 0.008*** 0.012*** 0.004*** 

N 10546 10303 6159 4454 10545 10301 

adj. R-sq 0.021 0.004  0.015 0.006  0.012 0.002  

Trend ratio 0.17 0.13 0.17 0.17 0.13 0.09 
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When comparing the unadjusted trend coefficients, as in Baghai et al. (2014), 
I find a positive value for both subsamples, suggesting that the there is a 
decreasing time trend for both investment- and speculative-grade ratings. My 
result is consistent with Alp (2013), since the coefficient for the speculative-
grade subsample is roughly half that of the investment-grade one, suggesting 
that the trend (“conservatism”) is not as prominent for speculative issuers. 
Interestingly, this result remains very similar when including accounting 
quality or macroeconomic variables.  

Turning instead to the adjusted trend (as a percentage of the unadjusted one, 
shown by the last row in Table 9), we see no significant difference between the 
investment and speculative groups. At most, the adjusted coefficient is 17% of 
the original trend coefficient for both the original variables in Baghai et al. 
(2014) and for the estimation including the five accounting quality measures. 
Although statistically significant, the economic magnitude of the adjusted 
trend is negligible. More specifically, if one would compare the rating 
differences between 1985 and 2016, an adjusted trend coefficient of 0.016 
would translate to roughly half a notch (32*0.016=0.51). 

Consistent with Section 5.5.3, the macroeconomic variables explain more of 
the original trend. Furthermore, the difference between investment- and 
speculative-grade rating is highest in this case: the adjusted trend coefficient is 
13% of the original trend coefficient for the investment-grade subsample, 
while only 9% for the speculative-grade one. While this difference is consistent 
with the fact that distressed companies are more susceptible to changes in the 
macroeconomic environment (e.g., Standard and Poor’s, 2008), the magnitude 
is economically negligible. 

To conclude, this part of my empirical analysis provides further evidence 
regarding why using a time trend/year indicators in a regression with trending 
variables can be misleading. In model (6), it seems like ratings have become 
more “conservative” for investment-grade than for speculative-grade rated 
firms, as suggested by Alp (2013). Given that CRAs have been criticized for 
being too lenient with risky assets (e.g., in the aftermath of the financial crisis 
for assigning high ratings to mortgage-backed securities), and while there is 
greater information asymmetry and risk of moral hazard in speculative-grade 
rated companies (Ashbaugh-Skaife et al., 2006), it is difficult to justify why 
CRAs would have become relatively more lenient towards them over the last 
four decades. My results instead suggest that the weaker trend for the 
speculative-grade subsample is a consequence of the model specification. For 
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example, the included variables may exhibit a weaker secular trend, which 
would be reflected in a lower coefficient for the time trend. On the other hand, 
given that the R2 is always lower for the speculative-grade subsample and that 
several explanatory variables are insignificant, other unobservable factors may 
be more relevant for speculative-grade issuers.  

5.5.5. Yearly cross-sectional regressions  

Using one model for the entire time period implies the rather strong assumption 
that the weights for the rating determinants do not change over time. However, 
if ratings have indeed become more conservative, this assumption seems 
implausible. More specifically, an increasingly conservative rating assessment 
would mean that factors that negatively affect creditworthiness, such as 
leverage or equity risk, are more important today relative to 20 years ago. 
Conversely, a company would need more cash, assets, or increased 
profitability to maintain the same rating in recent years, relative to the 1980s 
(and therefore the weights for these factors would be decreasing over time). 

I test whether this is the case by running cross-sectional regressions for each 
year by using the original variables in Baghai et al. (2014), as in specification 
(9). Conservatism would then be consistent with an increase over time in the 
coefficients for leverage, debt/EBITDA, negative EBITDA, convertible debt, 
rent expenses, volatility, beta and idiosyncratic risk; and with a decreasing 
trend in the coefficients for interest coverage, profitability, size, cash, 
tangibility and capex.  

Furthermore, I investigate whether there are differences in the coefficient time 
variation for investment-, relative to speculative-grade rated companies. If 
there is an increased conservatism for investment-grade rated companies, then 
the time trend of the individual coefficients would be more pronounced for this 
group.  

Figure 3 displays the yearly coefficients  for each of the rating determinants 
over time.  
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Figure 3. Time variation of yearly regressions’ coefficients 
The figure displays the coefficients over time for the yearly cross-sectional regressions, for each of the variables 
from the baseline model in Baghai et al.(2014). The coefficients for the entire sample are plotted in orange 
triangles, the ones for the investment group are marked by green squares and the speculative group by red 
circles. 
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Figure 3. Time variation of yearly regressions’ coefficients (continued) 
The figure displays the coefficients over time for the yearly cross-sectional regressions, for each of the variables 
from the baseline model in Baghai et al(2014). The coefficients for the entire sample are plotted in orange 
triangles, the ones for the investment group are marked by green squares and the speculative group by red 
circles. 
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The triangle-shaped orange line displays the coefficients for the regressions 
using the entire sample, while the square-shaped green line marks the 
coefficients for the investment subsample and the circle-shaped red line for the 
speculative one. The only coefficient with a clear trend for the three samples 
is leverage. However, since the coefficient is decreasing over time, it rather 
suggests more lenient ratings.  

For ease of interpretation, in Table 10 I summarize the expected, as well as the 
actual trends displayed graphically in Figure 3. The letters in bold emphasize 
the coefficients which move in a direction consistent with increased 
conservatism. 

Table 10. Summary of coefficients’ trends 
The table summarizes the overall trend patterns for the coefficients of the yearly regressions. “S” means stable, 
i.e. no visible monotonous trend, “N” stands for negative trend, and “P” for positive. The letters marked in bold 
font are the ones consistent with the notion of conservatism. ALL represents the entire sample, INV stands for 
investment and SPEC for speculative. EXP shows the expected direction of the trend, consistent with increasing 
conservatism. 

     ALL INV SPEC EXP 

INT_COV S S S N 

PROF S P S N 

LEV N N N P 

SIZE P S S N 

D_EBITDA S S S P 

N_EBITDA P S P P 

VOL S N S P 

CASH S S S N 

CD P S S P 

RENT S S P P 

PPE S N S N 

CAPEX P P S N 

BETA P S S P 

ID_RISK S S S P 
 

For the full sample, only three variables, convertible debt, negative EBITDA 
and beta have a trend that is also consistent with conservatism. Leverage, size, 
PPE and CAPEX have trends suggesting more lenient rating standards, while 
the rest of the variables have no discernible time trend. 

Concerning the coefficients for investment vs. speculative-grade rated 
companies, most of the variables are highly correlated and therefore moving in 
the same direction. None of the coefficients for the investment subsample 
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move in a direction consistent with conservatism, while for the speculative 
group, only negative EBITDA and rent have a positive trend over time. If 
ratings were indeed more conservative for the investment-grade rated issuers 
as suggested by Alp (2013) and by the unadjusted trend coefficient in the 
previous section, one would expect different time patterns than the ones shown 
in the third row of Table 10.  

One concern regarding this approach is whether the variables are equally 
relevant throughout time. However, as seen in the last row, R2 is slightly 
increasing over time, in particular for the speculative group. This result is 
consistent with the overall finding in Givoly et al. (2017), who suggest that 
accounting ratios have become more informative to bondholders over time.  

Furthermore, these results might be driven by changes in industry composition, 
or by different rating standards for newly rated companies. To address this, I 
select a subsample of 120 companies that had a rating between 1985 and 2016. 
While these averages might be a better reflection of potential conservatism (if 
any), they are also more sensitive to outliers due to the small sample size. Since 
the time pattern is very similar to the full sample, I choose not to include the 
coefficients for this subsample in Figure 3. 

This approach is inspired by Fama and McBeth (1973) and used commonly in 
the asset pricing literature. In fact, Blume et al. (1998) and Alp (2013) use 
yearly regressions to show that the coefficients do not change significantly 
over time, and my findings are consistent with that. However, these papers do 
not attempt to interpret the differences in the year coefficients, but rather see 
whether their R2 and the statistical significance of the individual coefficients 
remain stable through time. By contrast, I instead focus on the time pattern of 
the coefficient values, as I consider it to be a plausible alternative interpretation 
of conservatism. 

5.6. Conclusion 

By using time fixed effects as a proxy for CRA rating standards, Blume et al. 
(1998), Alp (2013) and Baghai et al. (2014) show that ratings have become 
more conservative over time. According to their definition, a company with 
the same creditworthiness would be granted a lower rating today compared to 
20 years ago. However, existing rating theories and models do not offer a 
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plausible explanation for a systematic downward bias in the rating process; if 
anything, rating conservatism should instead be affected by business cycles 
(e.g., Bar-Isaac and Shapiro, 2013). 

Given that the year indicators in Blume et al. (1998), Alp (2013) and Baghai 
et al. (2014) exhibit a monotonic downward trend, I propose a two-step 
regression approach for testing whether the year trend can be attributed to 
conservatism, or whether it is simply capturing a common, secular trend in the 
existing or omitted variables.  

To do this, I first replicate the baseline model in Baghai et al. (2014), and I get 
similar results over the period 1986-2016, suggesting that a company would 
receive a 3-notch lower rating (i.e. from AAA to AA-) relative to 30 years ago, 
ceteris paribus. Second, I re-estimate the same model but without the year 
trend, and I save the residuals. Third, I model the residuals as a function of the 
time trend. The resulting (“adjusted”) trend coefficient therefore captures the 
remaining variation after “weeding out” the impact of the rating variables used 
in Baghai et al. (2014). I find that, as expected, the “adjusted trend” is only 
20% of the original one. From a rating perspective, this means less than half a 
notch lower – as opposed to the three notches found in Baghai et al. (2014). 

Since the “adjusted” trend could still reflect the time variation in certain 
omitted variables, I test this assumption by adding a range of control variables 
that prior research (1) found relevant for explaining credit risk and (2) found 
to exhibit a secular time trend. First, I turn to the accounting literature and 
include proxies for accounting quality, fair disclosure, R&D intensity and 
conservatism, and I find that they do not have a significant impact on the 
remaining (adjusted) year trend. Second, I test a range of macroeconomic 
variables measuring volatility, business and credit cycles, stock market 
performance, and interest rates, and I find that these have a statistically 
significant, but economically modest impact on the adjusted trend (i.e. the 
adjusted trend reduces further to approximately 13% of the original one).  

In contrast to previous studies, I propose a new method for gauging 
conservatism by testing whether the weights for the rating variables change 
over time. More specifically, if CRAs had become more conservative, “risk” 
factors such as leverage or interest coverage would become increasingly 
important over time, while “good” factors such as assets, sales, profitability 
would be assigned a lower weight in the more recent time period. I find that 
most rating variables do not exhibit any visible time trend in their assigned 
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weights (i.e. the coefficients from the yearly cross-sectional regressions), and 
therefore, from this perspective, there is no evidence of increased 
conservatism. 

Finally, while the current paper cannot disprove the existence of rating 
conservatism, it suggests that interpreting a time trend as such is problematic 
since it relies on very strong assumptions. Given the increasing criticism and 
regulatory pressure faced by CRAs, a more accurate interpretation/estimation 
has to be done before taking the increased conservatism as given and as proof 
of “systematic misconduct” (Jorion et al., 2009). 
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Appendices 

Appendix 1. Rating scale 
The appendix displays the distribution and coding of the rating variable. The first row corresponds to the original 
values of the long-term issuer rating variable from Compustat. Code represents the corresponding numeric value 
(as in Baghai et al., 2014). The last column displays the total firm-year observations for each rating. 

Rating  Code Count 

AAA 1 594 

AA+ 2 217 

AA 3 868 

AA- 4 954 

A+ 5 1651 

A 6 2533 

A- 7 2174 

BBB+ 8 2933 

BBB 9 3758 

BBB- 10 3020 

BB+ 11 2393 

BB 12 3381 

BB- 13 4515 

B+ 14 5793 

B 15 3616 

B- 16 1759 

CCC+ 17 754 

CCC 18 376 

CCC- 19 158 

CC 20 133 

C 21 6 

Total 10.77418 41586 
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Appendix 2. Variable description 

Baghai et al. (2014)   

Rating 
S&P's Issuer long-term rating (splticrm) converted into numbers as in 
Baghai et al. (2014): 1 for AAA, to 21 for C and below 

Interest coverage 
(INT_COV) 

Operating income after depreciation (oiadp) plus interest expense (xint) 
divided by interest expense (xint). In the Alp(2013) regression model, I use 
the modified piecewise linear function on the 3-year averages, covering 
the incremental value of interest coverage in the intervals of (0–5), (5–10), 
(10–20), and (20-100) 

Profitability (PROF) Operating income before depreciation (oibdp) to sales (sale) 

Leverage (LEV) Long-term debt (dltt) plus short-term debt (dlc), divided by assets (at). 

Idiosyncratic risk 
(ID_RISK) 

The root mean squared error from a regression of the daily stock returns 
on the CRSP value-weighted index return; in the regression, it is 
standardized by dividing it by the annual cross-sectional mean.  

Beta (BETA) 
Market model beta estimated from the same regression used to define 
idiosyncratic risk; similarly to the idiosyncratic risk, it is standardized by 
dividing it by the annual cross-sectional mean.  

Capital expenditures 
(CAPEX) 

Capital expenditures (capx) to assets (at). 

Plant, property and 
equipment (PPE) 

Property, plant, and equipment - total (ppent) to assets (at). 

Cash (CASH) Cash and short-term investments (che) to assets (at). 

Debt/EBITDA 
(D_EBITDA) 

Long-term debt (dltt) plus short-term debt (dlc), divided by earnings before 
taxes, depreciation and amortization(ebitda). 

Negative EBITDA 
(N_EBITDA) 

Dummy taking value of 1 if ebitda is negative and 0 otherwise 

Volatility (VOL) Volatility of profitability, computed over the last 5 years 

convertible debt (CD) convertible debt (dcvt) to assets(at) 

rent expense (RENT) rental expense (xrent) to assets(at) 

Size (SIZE) 
Log of real total assets (at)  
 

Accounting quality 

discretionary accruals 
(DAC) 

Proxy for earnings management, calculating using a modified version of 
the Jones (1991) model. DAC is calculated cross-sectionally for each year 
and industry, and is a function of "abnormal" reported changes in sales and 
PPE 

frequency of losses 
(NOCF) 

Indicator variable taking the value of 1 if operating cash flow (oaindp) is 1 

fair value accounting (VR) 
Volatility of book value of equity relative to core net income (codes used: 
reta, dvc, ni) 

intangible intensity (INI) Intangibles relative to unrecognized R&D expense 

accounting conservatism 
(CONS) 

Persistence of profits relative to losses 

Macroeconomic   

GDP growth (GDP) Real GDP growth (% per annum, Bureau of Economic Analysis) 

VIX (VIX) Annual average of the market volatility index (CBOE) 

TED spread (SPREAD) 3-month LIBOR (Bank of England) minus the 3-month T-bill (%) 

term slope (SLOPE) 10-year T- bond minus the 3-month T-bill (%, FRED) 

P/E ratio (PE) 
Aggregate price-to-earnings ratio based on previous years' earnings 
(Robert Shiller’s Online Database) 

Inflation (INFL) Inflation rate (%, Bureau of Labor Statistics CPI - All urban consumers) 
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Appendix 3. Robustness: additional variables and ordered probit 
The table compares the original trend (in (6)) with the adjusted one (adj_trend) estimated in the second step 
regression(8), after controlling for a range of additional variables or adjusting the existing ones for accounting 
biases. In (1), instead of the interest coverage variable used in the main specification, I instead use the piecewise 
linear variable as in Alp (2013), since this would control for the impact of outliers and for the non-monotonous 
relationship with credit risk. Furthermore, I replace the accounting-trending variable with alternative aggregate/ 
frequency measures as in Beaver et al. (2012): losses, R&D expenses higher than 1% of sales, mis-valuation 
(market-to-book ratios deviating significantly from one) and abnormally high accruals (higher than 1% of sales).  
In (2), I adjust leverage, size, debt/ebitda, cash, tangibility and capex for R&D intensity following Franzen et al. 
(2007). As in Table 9, the last four rows refer to the second-stage estimation, with “adj_trend” being the estimated 
second-stage trend coefficient. Lastly, trend ratio is the ratio between the adjusted and the original trend. All 
models are estimated using OLS with firm-fixed effects and robust standard errors. All continuous variables are 
winsorized at 1% and 99%,. *,**, and *** correspond to coefficients being significant at 10%, 5% and 1%, 
respectively.  

  (1) (2) (3)   
Trend 0.109*** 0.106*** 0.128***    
INT_COV -0.009*** -0.016***    
INT_COV1 0.122***      

INT_COV2 -0.104***      

INT_COV3 -0.016         

INT_COV4 0.001         

PROF -3.299*** -3.151*** -0.397    
LEV 2.832*** 3.017*** 2.423***    
SIZE -0.998*** -1.037*** -1.042***    
D_EBITDA 0.024*** 0.018*** 0.029***    
N_EBITDA 0.023    0.319 0.613***    
VOL 6.884*** -0.616    
CASH -0.230    2.521 -0.265    
CD 1.113*   0.978* 0.915**    
RENT -0.032    -0.420 0.369    
PPE -2.984*** -3.025*** -1.994***    
CAPEX -5.233*** -6.884*** -4.226***    
BETA 0.187*** 0.194*** 0.102**    
ID_RISK 2.095*** 2.101*** 1.968***    
LOSS_FR 0.138***     
RD_FR -0.533***     
MTB_FR 0.108*       
DAC_FR 0.009        
GDP GAP 0.177***    
S&P RETURN 0.404***    
M2 GROWTH -0.619    
UNEMPLOYMENT 0.127***    
CONSUMER SENTIMENT -0.025***    
N 11720 11117 20849    
adj. R2 0.913 0.413 0.903  

adj_trend 0.019*** 0.022*** 0.017***  

N 11720 11117 20849  

adj. R-sq 0.021 0.025 0.015     

Trend ratio 0.17 0.20 0.13  
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