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Introduction

The major goal of this work is to investigate the interrelations between
verbal syntax and Case in Icelandic. 1 shall consider the question within
the larger context of another closely related question, namely how prono-
minal phi-features in general (Case, number, gender and person in European
languages) relate to syntactic structure (the X-bar system).

The work is written within the comparative paradigm of modern theore-
tical syntax. Thus, comparison with other languages, above all other
Scandinavian languages, English and German, plays an important role in
it. Being my mother-tongue however, Icelandic is naturally the principal
object of my investigation. This puts me, in fact, in a rather privileged
position. Icelandic is a highly inflectional language, thus bearing more
directly on syntactic inflectional features than other Indo-European
languages in the Western world.

In recent generative literature, Icelandic has a rather prominent position.
It probably belongs to those European languages that count as well known
to the international linguistic community. However, having only a tiny
quarter of a million native speakers it is, in a sense, a micro-language. A
natural consequence of this is that Icelandic syntacticians are exceedingly
few. Few as they are, it is urgent that they do basic research in Icelandic
syntax and present it to an international audience. Accordingly, the second
goal of this work is a descriptive one: | strive towards a coherent descrip-
tion of all the major syntactic phenomena that bear on the Icelandic
phi-feature system. This includes, above all, verb movement, null-subjects,
oblique or ’quirky’ subjects, passivization, NP-movement, and various
types of agreement, not only verbal agreement but also phi-feature agree-
ment of nominals, both NP-internal agreement and several types of long
distance phi-feature agreement.

As it turnes out though, the descriptive goal of this work has become
subordinate to its more general theoretical goal. Doing science without a
theory is like travelling without a map. Most probably, one travels in
circles and ends up nowhere. Having a map, of course, does not secure
that one ends up in the right place. The map might be wrong. But one
will at least end up someplace, perhaps even someplace where one can get
a better map.

The general theoretical framework of this dissertation is the Government
Binding (GB) Theory, roughly as outlined in Chomsky (1981, 1982), incor-
porating Kayne’s (1984) theory of binary branching. Many proponents of
the various syntactic models of today seem to ’believe’ in their particular
syntactic framework. I must admit that I do not ’'believe’ in GB or binary
branching in this sense. Thus, for instance, 1 do not ’believe’ in traces.
Perhaps, they have some content in the real world; I don’t know. They
are theoretical tools to me, no more and no less. Also, I do not know if
the human mind, hence language, is modular. In fact, I find any strict
version of the ’'modular hypothesis’ intuitively implausible. But to a con-
siderable degree, the matter clearly lies beyond the present-day scope of
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2 Introduction

my discipline. - GB simply suits my general purposes in the present work.

The dissertation presupposes a rather substantial knowledge of GB on
behalf of the reader. Holmberg (1986), a work that has had great influence
on this work, was the first dissertation written in the framework of GB
in Sweden. For background information about the theory, I refer the
reader to Holmberg’'s dissertation (especially chapter 2) as well as to the
first four chapters in Lectures (Chomsky 1981). See also, for instance,
Hoextra (1984, chapter 1), Burzio (1986, chapter 1), Riemsdijk and Williams
(1986), and Radford (1988).

By the terms 'GB’ and the ’standard theory’ I shall always mean Chomsky
(1981, 1982) and closely related works. In so far as Chomsky’s most recent
ideas can be said to be ’'standard’, this includes Chomsky (1986a) and
Chomsky (1986b).

The subpart of the standard theory I wish to test here, in particular, is
the Case Theory. To make a long story short, the standard Case Theory
will be revised and extended somewhat here. The dissertation combines
two interrelated major hypotheses: the well-known idea that Infl or Comp
assigns structural nominative Case and the hypothesis that Case is a
structural head-feature, assigned by percolation (and not necessarily under
government) like other non-inherent phi-features. Furthermore, I subsume
the so-called Null-Subject Parameter under a parametrized version of the
Case Filter and derive NP-movement by a general condition on the relation
between argument positions, the Subject Command Condition.

At first sight, I might seem to be breaking rather sharply with the
standard Case Theory. In fact however, I only deviate minimally from
Chomsky's (1986b) approach to Case assignment, by dissociating m-command
and government (and by slightly relaxing or relativizing Chomsky’s Mini-
mality Condition). Chomsky incorporates m-command into his definition of
government. | suggest that the two should be kept strictly apart, m-com-
mand, and not government, controlling the distribution of Case. This has
the conceptual advantage that we can account coherently for structural
relationships that are partly different and partly alike, most important,
the head-complement relation and the head-Spec relation: they are alike
in that the head m-commands both the complement and Spec (hence being
capable of assigning Case to both). But simultaneously, they are different
in that the head governs only the complement, not Spec, thus directly
theta-marking only the complement.

The distribution of Case and other phi-features in Icelandic also il-
lustrates two things particularly clearly: First, Case percolates in basically
the same way as other non-inherent phi-features; thus, any theory that
does not relate Case and other ’spreading’ or percolating phi-features in
some natural manner is not even descriptively adequate. I shall accomplish
this in terms of m-command, thus illustrating that Aoun and Sportiche’s
(1983) and Chomsky’s (1986b) introduction of the notion 'm-command’ into
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Introduction 3

the standard theory is a well-motivated step. Second, however, the Case
properties of oblique subjects in Icelandic, and the agreement properties
of sentences containing such subjects, illustrate that NP-movement should
not be explained in terms of Case assignment, clearly not in Icelandic and
probably not in other languages either.

I shall proceed in the following manner: In chapter 1, I briefly outline
my general approach to sentence structure in Icelandic and other Germanic
languages. In this approach, called the Generalized Comp Analysis (GCA)
here, the derivation of the finite sentence in Icelandic crucially involves
a movement of the finite verb to Infl, V-to-I. In main clauses in all V2
Germanic, the finite verb moves further, from Infl to Comp, I-to-C. In
my approach, I-to-C does not interact with Case assignment in Icelandic:
presumably, it must apply in order for the main clause to function as a
predicate (Holmberg 1986), but since this has nothing to do with Case, I
do not consider I-to-C in any detail. V-to-I, on the other hand, applies
in order for Infl to be able to assign nominative Case in Icelandic. Hence,
I study V-to-lI in some detail in chapters 2 and 3. In chapter 2, I consider
the interaction of Verb Fronting (i.e. V-to-I and I-to-C), government and
Case as well as three possible explanations of V-to-I. Infinitivals, studied
in chapter 3, bear on the question in an interesting way. They indicate,
rather strongly, that the explanation of V-to-I is indeed that it must
apply in order for Infl to be able to assign Case to the subject position
(V-to-1 applies in control infinitivals in Icelandic). This is somewhat
surprising since it means that PRO must bear Case in Icelandic. I present
some evidence in favor of this conclusion already in chapter 3, but
postpone further discussion of the matter until in 5.5, where I offer more
evidence indicating that Infl (containing V) does indeed assign Case in
Icelandic infinitivals. Moreover, since PRO is ungoverned, the Case expla-
nation of V-to-I calls on a Case theory that dissociates Case and govern-
ment. In chapter 4, 1 therefore outline a Feature Percolation Theory of
Case in which zero-level heads (that do not dominate an inherent non-as-
signer of Case) have a Case feature which they percolate within their
m-command domain. In this theory, a Case assigner crucially protects its
maximal category from external Case (a slightly relaxed version of the
Minimality Condition). Thus, I actually replace Chomsky’s (1986b) barriers
approach to government by a protection approach to Case (the approaches
being empirically equivalent for the core cases, but not for ’long distance
Case percolation’). Feature percolation accounts for postverbal nominatives
and various agreement phenomena in a strikingly simple manner. However,
any Case theory has to be able to account satisfactorily for nonlexical NPs,
e.g. pro. Hence, I study null-NPs in Icelandic and other Germanic languages
in chapter 5. Somewhat surprisingly, it turns out that all Germanic lan-
guages scem to have referential null-subjects. However, these null-argu-
ments are not ’genuine pro’ but variables (bound by a null-topic), like
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4 Introduction

null-arguments in many Asian languages. Icelandic also makes an unusually
extensive use of nonreferential (expletive or arbitrary) pro. I shall argue
that Icelandic pro, like Icelandic PRO, is always Case-marked. The fact
that these null-NPs bear Case indicates that all NPs must bear Case in
Icelandic and other null-subject languages, i.e. that the Null-Subject
Parameter is deducible from a parametrization of the Case Filter. - In
this chapter, [ also argue that there are no ’'lexical nulls’ in Universal
Grammar, basing my arguments on the general assumption that the lexicon
can only link pronominal phi-features (or grammatical features in geueral)
to some phonetic substance. Therefore, pro and PRO must be ’'recovered’
or identified by interpretive means.

As in the standard theory, Infl can only assign nominative in my ap-
proach. This (as well as Theta Theory) forces an ergative analysis of
oblique subjects in Icelandic, that is, they must be derived by NP-move-
ment. In chapter 6, I study these oblique subjects and other instances of
NP-movement, e.g. passive NP-movement. As it turns out, the Case Filter
does in fact not force NP-movement. Rather, it is enforced by the above
mentioned Subject Command Condition, which says, roughly, that objects
must be commanded by an argumental subject. The ergative analysis
developed in this chapter is more extensive than most similar analyses in
the literature in that it extends to predicative adjectives (i.e. sentences
like He is big. involve NP-movement of the subject). In this chapter, I
also develop a partly new lexical theory and compare NP-movement and
lexical role promotion, involved in many word formation processes. As it
turns out, NP-movement normally preserves lexical or ’inherent’ Case,
whereas lexical promotion ’bleeds’ (D-structure) assignment of lexical Case.
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1 The sentence structure in V2 Germanic

1.1 The Generalized Comp Analysis (GCA)

As is well known, main clauses in all the Germanic Verb-Second (V2)
languages normally have the word order properties illustrated in (1). XP
stands for 'any phrasal category’ ([-+wh] in constituent questions) and Fin
stands for ’the finite verb’; when the subject (S) is not in the initial
XP-position, it usually is in the position immediately after the finite verb:

(1)a. Declaratives and wh-questions: XP - Fin - (8)
b. Yes/no-questions and imperatives: Fin - (8S)

This is 'Germanic V2’ (frequently referred to as ’the verb-second con-
straint’). Disregarding Dislocation structures and certain other phenomena,!
we may also formulate Germanic V2 in the simple manner of (2):2

(2) A main clause tolerates at most one preverbal
constituent.

Icelandic observes Germanic V2. Thus, the sentences in (3) conform to
(1) and (2):

(3) a. Hann fér Dpa til Islands.
he went then to Iceland
'He then went to Iceland.’
b. Hvert f6r hann pa?
where went he then
c. Foér hann pa  til Islands?
went he then to Iceland

Sentences that violate Germanic V2 as formulated in (2) are generally
ungrammatical:

I It is possible that left-dislocated constituents adjoin to CP (for a
slightly different suggestion, see Koster (1978) and, for Icelandic, Zaenen
(1955, p. 19)). Note however that various discourse dependent elements such as
'vocatives’ and ja ’yes’, nei 'no’ , jeja ’'well’, nu ’'well, now’, etc. also occur
sentence-initially in V2 Germanic without triggering V2. It seems questionable
that phenomena of this kind, ’dislocated’” or not, should be treated in the
syntax or in ’sentence grammar proper’ (see also Dik 1978, p. 132 ff.). In any
case, | shall not take them into account in this work,

2 Since lcelandic has V1 main clause declaratives (cf. e.g. Sigurdsson
1985a), (2) is actually more precise than (1). Note, however, that all the
Scandinavian languages have some verb-post-second main clauses (cf. Thrainsson
£1986a) and Sigurdsson (1985a, 1986a) on Icelandic). I do not believe that such
cases are real violations of ’'Germanic V2’, but | shall not pursue the matter
here.
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6 I The sentence structure in V2 Germanic

(4)a. *Hann Dba for til Islands.
he then went to Iceland
b. *Hvert ba for hann?
where then went he

In this regard, Icelandic is just like all other Germanic languages and
dialects, except English.

Germanic V2 has fascinated linguists for a long time. The oldest 'roughly
coherent’ descriptions of it that I know of are those of Erdmann (1886,
p. 182 f.) and Braune (1894).3 More than 40 years ago, Diderichsen (1941,
1946) proposed an analysis of V2 that comes close 1o being descriptively
adequate (cf. also Basbpll 1976; Platzack 1985b, fns. 5 and 6; Heltoft
1986). In the last decade, generative linguists have taken great interest in
the phenomenon. Within the framework of EST, Koster (1975) argued that
Dutch is underlyingly an SOV language, which entails that the finite verb
is fronted in root sentences (in German and Frisian as well as in Dutch;
within a transformational framework, this is in fact postulated for German
already by Bierwisch 1963, p. 111). Den Besten (1977, 1983), elaborating
upon Koster’s proposal, was the first to identify the landing site of the
fronted verb as the Comp-position (marked as Fin in (1) above). Koster’s
and den Besten'’s basic insights have been widely discussed and developed
in various respects by many other generative linguists. A particularly
important step was the extension of their ideas to the Scandinavian
languages (Holmberg 1983, Platzack 1983b).

Extremely rapidly, Germanic V2 has become a vast field of inquiry
within generative syntax. See, for instance, Thiersch (1978), Evers (1981),
Safir (1982a), Haider (1984a, 1986a, 1986b), Scherpenisse (1984, 1986),
Holmberg (1985a, 1986), Platzack (1986b), Taraldsen (1986a), the contribu-
tions in Haider and Prinzhorn (1986), and the overview in Platzack (1985b)
- to mention only very few works that are inspired by Koster (1975) and
den Besten (1977, 1983). These and other contributions to the ongoing
discussion about Germanic V2 differ in various details, of course. To a
considerable degree, however, there is a consensus in the recent transfor-
mational literature on three crucial assumptions about word order and
sentence structure in the Germanic V2 languages:

1. The finite verb moves from VP to Infl in all finite clauses = V-to-I
(i.e. "Verb-to-Infl’, c¢f. Holmberg 1985a; 1986, p. 84 ff.).

3 Braune (1894, p. 42) says:

Fir das altnordische und hochdeutsche gemeinsam lasst sich demnach die Regel
der Verbalstellung in den Hauptsatzen etwa so fassen: Das Verbum strebt nach
dem Anfange des Satzes und bildet sehr haufig das erste Satzglied. Es kann
aber jedes hoher betonte Satzglied vor das Verbum an den Anfang treten, dann
mue dieses die zweite Stelle erhalten.
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1.1 The Generalized Comp Analysis 7

2. In main clauses, there is a second movement of the finite verb,
that is, the finite verb moves from Infl to an empty Comp. This is
the 'Verb-Second Rule’, called Infl-to-Comp or I-to-C here.

3. Declarative main clauses and constituent main clause questions
have an ’extra’ pre-Comp node that is not usually found in yes/no--
questions, imperatives or subordinate clauses. This position is the
landing site of topicalized and wh-moved elements. It is often
referred to as the XP-position (cf. (la) above) in the literature
(e.g. Holmberg 1983, 1986). For reasons that will become clear in
the next subsection, I shall call it [Spec, CP]J.

Together, these three assumptions constitute what I shall call the GENER-
ALIZED COMP ANALYSIS (GCA) of Germanic word order and sentence
structure. Holmberg (1986, p. 3 ff.) calls it ’'den Besten's description’
(which is not quite accurate) and it has also been called 'the V-XP-move-
ment analysis’ (Hellan and Christensen 1986, p. 3). My term contrasts
GCA with a competing approach to Icelandic word order, suggested by
Rognvaldsson (1984a). As we shall see in 1.3, the natural term for this
alternative approach is the GENERALIZED XP ANALYSIS. In addition, my
term underlines the basic assumption of GCA that all finite clauses in V2
Germanic have a Comp node (an idea first suggested for English by Bresnan
(1970, pp. 301, 319; 1972) and further explored by e.g. Emonds (1976) and
Chomsky and Lasnik (1977)).

In 1.3, I shall illustrate how GCA works for Icelandic. But first it is
necessary to outline the X-bar system assumed in this work.

1.2 The X-bar system

Although most recent transformational approaches to Germanic V2 adopt
some version of GCA, there is no general agreement about further details
of Germanic sentence structure. A wide variety of proposals is found in
the literature (some of these are listed in Haider and Prinzhorn 1986, p.
4; see also Platzack 1985b). For the most part, the differences between
these varying proposals are unimportant here so | shall not review any of
them. Thus, [ shall only sketch the the X-bar system to be pursued here.
Apart from labelling conventions, it is the same system as that of Holm-
berg's (1986). It is also very similar to Chomsky’s Barriers approach (1986b;
see also 1986a, p. 160 ff.), the only difference being that I assume binary
branching, thus following Holmberg (1985a, 1986) and Kayne (1984) (whereas
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8 I The sentence structure in V2 Germanic

Chomsky (cf. 1986b, p. 3) does not take a stand on the question).4

By hypothesis, the distribution of heads and complements and of speci-
fiers (Specs) and ’specifiees’ is determined by the schemata in (1). There
are only two bar-levels above X0 (cf. e.g. Stowell 1981). Order is subject
to variation ((1) representing the most widespread order in English and
the Scandinavian languages):5

(1)a. Xx° X y»
b. Z' = Q' 7!

X’ expands to a head (X) and a complement (Y’’), whereas Z'’ expands to
a Spec (Q’) and a specifiee (Z’). Note that this formulation makes the
explicit claim that Specs never affect the categorial status of their mother
node; that is, the categorial status or the ’projection type’ of the mother
node (Z"’) is always determined by the head (Z) of the specifiee (Z’).6

Following Stowell (1983, p. 295), Platzack (1984, 1986b) and Chomsky
(1986a, 1986b), 1 assume that the X-bar system extends to nonlexical
categories, that is, I(nfl), C(omp) and their projections. By hypothesis, |
and C are heads of the sentential categories conventionally labelled S and
S’/S’’, respectively:

(2)a. S = I'" = IP = [NP [1' I VP]]
b. S’ = C’' = [C IP)
c. S’ =C' = CP = [XP C’] (or [Spec C'])

Note that C and I are X0, like lexical heads.
Given these assumptions, Icelandic (and English, | assume) has the
sentence structure sketched in (3):

4 This, of course, presupposes that the Double Object Construction can
be successfully analyzed as a binary branching construction, cf. e.g. the
discussion in Kayne (1984, chapter 9), Holmberg (1986, pp. 33 ff., 180 ff.); see
also section 6.5.2 here.

5 It is often suggested that UG has some relatively simple linearization
or directionality parameter (e.g. Chomsky 1986b, p. 2; Holmberg 1986, p. 12).
However, prepositional OV languages (’PO-OV languages’), like German, show
immediately that sensitlivitly (o syntactic categories must be built into the
Directionality Parameter of UG (cf. e.g. Hoekstra 1984, p. 71 ff.; Abraham
1986a, p. 9 f.; Sigurdsson 1988b).

6 Although perhaps not explicit, this is at least implicit in Chomsky’s
(1986b) approach too. Note also that it follows from the feature theory
developed in Holmberg (1986) if we make the natural assumption that heads are
always marked for some categorial feature: those features, which are (positively
or necgatively) marked on a head, X, percolate up the whole X-projection and
cannot be overridden by the features of complements or specifiers (the only
features of these that can percolate up the X-projection are features that are
not marked on the head); see further section 2.1.
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1.2 The X-bar system 9

) xp/cp\ c
/
c >IP\
NP 1
T VP

C and | are the heads of (C’ and) CP and (I’ and) IP, respectively (in
accordance with the convention that X0 is the head of the whole X-pro-
jection). The subject NP is the Spec of I' (= [Spec, IP] or [NP, IP]) and
XP is the Spec of C’ (= [Spec, CP] or [XP, CP]). Furthermore, 1 adopt
Chomsky’s convention (1986b, p. 4) that Specs may be missing in maximal
categories, complement clauses thus being CPs even when C’ is not speci-
fied by XP.7 Finally, it should be mentioned here that I follow Holmberg
(1986, cf. p. 12) in allowing ’base generated adjunction’ (see also Chomsky
1986b, p. 79). In Holmberg’'s approach (1986), the structures in (4)-(6) are
all permissible:

(4) VP (5) VP (6) I’

— —

v vp AdvVP VP AdVP BE

(4), of course, is the case of an auxiliary plus a VP. As argued by Holmberg
(1986), sentence adverbs also seem to be adjoined to VP in the base in
Icelandic (= (5)). In Mainland Scandinavian, on the other hand, sentence
adverbs appear, at first sight, to adjoin to I’ (= (6)).

As noted in Holmberg (1987) however, the structure in (6) violates
Chomsky’'s Adjunction Principle (1986b, p. 6):

(7) Adjunction is possible only to a maximal
projection (hence, X'') that is a nonargument.

There are various possiblities of maintaining the Adjunction Principle and
accounting for the different status of sentence adverbs in Icelandic and
Mainland Scandinavian (which 1 shall consider in more detail shortly).
See the discussion in Kosmeijer (1987), Holmberg (1987) and Platzack
(1987b). I shall return to the problem in 2.5, where I will suggest a slightly
revised version of Holmberg’s (1987) solution. As we shall see, this solution
entails that Mainland Scandinavian does not have the ’straightforward’
sentence structure (3). Until in 2.5 however, [ shall assume the structures
(3) and (6) for Mainland Scandinavian - for expository purposes.

7 This has the positive effect that all clauses are maximal categories.
Furthermore, it allows that e.g. N and V be the immediate heads, respectively,
of NP and VP in the absence of [Spec, NP] and [Spec, VP]. - For a discussion
aboul the possibility that subjects are actually VP-internal, that is [Spec VP]
(at least in some languages), see e.g. Webelhuth (1986), Contreras (1987),
Diesing (1987), and Rognvaldsson and Thrainsson (1988).
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10 1 The sentence structure in V2 Germanic

1.3 Adapting GCA to Icelandic

Icelandic has several types of V1 order in declarative main clauses (cf.
Sigurdsson 1983, 1985a, to appear). Apart from these V1 declaratives, it
shows almost exactly the same V1 and V2 properties in main clauses as
the other Germanic V2 languages, as already mentioned. It thus seems
natural to extend GCA to Icelandic as first suggested by Platzack (1983b)
and further argued for in e.g. Platzack (1984, 1986b), Holmberg (1984a,
1985a, 1985b, 1986) and Sigurdsson (1984, 1985a, 1986a) (but for some
problems involved in this, see below).

The examples in (1) illustrate some of the most normal word order
patterns in Icelandic:

(1)a. Hefur Maria ekki séd Olaf?
has Mary not seen Olaf
b. ... ad Maria hefur ekki séd Olaf.
that Mary has not seen Olaf
c. Maria hefur ekki séd Olaf.
Mary has not seen Olaf
d. Olaf hefur Maria ekki séd.
Acc Nom
Olaf has Mary not seen
e. Hver hefur ekki séd Olaf?
who Thas not seen Olaf
f. Hvern hefur Maria ekki séd?
who(m) has Mary not seen

The approach outlined in section 1.2 accounts for these patterns as shown
in (2); NP- and wh-traces are marked as [t] but verb traces as [v] (since
the binding relations between moved verbs and their traces are always
obvious, there is in general no need to show these relations by indices or
underlining):
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1.3 Adapting GCA to Icelandic 11

(2) . cp
Spec I o
! c— T~ 1p
; ! NP T~1°
AR SN
‘ AdVP VP
I e
i t | 1 \ NP
; | | I
a. Hefur Maria [v] ekki [v] séd Olaf
b. ad Maria  hefur ekki [v] sé3 Olaf
c. Maria hefur [t] [(v] ekki [v] séd Olaf
d. Olaf hefur Maria [v] ekki [v] séd [t]
e. Hver hefur [t] [v] ekki [v] séd Olaf
f. Hvern hefur Maria [v] ekki [v] séa [t]

Note that the finite verb moves from I(nfl) to C(omp) in all cases except
in (2b), where Comp is occupied by an overt complementizer (ad) which
blocks I-to-C; hence, the verb stays under Infl in (2b) (but for an addi-
tional explanation, in terms of syntactic features, see the discussion around
(5) in 2.2).

Now, consider another set of facts, namely sentences with the expletive
bad ’there, it’. As argued by Thrdinsson (1979), this bad is not a subject,
'grammatical’ or whatever. Rather, it is inserted or generated in [Spec,
CP], the subject position (typically) being empty (cf. e.g. Zaenen 1983,
1985; Rognvaldsson 1984a; Platzack 1983a). That is, expletive pad occurs
clause-initially, typically in certain types of null-subject sentences. The
types involved in this are quite numerous (cf. 5.3.1), but the best known
are existential/presentative sentences, the ’weather construction’, and
impersonal passives, cf. (3) (since bad is not generated in the subject
position, the latter does not contain a trace, but pro, denoted as "[e]"):

(3)a. bpad er [e] sennilega enginn hérna.
there is probably nobody here
b. Pad rigndi [e] i ger.
it rained yesterday
c. bad var [e] sofid i ©61lum herbergjunum.
it was slept in all the rooms
(i.e. ’'All the rooms were slept in.’)

In 5.3.1 and 6.3.1, I shall discuss these types in more detail. As we shall
see there, sentences like (3) seem to be constructed in much the same way
as other V2 main clauses in the language, that is, they seem to involve
a filled [Spec, CP] and a movement of the finite verb into the second
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12 I The sentence structure in V2 Germanic

position.
Our model will also have to account for the word order asymmetry

between main and subordinate clause wh-interrogatives, illustrated in (4)
and (5):

(4)a. [Hvern sa Maria]?
whom saw Mary
'Who did Mary see?’
b. Eg veit [hvern Maria sa].
I know whom Mary saw

(5)a. [Hvenazr sa Maria Jon]?
when saw Mary John
’When did Mary see John?’
b. Eg veit [hvenar Maria sia Jon].
I know when Mary saw John

As suggested by Thrainsson (1984b, 1986a), this is accounted for if wh--
phrases move to Comp in indirect questions in Icelandic (these not having
any [Spec, CP]), whereas they move to [Spec, CP] or the XP-position in
main clauses, as we have already seen. An alternative is to assume, with
Platzack (1986b), that wh-phrases always move to [Spec, CP] in all V2
Germanic (as they clearly do in Mainland Scandinavian), Comp, for some
reasons, being obligatorily empty in embedded interrogatives in Icelandic
(and German). See also Chomsky (1986b). The difference does not really
matter here so I shall not pursue the (interesting) question.

In short, it seems clear that we can apply GCA quite successfully to all
the most canonical sentence structures of Icelandic, including declarative
main clauses (subject-initial or not), normal subordinate clauses, yes/no--
questions, main clauses with expletive pad, and wh-interrogatives. However,
adapting GCA to Icelandic is not as simple and straightforward as all this
might seem to indicate. The principal reason for that is that Icelandic is
generally 'V2' not only in main clauses but also in subordinate clauses
(with the exception of wh-clauses). The great appeal of GCA is that it
does not only acount for V2 and VI in main clauses; it also accounts for
the well-known word order asymmetry between main and subordinate
clauses typical of most V2-Germanic. As for Icelandic, however, the problem
is that there does not seem to be any such asymmetry to be explained by
[-to-C in main clauses.8 This is illustrated in (6), which should be compared
to the Swedish (7) and the German (8):

8 In this respect, Yiddish is very much like Icelandic, cf. den Besten and
Moed-van Walraven (1986). See also Diesing (1987).
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1.3 Adapting GCA to Icelandic 13

(6)a. Maria les ekki bakur.
Mary reads not books
b. ... ad Maria les ekki bakur.
(7)a. Maria ldser inte bocker.
Mary reads not ©books
b. ... att Maria inte ladser bocker.
(8)a. Maria liest nicht Biucher.
b. ... dap Maria nicht Blicher liest.

Obviously, if we assume, with den Besten (1977, 1983), that the finite
verb moves to an empty Comp-node in (second position in) the main
clauses, we have an account for the asymmetry in (7) and (8): whenever
Comp is occupied by an overt complementizer (att, etc.), like in (7b) and
(8b), I-to-C is blocked (as first argued by den Besten 1977). The S-struc-
tures in (9) show how our system works for the orders in (7) (as we shall
see in 2.5, Mainland Scandinavian actually does not have exactly this
sentence structure and does not apply V-to-I, but this is immaterial for
the moment):

(9) _.__¢CpP
Spec _;:::;C’
: C T~1p
il /
NP I’
' — ~.
AdvP —~1
| , ! I VP
| j ' ~
§ ; \4 NP
| ;
V !
a. Maria liser [t] inte [v] [v] bocker
b. att Maria inte lidser [v] bocker

Given that German has object-verb and VP-Infl order, the asymmetry in
(8) is accounted for in a parallel manner.

Now, we do not expect such central phenomena as V2/V1 in main clauses
to show up in almost exactly the same manner in closely related languages
without there being any relation between the languages with respect to
the phenomena in question. Therefore, the null-hypothesis would seem to
be that V2/V1 should be explained in the same manner in all V2-Germanic.
Icelandic constitutes an interesting challenge to this hypothesis. More
specifically, the absence of a general asymmetry in word order between
main and subordinate clauses in Icelandic raises the question whether
I-to-C actually is operative in the language. Rognvaldsson (1984a, 1987)
and Thrainsson (1984b, 1986a) suggest that it is not and propose an account
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14 1 The sentence structure in V2 Germanic

for Icelandic word order along the lines sketched in (10), where only
subordinate clauses have Comp and the S’-level:?

Comp T S

(10) — S:?
XP Infl NP VP

Since this alternative postulates an XP-position in normal subordinate
clauses, as well as in main clauses, we may refer to it as the Generalized
XP Analysis. As discussed in Sigurdsson (1985a, 1986a, to appear), it has
some empirical drawbacks. However, it also has certain empirical virtues.
Thus, it allows for both Topicalization and insertion of expletive pad in
subordinate clauses (into the XP-position). Both phenomena are clearly
much more heavily constrained in subordinate clauses than in main clauses.
All the same, there are many instances of grammatical Topicalization (of
non-subjects) and of grammatical bad-insertion in Icelandic subordinate
clauses, cf. e.g. Zaenen (1983) and Rognvaldsson (1984a). As argued by
Platzack (1983b, 1986b), though, these problems for GCA are at least
technically solvable.10

According to the Generalized XP Analysis, there is only one Verb
Fronting involved in the derivation of both main and subordinate clauses,
viz. V-to-I. Not surprisingly, however, this simplification leads to compli-
cations elsewhere in grammar. For example, it forces us to assume that
normal subject-initial subordinate clauses involve Subject-Topicalization.

As argued by Platzack (1983b; 1984; 1986b, p. 210), it is quite simple to
adapt GCA to Icelandic if we assume that the relative order of Infl and
the sentence adverb position is different in Icelandic and Mainland Scan-
dinavian, as shown in (11):

(11)a. Icelandic: Infl-AdvP-VP
b. Mainland Scandinavian: AdvP-Infl-VP

This gives the desired result (cf. also (2) and (9) above). Consider again
the examples in (6) and (7):

9 In a recent article, Rognvaldsson and Thrainsson (1988) develop the
same basic ideas in a binary branching approach, suggesting that the subject is
generated in [Spec, VP] and normally moved to [Spec, IP], the XP-position (in
subordinate clauses as well as in main clauses); for similar ideas about other
languages, see e.g. Webelhuth (1986) and Contreras (1987). In this form,
Rognvaldsson and Thrainsson’s ideas are more challenging and interesting, |
find.

10. For a much more serious problem for GCA, raised by the extremely
free Topicalization in Yiddish subordinate clauses, see Diesing (1987).
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1.3 Adapting GCA to Icelandic 15

(6)a. Maria les ekki bazkur.
Mary reads not books
b. ... ad Maria les ekki bakur.
(7)a. Maria l3ser inte bocker.
Mary reads not books
b. ... att Maria inte ldser bocker.

There is no difference between the main clauses, since I-to-C applies to
both (after V-to-I, moving the finite verb from Infl to Comp in second
position). In the subordinate clauses, on the other hand, only V-to-I
applies. Given (11), this inevitably leads to the order verb-adverb in
Icelandic but to adverb-verb in Mainland Scandinavian.

We might also argue that the apparent word order symmetry between
main and subordinate clauses in Icelandic is only illusory: Clearly, the
order subject-verb is preceded by a subordinating conjunction in the
latter, that is, the normal subordinate clause in Icelandic 1is actually
verb-third and not verb-first or verb-second like main clauses.

However, it must be admitted, Platzack’s approach to Scandinavian word
order suffers from some theoretical and explanatory shortcomings (noted
by e.g. Kosmeijer (1986, 1987), Sigurdsson (1986c, 1988a), Holmberg (1987),
and Platzack (1987b)). First, it presupposes that there is a fixed order in
the base, i.e. that phrase structure rules have an independent status. This
is a theoretical drawback, given the program to derive the effects of the
phrase structure rules in earlier transformational frameworks from general
principles of Universal Grammar, such as those of X-Bar Theory and the
Theta-Criterion (cf. Stowell 1981; Hoekstra 1984, p. 23 ff.; Chomsky 1986a,
1986b). Second, and more important for us, it does not explain why the
order of Infl and sentence adverbs should be different in Icelandic and
Mainland Scandinavian. It thus seems clear that it would be a substantial
improvement if we could dismiss (11) as a stipulation, and derive it, instead,
from some general principles.

Perhaps the difference in (11) is only accidental (cf. Holmberg 1985a, p.
192). But since all the Old Scandinavian languages had the ’Icelandic
order’ in subordinate clauses as a rule (cf. e.g. Larsson 1931 pp. 77 ff.,
138 ff., 175 ff.; Wessén 1956, p. 328 ff.), this seems highly implausible. It
presupposes that all three Mainland Scandinavian languages changed
independently in the same direction, without any particular reason. More-
over, if it was diachronically possible to shift the order of Infl and
sentence adverbs in a free and an unprincipled manner, then there is no
reason to believe that this should not also be synchronically possible,
that is, we could then expect the order of Infl and sentence adverbs to
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16 I The sentence structure in V2 Germanic

be free in Modern Scandinavian, which, however, is clearly not the case.ll

With respect to Infl and the finite verb, there are two striking differen-
ces between Icelandic and Mainland Scandinavian: First, the finite verb in
Icelandic regularly shows an almost complete inflectional paradigm for
(first, second, and third) person and (singular and plural) number, whereas
the Mainland Scandinavian languages are the only Germanic languages
that show no traces of subject-verb agreement. Second, there is abundant
evidence for V-to-lI in Icelandic (cf. e.g. Thrdinsson 1984a, 1986b, 1986c),
as opposed to Mainland Scandinavian. That 1is, if V-to-I ‘ikes place in
Mainland Scandinavian, then it must apply string-vacuous.y (as pointed
out by Holmberg (1985a; 1986, p. 85); see also (9) above). Compare the
Swedish examples in (12) to the Icelandic ones in (13) (because of the
masking effects of I-to-C, I use subordinate clauses for demonstration):12

(12)a. ... att Maria inte ldste boken.
that Mary not read the book
... that Mary did not read the book.’

b. ... att Maria inte har 13st boken.
has read
C. ... att Maria inte skulle ha list boken.

should have

(13)a. ... ad Maria las ekki bdkina.
that Mary read not +the book
b. ... aod Maria hefur ekki lesid bdkina.
has read
C. ... ad Maria skyldi ekki hafa lesid bdkina.
should have

Moreover, as pointed out by Holmberg (1985a, p. 177), V-to-]I must leave
a trace in Icelandic, whereas it would not have to do so in Mainland
Scandinavian, "neither ... for the purposes of Case assignment, nor for
satisfaction of the Projection Principle." This makes it rather suspicious
that the finite verb should move to Infl in Mainland Scandinavian (see

Il Faroese seems to be rather free in this respect, though. According to
Platzack (1984, p. 196) "the finite verb can be found both before and afler a
sentence adverbial in subordinte clauses" in Faroese. Lockwood (1955) is rather
unspecific on this point, but says, among other things, "if the adverb is
stressed, it must come in front of the verb" (Lockwood 1955, p. 157). It is
unclear whether this may be interpreted as meaning that the adverb is normally
postverbal if i1t is unstressed. Barnes (1987) contains a very useful survey of
word order in Faroese subordinate clauses, but unfortunately it does not shed
much light on this particular question.

12 The strict pattern seen in cases like (13) clearly undermines Andrews’
suggestion (1982a, p. 428) that Icelandic has no VP. For further (convincing)
arguments against Andrews’ proposal, see Thrainsson (1986b).
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1.3 Adapting GCA to Icelandic 17

further 2.5).

In chapters 2 and 3, I shall consider, in some detail, how we could
solve this problem. My solution involves three basic assumptions: First,
Infl assigns nominative Case in Icelandic, whereas Comp is the nominative
Case assigner in Mainland Scandinavian. Second, a Case assigner must
m-command its Case assignee. Third, all Case assigners must contain some
lexical feature. It follows that the Icelandic Infl must be lexicalized by
V-to-I and situated such that it m-commands [NP, IP]). In Mainland Scan-
dinavian, on the other hand, V and Infl amalgamate by means of an
'adjacent’ or a local 'I/V Reanalysis’. This is possible because V-to-I is
not forced for the purpose of successful nominative Case assignment in
Mainland Scandinavian (Comp being the nominative Case assigner).

Before this approach can be developed, however, it is necessary to
consider the interrelations between Verb Fronting, Case, and (proper)
government, and look into some initial evidence that V-to-I indeed applies
in order for Infl to be able to assign nominative Case in Icelandic.
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2 Verb Fronting, Case and government

2.0 Introduction

In other works (Sigurdsson 1984, 1985a, 1986a, to appear), I have presented
various evidence that I-to-C applies in main clauses in Icelandic, as in
other V2 Germanic. I shall not repeat my arguments for this standpoint
here, nor shall I add further evidence in favor of it.1 What matters here
is not so much the empirical evidence for I-to-C, but rather the more
general question why it should be the case that normal ’simple’ main
clauses should be derived by two verb movements. The question why
V-to-I should apply in finite clauses (and some infinitivals) is one of the
fundamental questions to be dealt with in this work. However, I-to-C also
raises some intriguing questions that are relevant here. In particular, we
would like to have some answers to the following questions about V2
Germanic:

1.  Why must (at least) all finite clauses have Comp?
. Why must Comp be filled in main clauses?
3.  Why is the finite verb the only element that can
(and must) move to Comp in main clauses?

There are numerous (and widely differing) attempts to explain I-to-C in
the recent generative literature. However, most of these attempts are
insufficient in some rather obvious ways. Thus for instance, Scherpenisse
(1984) and Travis (1984, p. 135) suggest that I-to-C is explained by the
Empty Category Principle (ECP, cf. Chomsky 1981, Kayne 1981a): Comp is
base generated empty in main clauses and since it is ungoverned it must
be filled at some stage in the derivation if an ECP-violation is to be
avoided (unless, of course, heads are exempted from ECP, cf. the discussion
in Holmberg 1986, chapter 6). - Obviously, however, this only answers
question 2 above, and not questions 1 and 3.

Since [-to-C is a main clause phenomenon it links, in all probability,
to some inherent difference in nature between main and subordinate clauses.
What could this be? The most plausible suggestion, in my opinion, is that
of Kayne’s (1982) as further developed by Taraldsen (1986a) and, in
particular, Holmberg (1986), namely that I-to-C should be explained
"functionally’: main clauses typically function as predicates and subordinate
clauses as arguments or modifiers. The function of I[-to-C is to provide
the main clause with a ’'predicative’ or a verbal head (so that the clause

1 However, let me mention one further argument: Recall that one of the
differences between GCA and the Generalized XP Analysis is that subjects in
initial position of subordinate clauses are topicalized in the Generalized XP
Analysis, but not in GCA. As we shall see in 5.2, the distribution of referential
null-subjects supports GCA rather decisively in this point. Referential
null-subjects must be topicalized in Icelandic and other V2 Germanic, that is,
GCA predicts that missing referential subjects should only be able to ’drop’
from the [Spec, CP] position of main clauses in these languages. This is borne
out, cf. 5.2.
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20 2 Verb Fronting, Case and government

can function as a predicate). Moreover, Holmberg (1986) argues, the
function of V-to-I is parallel to that of I-to-C, i.e. by providing I' (and
IP) with a verbal head, it enables I’ (and IP) to function as a predicate.
Before we consider this in more detail, it is necessary to review the
explanation of I-to-C developed by Platzack (1983b, 1986b).

Platzack suggests that I-to-C should be explained in terms of nominative
Case assignment (basically the same idea was independently developed by
Koopman 1984). By hypothesis, nominative Case is assigned by a lexicalized
head that is [+ Tense]. Also by hypothesis, Comp is always [+ Tense] (and
the head of S) in finite clauses in V2 Germanic. In clauses that have an
overt complementizer in Comp (which absorbs [+ Tense]), this will ensure
nominative Case assignment to the (immediately following) subject. In
main clauses, on the other hand, Comp is (normally) not lexicalized in
D-structure. Hence, if nothing further happens, it will not be able to
assign nominative Case to the subject of the clause and the sentence will
be ruled out by the Case Filter (cf. Chomsky 1981). Since, however, the
finite verb of the clause is [+Tense], it may move to Comp. Subsequently,
Comp, now being supported by lexical material, may assign nominative
Case to the subject, and the sentence is rescued.

[-to-C is probably necessary for successful nominative Case assignment
in Mainland Scandinavian (as well as for proper predication). See section
2.2. As for Icelandic, on the other hand, Platzack’s approach is not
compatible with the analysis developed here (Infl and not Comp being the
nominative Case assigner in Icelandic). Moreover, it is not clear why
nominative Case should be inherently related to [+Tense] - in fact, there
is evidence that it is not in Icelandic. See 3.4.2 and chapter 5. Hence, I
shall adopt Holmberg's (1986) approach to I-to-C as a general explanation
of 'Verb-Second’. However, it seems clear that the status of Comp and
Infl with respect to Case needs to be clarified. To do so will be my major
task in this chapter. The organization of the chapter is as follows: First,
[ shall briefly sketch Holmberg's explanation of Verb Fronting (i.e. V-to-I
and 1-t0-C). In 2.2, I develop an initial theory of nominative Case assign-
ment (to be supplemented in chapters 3.3 and 4). In 2.3, I consider govern-
ment and Case, and in 2.4, | discuss how V-to-I and I-to-C relate to
proper government. It will be argued that Case is assigned under m-com-
mand rather than government; on the other hand, both verb-movements
seem to be subject to the Empty Category Principle (i.e. the verb traces
must be properly governed). Finally (2.5), I deal briefly with the Mainland
Scandinavian counterpart to V-to-I, a process which I call I/V Reanalysis.
An 1mportant achievement of the proposed analysis is that it forces the
word order differences between Icelandic and Mainland Scandinavian as
well as nominative Case assignment by Comp in Mainland Scandinavian
hut by Infl in Icelandic.

Many of the problems addressed here ’project’ into later parts of this

Google



2.0 Introduction 21

work. A coherent explanation of V-to-I requires that infinitivals be studied
in some detail (chapter 3). The problems raised by infinitivals, in turn,
call for a coherent theory of Case (chapters 4-6).

2.1 Holmberg’s hypothesis

As pointed out by Holmberg (1986, p. 136), clauses typically fulfill or
perform the same ’grammatical-logical functions’ as phrasal categories,
being either predicates, arguments, or modifiers. Canonically, arguments
are NPs, predicates are VPs, and modifiers are APs or PPs (or AdvPs).
Clearly, clauses may perform all these functions: complement clauses are
arguments, relative clauses and adverbial clauses are modifiers, and main
clauses are typically predicates. It thus seems natural to generalize over
phrasal categories and clauses in terms of syntactic features. Holmberg
(1986, chapters 3 and 5) discusses in considerable detail various possibilities
of executing this and comes up with the following proposal (1986, p. 141):

(1)a. The Predicate Principle: A predicate must be [+V].
b. The Argument Principle: An argument must be [-V].
c. The Modifier Principle: A modifier must be [%V].

"%" means ’'neutral’. Holmberg (cf. 1986, p. 58 ff.), basically following
Reuland (1986), assumes that the syntactic features, [V] and [N], are
ternary, and not binary, "%" effectively being a third value.

As pointed out by Holmberg (1986, p. 141 ff.), the formulations in (1)
are quite strong, perhaps too strong. Thus, for instance, the Double Object
Construction seems to involve a secondary predicate (where the direct
object is predicated of the indirect one, see e.g. Herslund 1986); as far as
I know, however, there is no reason to believe that these secondary
predicates (and many small clauses, cf. 3.4.1) are [+V]. Also, PPs may
exceptionally function as arguments in English (for an interesting study
of this, see Jaworska 1986); (2) is a well-known example:

(2) Under the table is a good place to hide.

Holmberg (1986, p. 66) argues that PPs may either be [%V] or [-V] (hence,
modifiers or arguments). All the same, it seems that we have to distinguish
between primary and secondary predicates and arguments, the principles
in (1) only holding for the former.2 Conversely, these principles are perhaps

2 precisely how this distinction should be drawn is, of course, not
sbyvious; perhaps, Dahl’s (1985) theory of prototypes 1is the appropriate
framework.
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22 2 Verb Fronting, Case and government

also too weak. It seems rather clear, for instance, that arguments are
canonically [+N] as well as [-V], and that predicates are canonically [-N]
as well as [+V]. We shall return to this in 2.3 and 3.2.3 (suggesting a
somewhat more traditional approach).

Holmberg explains Verb Fronting (V-to-I and I-to-C) in terms of the
Predicate Principle in (la) and a fairly well articulated feature theory.

Vitally important are the following percolation conventions (Holmberg
1986, p. 60):3

(3)a. Percolation Convention1 (PC1):
The features of a head a percolate to the first
branching node dominating a.

b. Percolation Convention 2 (PC2):

If a head a is neutral with respect to some
feature (F), and a (non-head) sister b of a is
specified (F), the specified feature value of
(F) may percolate to the first branching node
dominating a and b.

- where we understand ’'head’ as being either the X-node or the X’-node
of the X-projection in question.
Now consider the structure of CP in Icelandic:

(4) _.CP.
—
Spec _..Cn
c IP
NP s
I VP
e ™~
v NP

C(omp) is the head of C’ and I(infl) is the head of I'. In turn, C’ and I’
are the heads (with respect to [Spec, CP] and [NP, IP]) of CP and IP,
repsectively. Hence, if Comp and Infl are [+ V], C'/CP and I'/IP will be so
too by PCl. According to Holmberg (1986, ch. 5), the function of V-to-]
and of I-to-C is to ensure that I'/IP and C’/CP, respectively, will be [+ V]
(thus able to function as predicates, cf. (1a) above).

3 Holmberg (personal communication) points out to me that arguments are
probably barriers to percolation of syntactic features. This would account for
e.g. the fact that [+wh] of the Comp of subordinate interrogatives does not
percolate to the matrix by PC2. More generally it seems clear to me that
maximal categories block percolation of syntactic features (percolation of [+wh]
thus being blocked if subordinate interrogatives are CPs). This follows if all
percolating features percolate within that part of the m-command domain of the
'percolator’ that is not ’protected’ by another more local ’percolator’, in a
sense that will be pursued for Case percolation in chapter 4.
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2.1 Holmberg's hy pothesis 23

However, as soon as we consider PC2 in (3b) above, a complication
arises: If Infl is [%V], the [4+V] feature of VP should be able to percolate
to I’; in the same manner, the [4+V] feature of I (after V-to-I) should be
able to percolate to C’ if Comp is unspecified for [V]. Also, of course, if
Comp and Infl were [+V], the verb movements could not be obligatory,
given that their very function is to provide Comp and Infl (and their
projections) with this feature value. Hence, Holmberg (1986, p. 147)
postulates, both Infl and Comp are [-V] by default in all V2 Germanic.
This will force V-to-I and I-to-C, in order for I’ and C’ to satisfy the
Predicate Principle: both I'/IP and C’/CP would stay [-V] and thus violate
the Predicate Principle if it were not for the verb movements. In English,
on the other hand, Infl and Comp are [+4V] by default, which means that
neither of the verb movements is obligatory.

As for I-to-C, I find this solution rather attractive. Clearly, given some
version of the Generalized Comp Analysis, Comp (and C’/CP) may either
be [+V] or [-V]: complement clauses, hence their Comp, are [-V], and
main clauses, hence their Comp, are [4+V]. Thus, it seems rather natural to
assume that the default value of Comp may be subject to a parametric
variation.4

For V-to-I and Infl, on the other hand, Holmberg’s solution is less
feasible, I find. First, it seems plausible to assume that V-to-I must apply
in Icelandic in order for Infl to be able to assign nominative Case. Second,
Infl-projections (I’ and IP) seem invariably to be predicates. However,
neither of these initially plausible assumptions are self-evident. Thus, it is
not clear that all infinitivals that are arguments are CP rather than IP or
VP (cf. section 3.4.1). Also, if we wish to argue that V-to-I applies in
order for Infl to be able to assign nominative Case, we have to motivate,
first, that a lexically empty (or a V-less) Infl is incapable of assigning
Case, and second, that Comp cannot normally replace Infl as a nominative
Case assigner in Icelandic.

[ will return to this in 2.4, where | consider the possibility that V-to-I
be explained in terms of ECP. As we shall see in 3.3, however, an explana-
tion in terms of nominative Case assignment seems to be the only explana-
tion that accounts for the obligatoriness of V-to-I in Icelandic CPs. But
before we proceed any further, it is necessary that we consider nominative
Case assignment (2.2) and government (2.3) in more general terms.

4 But of course, the basic assumption that English differs from other
Germanic  languages with respect to the default values of C and 1 is
stipulative, and it is probably very difficult to come up with any independent
evidence for it. In this, however, Holmberg’'s analysis is no different from other
paramctric analyses. Stipulating a parameter is always the same as saying that
the variation dependent on the parameter cannot be fully explained in terms of
gencral linguistic principles (as, for instance, pointed out by Adams (1987, p.
29)).
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24 2 Verb Fronting, Case and government

2.2 Nominative Case assignment

First, let us briefly consider the feature system proposed by Holmberg
(1986, chapter 3). It consists of six feature values: [+V,-V,%V] and
[+N,-N,%N]. For English, thus, Holmberg suggests the following system (cf.
Holmberg 1986, p. 58):

(1)a. Name, Det: [-V,+N]
b. Complementizer [-V,%N]
c. V (tr) _+V -N]
d. V (intr./Aux) [(+V,%N]
e. P (tr) [#V,-N]
f. P (intr) [#V,%N]
g. N, A, AGR [(#%V,+N]

To this, we may add that passive past participles seem to be [+V,+N]
(adjectives and adjectival participles, on the other hand, are probably
[%V,-N], cf. 6.4.3).

It secems obvious to me that this must be worked out in more detail if
we are to capture further refinements in the categorial system. Thus, for
instance, we would like the features to reflect not only the fact that
adjectives and nouns have much in common but also the fact that they
very often diverge. But what matters, for the moment, is that the system
in (1) enables Holmberg to maintain the following generalization:

(2)a. Only [-N] categories can assign Case
b. Only [+N] categories can receive Case

However, consider the standard assumption that the [+N] Agr element in
Infl is a nominative Case assigner (cf. Chomsky 1981, p. 52). If that is
correct there must be something wrong with the generalization in (2a).

On the other hand, there is probably also something wrong with the
standard view that Agr is [+N]. As we shall see, [-+N] elements generally
must bear morphological case and gender in Icelandic. Since Agr bears
neither, this indicates that it is not [+N]. Second, consider the structure
of the tensed Infl (cf. e.g. Haegeman 1985; Kosmeijer 1987). It seems
clear that it is headed by I rather than V in Icelandic (see also Kosmeijer
1987, p. 88 ff.). Affixes, and not stems, usually head words. In addition, if
the tensed Infl were headed by V, the finite clause would be a V-projection
rather than an I-projection, thus violating our approach to sentence
structure. Moreover, it seems natural to assume that the tense and mood
of the basic Infl are head-features of the clause. Consider also Platzack
(1987b) on the conceptual drawbacks of assigning different categorial
status to the clause in different languages. All in all, then, it seems
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2.2 Nominative Case assignment 25

highly preferable to assume that the tensed Infl in Icelandic is a complex
I rather than a complex V. I therefore assume the structure (3) for Ist
person plural subjunctive preterite demdum of dama ’judge’. I do not
specify —+T(ense)/M(ood) as "-present" and "-subjunctive"; although this
would be the proper analysis, it would mask the generality of the pattern:5

+T/M Agr
[dam du m]

V is [4V,-N]. However, since it is not the head of the complex Infl, it
only projects these features in so far as they are not in contrast with
the features of the head-l1 (immediately dominating +T/M and Agr). Now,
the tense-mood marker is presumably unmarked for [V] and [N], i.e.
[%V,%N] (like e.g. temporal adverbs). Thus, no matter whether I itself is
headless or headed by +T/M or Agr, Agr will project its marking for [N]
if it is positive, [4N].6 Since I, in turn, is the head of the whole complex,
it will project this marking, the result being that the complex Infl is [4N]
(as well as [4+V]). Accordingly, I'/IP would be [-+N]. Moreover, both Comp
and its projections would be so marked in main clauses after I-to-C.
Following Kayne (1982), I take it that predicates must not be [-+N], which
means that Agr must either be [%N] or [-N].7 If that is correct, the
complex Infl in (3) must have the purely verbal specifications [+V,-N]. If
Agr is [-N], the complex Infl gets this value by Homberg’s Percolation
Convention 1 in 2.1(3a). But if Agr is [%N], the complex Infl gets [-N]

5 In traditional Icelandic grammar, the tense-mood marker is taken to be
only the suffix d, um being the person-number ending. This seems to be
incorrect (cf. Sigurdsson 1981b). It is clear, though, that there is a very high
degree of syncretism in all the inflectional categories in the verb endings.
However, there is nothing that blocks the percolation of the Agr specification
to the lower | and from there to +T/M, Agr thus affecting the actual form of
+T/M (or vice versa). Note also that the T/M specification may percolate up to
the higher | and from there to V. This regularly triggers certain umlaut and
ablaut variations in the verbal stem of certain verb classes. In short, I believe
(3) can be maintained.

6 On two provisions, however, Agr might ’be allowed’ to be [+N]: if
+T/M were the head of the basic Infl, and if it were [-N] (the head [-N]
feature of +T/M blocking projection of the [+N] of Agr). The latter assumption
is implausible, I find.

7 As already mentioned, passive past participles are [+V,+N] (cf. 6.4.3). If
Agr were [+N] the tensed Infl would have the same feature constellation. As we
shall see however, there are striking differences between passive participles and
the tensed Infl. First, the participles inflect for gender and Case like other
[+N] elements. Second, they absorb or incorporate an excternal theta role.
Third, they loose their ability to head a [+V] projection (hence require insertion
of the copula). All this indicates that it is highly implausible that Agr, hence
the tensed Infl, should be [+N].
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26 2 Verb Fronting, Case and government

from the verbal stem by Holmberg’s Percolation Convention 2. I shall
assume that Agr is [%N]. It then follows that (2a) cannot be maintained
(see further below).

As we saw in (1), Holmberg assumes that intransitive prepositions and
intransitive verbs are [%N], hence not Case assigners. However, in chapter
4, 1 shall argue that intransitives are potential Case assigners. Thus, I
shall assume that they do not differ in syntactic features from transitives,
verbs and prepositions generally being [-N]. An interesting possibility that
I shall not pursue here is that auxiliaries are [+V,%N].

Now, consider the fact that Mainland Scandinavian does not seem to
have any Agr. This is not only indicated by the fact that Mainland Scan-
dinavian has no subject-verb agreement. As argued by Taraldsen (1983,
1986b), the tensed Infl in Mainland Scandinavian does not seem to involve
any element that counts as an accessible SUBJECT with respect to the
Binding Theory for empty categories. That is, empty anaphors in the
subject position of finite clauses in Mainland Scandinavian do not seem to
have the minimal finite clause as a governing gategory. Similar phenomena
with respect to overt anaphors are found in several languages that also
have no subject-verb agreement, e.g. Malayalam and Kannada (Mohanan
1982a) and Chinese (Huang 1982; Battistella 1985).8 In the standard theory,
Agr is an accessible SUBJECT in finite clauses (Chomsky 1981, p. 211 f.).
Thus, the binding phenomena described by Taraldsen (1986b) follow directly
if Mainland Scandinavian has no Agr (a fact not noted by Taraldsen
himself).9

Provisorily, I now suggest that the tensed Infl assigns nominative Case
iff it contains Agr (I shall revise this rather radically in 2.5 and 3.3). It
then follows that Infl cannot be a Case assigner in Mainland Scandinavian.
Following Platzack (1986b) and Holmberg (1986, p. 188 ff.), I therefore
assume that Comp assigns nominative Case in Mainland Scandinavian.10
This has some consequences elsewhere in grammar.

First, what are the possible nominative Case assigners in Universal
Grammar? Lexical heads assign Case to their complements. Since subjects

8 To a certain extent, similar facts are even found in English, cf. Huang
(1983), Manzini (1983), Mohanan (1985), and Bouchard (1985).

9 Taraldsen’s (1986b) analysis is highly interesting, but it leaves many
problems unresolved (cf. Sigurdsson 1988a). One obvious problem is that it does
not extend to lexical anaphors in Mainland Scandinavian. It would take us much
too far to go into the details of Taraldsen’s theory of empty categories here.
What matters here is that there are good reasons to believe that Infl does not
contain any element that qualifies as an accessible SUBJECT with respect to

empty anaphors in Mainland Scandinavian as opposed to Icelandic (Sigurdsson
1986¢).

10 Consider also Stowell (1983), who assumes directional government. On
the assumption that languages like English always have rightwards government
and that Case is assigned under government, he is forced to assume that Tense
assigns nominative Case from Comp in English (cf. 1983, p. 295).
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2.2 Nominative Case assignment 27

are not complements, (4) suggests itself:

(4) Only nonlexical zero-level heads can assign
nominative Case

That is, only the ’sentential heads’ Infl and Comp. - In passing, note also
that this approach enables us to dissociate nominative Case and [+ Tense],
a fact to which I shall return.

Second, are there any featural restrictions on nominative Case assigners?
It is not obvious that they should be subject to any special featural
restrictions as compared to other Case assigners. Thus, both the tensed
Infl in Icelandic and the main clause Comp in Mainland Scandinavian must
be [+ V,-N] if I am correct that verbs are generally [+V,-N], that is, they
have the same feature values as verbs.11

Holmberg (1986, p. 188 f.) suggests that all finite clause comlementizers
are [-N] (thus upholding the generalization in (2a)). However, this con-
tradicts his analysis of English that as [-V,%N], cf. (1b) above. Historically,
complementizers like that, Icelandic a®, Swedish att, German dass, etc.
seem to be degenerate nominal elements, that is, they are historically
related to 3rd person singular demonstrative pronouns like that, Icelandic
bad, Swedish det, and German das (cf. Wessén 1956, p. 274, and the
references cited there). It seems unnatural to me to assume that these
elements have been totally ’'denominalized’; as we shall see in 3.2.3, they
are probably either [%N] or [+N]. Also, I see no reason to assume that
adverbial complementizers like Swedish nar ’when’, sedan ’since’ and
English because are [-N]. Rather, they are [%V,%N] like adverbs. On the
other hand, 'transitive’ complementizers like English for (cf. For him to
win would be nice.) and Arabic ’inna, ’anna are perhaps [-N], like preposi-
tions.12

More seriously for Holmberg’s (2a), there is clear evidence that some [+ N]
categories, viz. some adjectives ([%V,+N]) and some passive participles
([+V,+N]), are capable of assigning lexical or ’inherent’ Case (see 4.3,
5.5.2.1, 6.1, 6.2, and 6.4). Thus, it seems that (2a) is not verified (whereas

Il In Mainland Scandinavian, this follows directly if Infl contains no Agr,
the complex Infl (or the 1I/V complex, cf. section 2.5) thus inevitably bearing
the [+V,-N] specifications of the verbal stem, the main clause Comp
subesequently inheriting them by [I-to-C. In Icelandic, the tensed Infl must be
[+V,-N] if Agr is [%N], as we saw above.

12 Complementizers of this sort assign objective/accusative case to the
NP, IP] position (cf. Holmberg 1986, p. 188 on the Arabic complementizer).
However, this does not tell us anything about the relationship between syntactic
features, transitivity and Case assignment since we talk about these
complementizers as ’'transitive’ precisely because of this property. We could just
as well say that Mainland Scandinavian [%N] complementizers are ’transitive’
assigners of nominative Case (which they are, in fact, in Platzack’s (1986b)
analysis).
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(2b) is).

In short, I see no compelling reasons to assume any special category--
featural restrictions on nominative Case assigners, or indeed on Case
assigners in general. In so far as Case is a structural phenomenon (see
chapter 4), we do not expect categorial features to interfere with Case
assignment.13

Third, must (nominative) Case assigners be lexically filled (or contain a
trace) at S-structure? This is, for instance, suggested by Platzack (1986b,
p. 188 f.). As we shall see directly, our approach to 'lexical nulls’ forces
us to adopt (a slightly relaxed version of) this ’lexicalization hypothesis’
of Platzack’s. However, if Comp is a Case assigner in Mainland Scan-
dinavian, this might seem to have undesirable effects. For example, it
forces us to assume that the relative som ’that’ is present (at S-structure)
in Norwegian sentences like (5):

(5) Vi vet hvem (*som) Marit snakker med.
we know who that Mary talks with
'We know who Mary is talking with.’

But at the same time, we also have to assume that it is absent, or else
the sentence will violate the Binding Theory, at least in Taraldsen’s (1986b)
theory of empty categories.14 Note in passing that Holmberg’s explanation
of I-to-C correctly excludes Verb Fronting to an empty Comp in subor-
dinate clauses that are arguments, like the one in (5): If I-to-C applies,
the clause improperly turns into a predicate.

13 0On the other hand, the Case Filter only applies to [+N] categories,
'Case receiving’ thus being affected by categorial features (see chapter 4 and
5.3.2).

14 The reason is that som is an expletive element in (5). According to
Taraldsen (1986b), empty categories that are locally bound by an expletive are
anaphors (but variables if they are locally bound by an operator). If the EC in
(5) is locally bound by som, it is thus an anaphor that is free in its governing
category. The relevant structure is shown in (i):

(i) *[hvem [som [Marit snakker med [t]]

The governing category of the EC is the minimal IP (since it contains the EC,
its governor med, and an accessible SUBJECT Marit). The grammatical som-less
version presumably contains an empty complementizer that inherits the operator
properties of hvem. Being locally bound by an operator, the EC is then a
variable, hence properly free in its governing category. - Note, however, that
this analysis obviously does not work as smoothly for Swedish as for Norwegian
since sentences like (5)/(i) are acceptable in (at least colloquial) Swedish, cf.

(i1):

(ii) Vi vet vem som Maria pratar med.
we know who that Mary talks with

For further problems with Taraldsen’s analysis, see Sigurdsson (1988a) and fn.
15 below.
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Holmberg (1986, p. 177) proposes the following principle:

(6) A head is Case-visible iff:
a. it has a phonetic matrix
b. it is Case-marked, or
c. it is properly governed.

- where 'Case-visible’ means "can assign Case" (the term thus being slightly
misleading). As noted by Holmberg (1986, p. 190), this is not without
problems. As far as I can see, also, the empty complementizer in (5) does
not meet any of the visibility conditions in (6): it is neither Case-marked
(given that CP is a barrier to Case assignment, cf. 5.5.3) nor is it properly
governed by hvem (at least not under our conception of proper government,
cf. the next subsection). As we shall see later, both the X-bar system
assumed here and the Feature Percolation Theory of Case developed in
chapter 4 suggest that some constructions involve insertion of an empty
preposition which inherits and assigns a lexical Case feature of some
lexical category (similar analyses are proposed by Kayne (1984) and Homberg
(1986)). The most typical case is the Double Object Construction, where
an empty prepostion inherits a lexical Case feature of the verb, cf. 6.5.2.
The result is normally a structure like (7):

(7) ’//,,VP\N“\‘
/‘V,\\ NP
\ //PP\\
P NP
|
(e)

In the present approach, the empty P is neither Case marked nor properly
governed. If that is correct, Holmberg’s ’Case-visibility Theorem’ cannot
be maintained.

One of the most central claims of this work is that there are no ’lexical
nulls’ (cf. chapter 5). It follows that the empty preposition in (7) must be
inserted in syntactic structure (where it inherits the lexical Case feature
which it assigns), see further 6.2.2 and 6.5.2. Moreover, it also follows
that som rs present in (5) for the purpose of successful Case assignment,
1.e. its absence must be due to a PF-deletion.15 Note that the empty
Comp in (5) necessarily ’corresponds directly’ to som, that is, it neessarily

15 Note, however, that this undermines Taraldsen’s (1986b) analysis: it
seems rather implausible to assume that som must be deleted in order for the
sentence to meet the binding principles at PF. As pointed out to me by Jan
Koster (personal communication), it might be more promising to look out for an
ECP explanation of the peculiar (near) complementary distribution of som and a
null-complementizer in Mainland Sandinavian.
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has the same syntactico-lexical features as som. For example, it must be
[-V] or else the subordinate clause would not be able to function as an
argument. In addition, it must contain some feature that distinguishes it
from the empty declarative at(t) ’that’ complementizer in Mainland Scan-
dinavian.16 In the light of this, I adopt Platzack’s lexicalization hypothesis
in a slightly weakened form:

(8) A Case assigner must contain some lexical feature
(either inherent or inherited)

(- 1 take it that traces of lexical categories satisfy this condition.)
Accordingly, I assume, with Platzak (1986b), that Verb Fronting provides
the Mainland Scandinavian main clause Comp with the necessary lexical
feature(s) and extend this to Infl in Icelandic. - If this approach is on
the right track, it obviously means that I-to-C must have a double function
in Mainland Scandinavian, being necessary for successful nominative Case
assignment as well as for proper predication. The emerging picture is thus
like this: There are no categorial restrictions on Case assigners. On the
other hand, all Case assigners must contain some lexical feature. However,
there is a basic difference between lexical and nonlexical zero-level heads
(in the sense of X-bar Theory): lexical heads assign non-nominative Case,
whereas nonlexical ('sentential’) heads assign nominative Case.

As mentioned above, this approach dissociates (nominative) Case and
[+ Tense]. Instead, structural Case relates directly to syntactic structure,
namely the X-bar system (see further chapter 4). This is a desirable
conceptual improvement.

2.3 On government

What are the consequences of our approach for Government Theory? The
answer depends on how we conceive of the relationship between Case and
government. Borer (1986) suggests that Infl assigns nominative Case to
the [NP, IP] position by virtue of being coindexed with it. I shall start
out by taking the stronger conventional viewpoint that Case can only be
assigned under government. As we shall see, however, this overgeneralizes
over complements and specifiers in a rather unfortunate manner, that is,
it masks important differences between the head-complement relation and
the head-Spec relation. This will eventually lead us to suggest that Case

16 In Mainland Scandinavian, the empty complementizer might be [-V] by
default. However, an analogous approach to empty complementizers in English is
excluded if Holmberg (1986) is right that Comp is [+V] by default in English.
fhus, given Holmberg’s approach, we are forced to assume the possibility of
omplementizer deletion in UG in any case.
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is dependent on m-command rather than government (thus deviating from
Chomsky (1986b) in assuming that m-command and government should be
kept strictly apart).

In an X-Bar Theory that incorporates nonlexical heads, Comp and Infl,
we seem to have a strong motivation to propose a unified Government
Theory, applying to all zero-level heads. However, Case relations, hence
government relations in the standard theory, that involve lexical heads
differ considerably from those that involve the nonlexical heads. In the
core case of lexical government, government is simply a sisterhood relation
between a lexical head and its complement, that is, a lexical head governs
and is the sister of its complement:

(1) A lexical head X governs its sister Y'’

A question that often arises is whether a lexical head can govern anything
inside its complement. Consider (2):

(2) X
\ y
X (Y\ :
Z Y/Y\

w)’

The natural assumption is that government is, at least canonically, a local
relation and that no category may be doubly governed. In other words,
local government takes precedence over non-local government, and no
governor may penetrate into the governing domain of another (more local)
governor, cf. Reuland (1983, p. 122), Stowell (1983, p. 295), and Taraldsen
(1984). Call this the DOMAIN PRINCIPLE OF GOVERNMENT (DPG):17

(3) No category can govern into the domain of another
governing category

(As we shall see, this actually follows from the constrained approach to
government outlined below, i.e. DPG is not an independent principle.)
Assuming that Y in (2) is a lexical head, it follows that W’' cannot be
governed by X since it is locally governed by Y. The question is whether
X in (2) can govern Y'/Y and the specifier Z’’. Consider (4):

(4)a. Eg sa hus.
Acc
I saw a house

17 The same basic idea is embodied in Chomsky’'s (1986a, p. 42)
Minimality Condition.
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b. Eg sa hus med Dbaki.
Acc Dat
I saw a house with a roof

The VP sa hus med bpaki has the structure (5):

(%) __—VP__
v __NP__
N PP
I
sa hus med pbaki
(Acc) (Dat)

That is, sjd4 ’see’ assigns accusative to the head N of its complement NP,
but it does not penetrate into the government/Case assignment domain of
the preposition med ’with’. This seems to indicate that a lexical head
governs the head of its complement, cf. the approach in Belletti and Rizzi
(1981, p. 123).18 As we shall see, however, the Feature Percolation Theory
of Case developed in chapter 4 accounts for data of this sort in a much
simpler manner than does Belletti and Rizzi's approach to government.19
What, then, about the specifier Z’’ in (2)?

(2) X!

The Exceptional Case Marking (ECM) of the subject position of Acl or
SOR infinitivals is standardly (cf. Chomsky 1981) taken to constitute
evidence that a lexical head (=the matrix verb) may govern the specifier
(=the subject position) of its complement (=the infinitival). Consider (6):

(6)a. I believe [that he is intelligent].
b. I believe [him to be intelligent].

Thus, if Case is essentially assigned under government the notion 'govern-

18 This approach 1is explained in an aesthetically clear manner by
Roberts (1985, p. 25 ff.).

19 In the approach pursued in chapters 4-6, the verbal head assigns
accusatlive to the object NP in both (4a) and (4b), the accusative percolating to
the N-head in both cases (whereas the P-Case blocks the accusative from
percolating to [NP, PP] in (4b)).
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ment’ must be formulated so as to cover at least the cases in (7):20

(7) A lexical head X governs:
a. 1its complement Y’'’,
b. Y and Y,
c. Z'’, the specifying sister of Y’

The (alleged) government relations that involve the nonlexical heads,
Comp and Infl, are partly different but no less complex. Consider the
structure of CP:

(8) S’///CP\\\ ’
pec /C ~
C __IP
NP T
I _VP
— ~
\' NP

Given that both Comp and Infl are possible nominative Case assigners in
UG, it seems that we have to accept the following:

(9) A nonlexical head X may govern at least:
a. 1its complement Y'’ (we assume),
b. Z'’, the specifying sister of Y’,
c. Q’’, the specifying sister of X’

In the case of nominative Case assignment by Comp, (9b) holds (C = X, I
= Y’, [NP, IP] = Z”), but in the case of Case assignment by Infl, (9c)
holds (I = X, I' = X', [NP, IP] = Q). (9b) is the same relation as (7c), of
course.

If (7) and (9) are to be subsumed under a coherent notion of government,
it will have to be formulated such that (10) holds:

(10) A zero-level head X governs (or may govern):
a. its complement Y'’
b. Y and Y’
c. 2Z'’, the specifier of Y’
d. Q'’, the specifier of X'’

This is illustrated in (11), where the categories potentially governed by X
are underlined:

20 | might seem 1o be the case that (7c) only follows if we assume, with
Holmberg (1986, p. 160), that Acl infinitivals are Cs (or CPs). However, it also
follows in our small clause analysis of Acl infinitivals (see 3.4.1).
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(11) X2
Qﬁ/—-—* \X,
X =y
Z." \Y)

(11) is thus equivalent to (12):

(12) A zero-level head X governs anything except:
a. 1tself and its own projections,
b. a category that is governed by another more
local governor (= the Domain Principle of
Government in (3))

Moreover, if X" is the sister of a potential governor T, there is no way
to predict whether [Spec, X”’] (= Q"’ in (11)), will be governed by T or X;
they are equally local with respect to [Spec, X'']. Unless, of course, we
make the (plausible) extra stipulation that X is ’more local’ in the sense
that it protects [Spec, X'’'] from being governed by the ’external’ governor
T.21 The same comments apply to Z’’ with respect to X and Y.

This is certainly not the ideal situation. We obviously want to be able
to distinguish between the structural relation between a zero-level head
and its complement, on the one hand, and the relation between a zero-level
head and the Spec of its projection on the other hand. By making no
conceptual distinction between these relations we mask the clear difference
between them in a rather unfortunate way. At the same time however, we
also want to be able to generalize over Case assignment, that is, we also
want to express the fact that the above mentioned relations have something
important in common.

There is a simple way to achieve this ideal goal. In the past few years
the notion m-command has become more and more imporant in GB theory,
cf. Aoun and Sportiche (1983, p. 224 ff.) and Chomsky (1986b). This notion
generalizes over the head-complement relation (plus the head-head of

complement relation) and the head-Spec relation in the following manner
(cf. Chomsky 1986b, p. 8):

(13) a m-commands b iff:
a. a does not dominate b, and
b. every maximal category Y'' that dominates a

dominates b

21 This is in fact the core idea of Chomsky’s (1986b, p. 42) Minimality
Condition (discussed below and in chapter 4). As we shall see, however, the
Minimality Condition is much too strong for Case assignment (and too weak or
~cermissive for 'true’ government).
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(13b) means, simply, that a and b are within the same minimal maximal
category. If a is a zero-level head, then, it m-commands everything
within (but nothing outside) its maximal projection a’’.22

Taking it that Case is assigned under government, Chomsky (1986b, p. 8
f.) incorporates m-command into his definition of government. However,
let us assume that the two should be kept strictly apart. If that is correct
we can account for Case assignment in terms of ’local’ m-command of a
Case assigning zero-level head. Consider (11) again:

(11) X
/
Q’’ >x1
Z”/’// \Y’
/
Y W

X m-commands the whole structure. However, Y is also a zero-level head
and m-commands the Y-projection (i.e. the whole structure under Y'’).
What we want to secure is that Q' belongs to the ’canonical Case domain’
of X and that Z’ and W’ belong to the ’'canonical Case domain’ of Y.23
In certain instances, however, we also want maximal categories to be
transparant to external Case. As we shall see, this happens precisely
when the (zero-level) head of the transparent maximal category is defective
in not being a Case assigner. That is, a zero-level head protects its
maximal projection from external Case assignment iff it is a Case assigner
itself. Thus, if X is a Case assigner, it protects X'’ (and everything under
X’’) from, say, an external T-Case. In the same manner, Y protects Y
from X-Case iff Y is a Case assigner; X-Case penetrates Y’ (X m-comman-
ding Y”’) iff Y is a non-assigner of Case. On the other hand, of course,
Y can never assign Case to any category outside Y, e.g. Q' and X"
(since heads do not m-command out of their maximal projections).

[ shall illustrate this in more detail in chapter 4. An important achieve-
ment of the present approach is that it enables us to state the following
theorem:

22 Accordingly, a m-commands its 'a-road’ (a, a’, and a’’), whereas, for
example, &' does not m-command a (cf. Chomsky 1986b, fn. 12, p. 92).
Therefore, Holmberg’s (1986) Percolation Conventions, discussed in 2.1 (and fn.
3) above, are actually m-command relations. Since Case assignment is also an
m-command relation (subject to ’protection’ restrictions discussed below and in
chapter 4), it is tempting to assume that m-command (plus ’protection’) controls
all feature percolation.

23 Note that this entails that the subject must not be generated or

situated in [Spec, VP] (where the subject or the subject chain would get V-
Case).

Google



36 2 Verb Fronting, Case and government

(14) The Minimal Government Theorem:
A head a0 governs b iff b is the sister of a0

This is the only type of government we accept (but on ’antecedent govern-
ment’, see 2.4). To avoid confusion however, I shall occasionally refer to
it as 'minimal government’.

This is, in fact, rather similar to the Barriers approach. Here, the
desirable results are achieved by Kkeeping government and m-command
apart from the outset. Chomsky reaches much the same results by postula-
ting a special Minimality Condition on government (1986b, p. 42 ff.), thus
withdrawing most of the unfortunate consequences of defining government
in terms of m-command. An important difference is that I do not make
any reference to Chomsky’s concept of Exclusion (cf. Chomsky 1986b, p.
9), the two approaches therefore not being equivalent with respect to
Specs: In the present approach, all Specs are ungoverned; hence, the [NP,
IP] position is always ungoverned (cf. also Belletti and Rizzi 1981, p.
122).24 This captures, in a natural manner, the difference between Specs
and complements, the latter always being governed (whereas both stand in
an m-command relation with the head of the maximal category to which
they belong). As we shall see in chapters 3 and 5, the [NP, IP] position
indeed bears Case (in Icelandic) even when it is ungoverned in the standard
theory, namely when it contains PRO. - Another very important difference
between the two approaches is that I allow external Case to penetrate
maximal categories that are not headed by a Case assigner, see chapter 4,
whereas this is excluded by Chomsky’s formulation of the Minimality
Condition.

Government, then, is a highly constrained subcase of c-command: the
structural relationship between a zero-level head and its complement. In
the case of lexical zero-level heads, this relationship controls L-marking,
[ assume, that is, direct theta-marking of lexical heads (cf. Chomsky
1986b, p. 13). Case, on the other hand, 'marks off’ the 'domain’ of a Case
assigning zero-level head (this domain, in fact, being the same as that of
direct plus indirect theta-marking).

2.4 Verb Fronting and proper government

Now consider the notion ’proper government’ and the Empty Category
Principle (ECP). (1) is the standard formulation of ECP (cf. e.g. Kayne

24  This might seem to raise problems with respect to ECP. As we shall
see in chapter 5, however, empty (nominal) categories need not be governed or
antecedent governed if they are properly Case marked. See also Chomsky
(1986b, p. 22).
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(1981a, p. 93); Kayne's revision (1981a, p. 105) is not adopted here):
(1) An empty category (EC) must be properly governed

- where EC is not PRO.

Proper government is actually not an independent notion. Rather, it is
a 'mechanism’ that licenses empty categories or makes them ’visible’ (to
Theta Theory, i.e. the Projection Principle, and to Binding Theory).
Whatever this mechanism may be, it is called 'proper government’ in GB.
For us, it is sufficient to note that it standardly involves two disjoint
conditions (each condition being sufficient to satisfy ECP): government by
a lexical head and so-called ’antecedent government’ (cf. e.g. Kayne (198la,
1983a), Aoun and Sportiche (1983), Lasnik and Saito (1984), Chomsky
(1986b, p. 17)). Antecedent government, in turn, involves c-command,
coindexing and some locality condition. Tentatively, I assume the rather
severe locality condition in (2). It differs markedly from Kayne’s approach
(198la, section 2.1; 1983a), but it is almost identical with Lasnik and
Saito’s proposal (cf. 1984, p. 248):

(2) a may antecedent govern b if a (minimally)
governs a projection of b

- the major difference being that (2) is only relevant for NP- and S’-pro-
jections of b in Lasnik and Saito’s theory. However, since our conception
of government differs from that of Lasink and Saito’s (cf. 1984, p. 240)
the two approaches give somewhat different results for proper government
also. Both approaches are rather appealing, I find, in that they link
government and antecedent government in a natural manner.25 Note also
that (minimal) government entails c-command in our approach (as opposed
to Lasnik and Saito’s theory (cf. 1984, p. 240)). Thus, (2) enables us to
simplify the definition of antecedent government in that we need not
incorporate c-command into the definition.26 As a working hypothesis, I
shall thus conceive of ’proper government’ in the following simple but

25 The locality condition in (2) is actually built into Balletti and Rizzi’s
definition of government (1981, p. 123), see the discussion around 2.3(5) above.

26  Where, by c-command, | mean c-command in the classical sense of
Reinhart (1976, 1981): a c-commands b if the first branching node dominating a
also dominates b but a itself does not dominate b (nor vice versa). - Under the
definition in (3), hvem does not antecedent govern the empty complementizer in
sentences like 2.2(5), repeated here as (i):

{1) Vi vet hvem (*som) Marit snakker med.
- for the simple reason that hvem is not a governor. This means that the empty

complementizer does not satisfy Holmberg’s (1986) 'Case-visibility Theorem’, as
discussed in 2.2.
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severely constraining manner:27

(3) a properly governs b iff:

p
|

(minimally) governs b, or

and b are coindexed, and
(minimally) governs a projection of b

o

Now, consider the structure of C’ (or CP) after V-to-I and I-to-C:

(4) c?
¢ T~71p

=
NP T~

I/ >VP<\
v NP
l
verb (v] (v]

The verb in Comp antecedent governs the verb-trace in Infl. That is, it is
coindexed with the trace and satisfies the locality condition in (2)/(3b):
Comp (minimally) governs IP, a projection of Infl. In a precisely parallel
manner, the verb trace in Infl antencedent governs the verb trace under
V (and so does the finite verb when it stays in Infl). Thus, Verb Fronting
conforms to the Head Movement Constraint (HMC) as formulated by Travis
(1984, p. 131):

(5) An X0 may only move into the YO0 which properly
governs it

See also the discussion in Holmberg (1986, p. 87 f.). Note that we can
only state HMC this simply if we assume (2) and (3b). Chomsky (1986b)
does not and is therefore forced to incorporate the locality condition in
(2)/(3b) into his more complicated formulation of HMC (cf. Chomsky 1986b,
p.71).

ECP and HMC exclude that V moves directly to Comp (cf. Chomsky
1986b, p. 69). That is, they exclude structures like (6) and (7):

27 This is a simplification, though. As we shall see in chapter 5, pro is
licensed by virtue of being Case-marked. That is, it is ’proper licensing’' rather

than ’proper government’ that matters: An EC is properly licensed if it is Case-
marked or meets (3).
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(6) c’
c T~1p

—_— \
NP >~

verb (e) [

==

verb; verd; [v]; [vl;

In (7), the lower verb trace, [v];, is not properly governed (because its
antecedent in Comp does not (minimally) govern a projection of [v];).
Hence, the structure is ill-formed, cf. the ungrammatical (8):

(8) *Lesid Maria hefur bdkina?/.
read Mary has the book

In (6), the verb trace under V is not properly (antecedent) governed by
the verb in Comp: Comp does not (minimally) govern a projection of V.
In addition, Infl contains no trace, that is, it is not coindexed with Comp
and therefore not properly (antecedent) governed by Comp (or anything
else). Precisely the same is true, of course, if the verb does not move at
all, no matter whether Comp contains a complementizer or not. This is an
important observation. It means that even if Infl did not assign nominative
Case in Icelandic, V-to-I (or some other amalgamation of V and I) would
have to apply. Conversely, however, Infl would be incapable of assigning
Case to [NP, IP] if V-to-I did not apply (since it would then not contain
any lexical feature, as discussed in 2.2). On the other hand, we cannot
explain V-to-I by a requirement that Agr (and + T (ense)/M(ood)) amalgamate
with a verbal stem (as pointed out by Holmberg 1986, p. 146). This is
certainly an ’extra reason’ in finite clauses, but as we shall see in chapter
3, V-to-1 also applies in some infinitivals.

Thus, ECP/HMC and nominative Case assignment seem to offer two
independent  explanations of V-to-I in Icelandic. This suggests that the
Predicate Principle in 2.1(la) is responsible for only I-to-C, and not for
both verb-movements as argued by Holmberg (1986). I shall consider how
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to explain (the obligatoriness of ) V-to-I in more detail in 3.3.
Finally, reconsider the questions we posed in 2.0 for V2 Germanic:

1.  Why must (at least) all finite clauses have Comp?

2. Why must Comp be filled in main clauses?

3. Why is the finite verb the only element that can
(and must) move to Comp in main clauses?

Holmberg’s Feature Theory and Predicate Theory answers questions 1. and
2. directly: Comp is the head of the clause and the clause will not be
able to function properly (as a predicate, an argument, or a modifier) if
its head does not contain the proper syntactic features. It also answers
question 3. partly, i.e. it predicts that only a verbal element ([4+V]) can
move to Comp in main clauses. That this should be precisely the finite
verb is explained by ECP and the Head Movement Constraint. As we have
just seen, they exclude that non-finite verbs move directly to Comp.

2.5 1/V Reanalysis and Comp-Case

The analysis above applies to Icelandic. For Mainland Scandinavian, on
the other hand, I assume reanalysis of Infl and V, yielding a complex
Infl, [[V]+I] (like Icelandic V-to-1). Following Platzack (1986b, p. 197 ff.),
I also assume that this results in a pruning of (the highest) VP and refer
to the complex Infl as "I/V". Given our assumptions so far, the relevant
structure (after I-to-C (or I/V-to-C)) is (1):

(1) ¢
o
NP i S0
I/V NP
verb (v]

The structure observes HMC since Comp properly governs the verb trace
by virtue of governing IP, IP being a projection of (the Infl head of) I/V.
Second, it satisfies the Predicate Principle, that is, the [4V] feature of
[/V percolates to I'. Third, as pointed out by Holmberg (1985a), the
structure also satisfies the Projection Principle (by observing the sub-
categorization properties of the verb, c¢f. Chomsky 1981, p. 29).28

' 28 In more recent approaches (e.g. Chomsky 1986a), the Projection
Prmcxpl_e 1s taken to require observation of ’theta-selection properties’ at
syntactic levels (instead of ’subcategorization properties’). This is immaterial in
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Now, recall that I left the status of sentence adverbs in Mainland
Scandinavian as an unresolved problem in 1.2. Consider the Swedish (2)
and the structure in (3):

(2) att Maria inte kopte Dboken.
that Mary not bought the book

2 C — T~1p
-
— \ )
Ac'ivP /I. e
‘ I/V NP
| l |
att Maria inte kopte boken

As mentioned in 1.2, the adjunction of the sentence adverb to I' violates
Chomsky’s (1986, p. 6) Adjunction Principle:

(4) Adjunction is possible only to a maximal
projection ... that is a nonargument

Kosmeijer (1986; 1987, p. 99 ff.; see also Platzack 1987b) develops an
analysis of Mainland Scandinavian sentence structure that would seem to
solve this problem, namely (5):

(5) ___.cp
c— T~1p
e \
! NP 1
| I Typ
‘ / ~
AdvP VP
v NP
. a |
att Maria (e) inte kopte Dboken

- where Infl stays empty throughout the derivation, thus not amalgamating
with V. According to Kosmeijer, the adjacent VP licenses the empty Infl.
The advantage of the Kosmeijer/Platzack analysis in (5) is, of course,
that it assumes the same ’basic sentence structure’ in all Scandinavian. In
other respects, however, this solution is rather problematic: First, an
empty Infl violates ECP. Second, this analysis presupposes that the finite
verb moves directly from [V, VP] to Comp in main clauses (cf. Kosmeijer
1987, p. 125 ff.). As we saw in the last subsection, this would violate

context, but I shall discuss the matter in 6.2.
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both ECP (with respect to the verb trace in [V, VP]) and the Head
Movement Constraint. Third, it is unclear how tensed verbs in Mainland
Scandinavian get their overt tense-suffixes under this approach (tense
presumably being a head feature of the clause, i.e. an Infl-feature, in
Mainland Scandinavian, as in Icelandic).

Holmberg (1987) suggests a solution that escapes these problems of the
Kosmeijer/Platzack analysis. According to Holmberg, the Mainland Scan-
dinavian sentence is actually a V-projection, and not an Infl-projection
like the Icelandic sentence. Accordingly, the Mainland Scandinavian sentence
takes the general form in (6), whereas Icelandic applies (7):

) NP//VP\\VP 7 NP/IP‘\"I’
AAVP VP I e
I v AdVP VP

Thus, sentence adverbs adjoin to VP in Mainland Scandinavian, as in
Icelandic, and the Adjunction Principle is not violated.

As argued by Holmberg (1987), see also Platzack (1987b), this analysis
has certain empirical virtues. Thus, for example, (6) predicts that the
'finite VP’ (i.e. the VP dominating I and V’ in (6)) may move in Mainland
Scandinavian, being a maximal projection (only X'’ and X0 categories can
move, cf. Chomsky 1986b, p. 4 ff.). In Icelandic, on the other hand, this
should be impossible since the ’finite part’ of the sentence, I’, is neither
a maximal nor a minimal projection. As is well known in Scandinavian
linguistics, this is borne out (for a demonstration of this, I refer the
reader to Holmberg (1987) and, for example, Cooper (1986, p. 46)). Another
advantage of (6) is that it excludes nominative Case assignment by Infl in
Mainland Scandinavian: Infl does not m-command the subject NP in (6)
(as opposed to (7)). Thus, (6) forces Comp-Case in Mainland Scandinavian,
a desirable result,

Suggestions to the effect that there is a parametric difference between
languages with respect to the head of S are not new in the generative
literature (cf. e.g. Taraldsen 1982, Platzack 1986b). If possible, however,
we would like to avoid this, thus being able to maintain that there is a
universal sentential category, IP. Moreover, even if this would turn out to
be untenable, we would at least want to avoid postulating a variation
with respect to the ’head of S parameter’ for so closely related and so
typologically similar languages as the Scandinavian languages (cf. also
Platzack 1987b) - unless, of course, we are forced to do so for some
urgent reasons. I do not believe that we are forced to take this radical
step. Therefore, I suggest that Mainland Scandinavian has the sentence
structure (8), rather than Holmberg’s (6):
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(8) IP

NP __—=TP
AdvP TP
I VP
\4 NP

After I/V Reanlysis (and subesequent pruning of VP), we get (9):

(9) TP

~—
NP /IP\
AdvP /IP\
/v NP

Like Holmberg’s (1987) analysis, this approach assigns a different status
to the subject NP in Icalandic ([Spec, IP]) and Mainland Scandinavian
([Adjunct, IP]) (cf. Platzack 1987b on Holmberg's analysis). As we shall
see in 6.5.3, ’subjects’ or NPs bearing structural nominative Case seem to
have yet another status in German.

A problematic question, raised by (8)/(9), is why Icelandic does not
allow adjunction to IP (cf. the discussion in Holmberg 1987). This is
illustrated in (10) (where the brackets are IP-brackets):

(10)a. ad [Pétur las sennilega ekki bdékina pal.
that P. read probably not the book then

b. *ad [sennilega [Pétur las ekki bdkina pall.

c. *ad [ekki [Pétur las sennilega bdkina bpall.

d. *ad [pa [Pétur las sennilega ekki bdkinal].

e. *ad [békina [Pétur las sennilega ekki pall].

| have no clear answer to this question, but consider Chmosky’s discussion
of IP-adjunction in more general terms (1986b, e.g. p. 82). As noted by
Chomsky '"certain operators, including wh-phrases, cannot adjoin to IP"
(1986b, p. 88). Perhaps, all maximal and minimal projections (X'’ and X0)
that are in A’-positions and c-command IP are operators (compare 6.3 and
Taraldsen 1986b). If that is correct, then we could exclude (9b-e) by a
general ban against adjoining operators to IP. Then, however, the adjunc-
tion of sentence adverbs to IP in Mainland Scandinavian is a problem. A
possible way out is to assume that sentence adverbs in Mainland Scan-
dinavian are actually not [Adjunct, IP] but [Spec, IP]. If that is the case,
we get (11), instead of (8):
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(11) IP
-
NP ~1p
AdVP I’
1 Svyp
e
v NP

But then, in turn, we would not expect the ’finite part’ (= I’ here) of the
Mainland Scandinavian sentence to be able to move, cf. above. Therefore,
even though (11) would do for our purposes, I shall assume (8)/(9) here.

In spite of these potential problems, (8)/(9) has some clear advantages.
First, it avoids stipulating a parametric variation within Scandinavian with
respect to the ’head of S parameter’. Second, it observes the Adjunction
Principle (IP being a maximal category that is a nonargument). Third, it
escapes the ECP-violation of the above mentioned Kosmeijer/Platzack
account. Fourth, it accounts for the amalgamation of tense-suffixes and
verbal stems in a simple manner. Fifth, it has much the same empirical
advantages as Holmberg’s analysis. Most important for our purposes, it
forces Comp-Case in Mainland Scandinavian, like Holmberg’s analysis: 1/V
does not m-command the subject NP, thus being incapable of assigning
Infl-Case to it.29

Now, consider the fact that Icelandic allows ’the Mainland Scandinavian
order’ in some adverbial and (more reluctantly) relative clauses (cf. e.g.
Maling 1980, Thrdinsson 1986a, Sigurdsson 1986a). This is illustrated in
(12):

(12)a. ... pegar Maria loksins keypti bdkina.
when Mary finally bought the book
b. Pad er na Dbad sem ¢ég ekki veit.

that is now it that I not know
'Now that is (exactly) what I don’t know.’

The construction is rather informal, but it seems to be on the increase in
the language. The basic structure of (12a) is presumably the 'Mainland
Scandinavian’ (13):30

29 Even in the absence of sentence adverbs ([Spec, IP]), this is also true
of (11). If I" is not specified it is a maximal category, IP (Infl thus not
m-commanding [NP, IP]).

30 As in Mainland Scandinavian, the corresponding V3 main clauses are
ungrammatical:

(i)a. *Maria loksins keypti bdkina.
b. *Eg ekki veit pad.

However, Icelandic does have some types of verb-post-second main clauses (cf.
Thrainsson 1986a, Sigurdsson 1986a), e.g.:
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2.5 I/V Reanalysis and Comp-Case 45

(13) c’
c—  T>1p
NP >IP
AdVP ~1p
— T
I _=VP__
\|I NP

pegar Maria loksins (e) keypti bodkina.

The question is whether (12a) is derived from (13) by reanalysis yielding
I/V or by a string-vacuous application of V-to-I. As far as I can see,
there is no empirical evidence that favors either analysis (but for some
conceptual considerations, see below). In the absense of such evidence, |
shall assume [/V Renalysis, as in Mainland Scandinavian. But no matter
which derivation is the correct one, we are forced to assume that Comp
takes over the Case assigning role of Infl: under both analyses, Infl does
not m-command [NP, IP], and is therefore incapable of assigning Case to
it. Since the construction is restricted to modifying sentences we conclude
that only ’modifying Comps’ ([%N,%V]) are capable of assigning Case in
Icelandic.

Why is this so? As we shall see in 3.2.3, there is evidence that the
declarative complementizer in Icelandic, ad ’that’, is in fact [-+N] (and not
[%N] like the (tensed) declarative complementizer in Mainland Scandinavian).
Thus, if all [4+N] elements must bear Case in Icelandic (cf. chapter 5), and
if Case assignees cannot be Case assigners, then it follows that the
declarative ad cannot assign nominative Case, as opposed to non-declarative
[%N] complementizers in the language.

Our analysis entails that the Case assignment power of Infl is actually
not directly dependent on presence vs. absence of Agr. Instead, it seems
to be structurally determined (in combination with the general lexicalization
condition on Case assigners). In our purely structural approach to Case
this is a welcome result, as we shall see. At the same time, though, it
seems fairly uncontroversial that Agr at least makes Infl a more ’prominent
Case assigner’, in some sense. Therefore, I shall assume the following
principle:

(ii) Jon sennilega kemur & morgun.
John probably comes tomorrow

For reasons | cannot go into here, | believe this type is derived by a
cliticization of the sentence adverb onto the verb when it is still under VP;
subsequently, adverb+verb are fronted by (’Big’) V-to-1 and (’Big’) I-to-C (this
differs rather radically from my analysis in Sigurdsson 1986a). If this is correct,
sentences like (ii) are quite different from modifying subordinating clauses with
the "Mainland Scandinavian order’.
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46 2 Verb Fronting, Case and government

(14) If Infl contains Agr and meets the general con-
ditions on Case assigners (i.e. m-commands its
Case assignee and has some lexical feature),
then Infl-Case always overrides Comp-Case

Thus, the Case assignment power of the tensed Infl in Icelandic relates at
least indirectly to its containing Agr. Moreover, this allows us to assume
that the introduction of Comp-Case and the ’Mainland Scandinavian word
order’ into Mainland Scandinavian was due to the loss of Agr (on the
disappearance of Agr in Mainland Scandinavian, see Platzack 1987a): in
the absence of Agr in Infl, Comp-Case is free to apply, V-to-I thus
becoming superfluous.

This analysis, of course, raises the question why Mainland Scandinavian
does not apply string-vacuous V-to-I (plus Comp-Case). In fact, it even
raises the question why it does not apply ’distant’ V-to-I of the Icelandic
type (plus Comp-Case). However, neither process would have any virtues
not shared by I/V Reanalysis, i.e. they would only serve to amalgamate V
and I. Appealing to the ’last resort theory of movement’ (cf. Chomsky
1986a, e.g. p. 143), | therefore assume that both derivations are excluded:
movement only takes place when it is forced by some principle (see also
6.5.3).

It seems clear to me that any explanation of the word order dichotomy
between Icelandic and Mainland Scandinavian must, somehow, relate this
dichotomy to nominative Case assignment and the status of Agr/Infl vs.
Comp as Case assigners. At the same time, however, the fact that Icelandic
allows some cases of the ’Mainland Scandinavian order’ illustrates that
there is no simple connection between the word order facts and the

presence vs. absence of Agr, nor is there any simple relation between
Infl-Case and Agr.31

2.6 Conclusion

The word order dichotomy between Icelandic and Mainland Scandinavian
results from the different nominative Case assignment strategies in these
languages. Icelandic, having Agr, normally applies Infl-Case. This forces
'distant’” V-to-I to a position where the lexicalized Infl m-commands [NP,
IP] (or else Infl would not meet the general conditions on Case assigners).

31 This is, in fact, illustrated still more clearly by Faroese. Faroese has
Agr but seems to allow the 'Mainland Scandinavian order’ (as well as the ’lIcelan-
dic order’) quite freely, even in subordinate clauses that are arguments (cf. fn.
11 to chapter 1, Lockwood (1955, p. 157), and Barnes (1987)). This suggests that
the declarative complementizer may either be [+N] or [%N] in Faroese.
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2.6 Conclusion 47

Mainland Scandinavian, having no Agr, applies Comp-Case, hence ’'adjacent’
I/V Reanalysis (V-to-I, not enforced by any principle, being excluded by
the 'last resort theory of movement’).

As yet however, | have not presented any decisive evidence that V-to-I
and nominative Case assignment are necessarily interrelated in Icelandic:
in finite clauses, V and I must amalgamate (somehow) in any case or else
ECP would be violated and Agr and +T/M would not amalgamate with a
verbal stem. The major task of the next chapter is to bring forth evidence
that 'distant’ V-to-I does indeed apply in order for Infl to be able to
assign nominative Case. This evidence also illustrates that Case assignment
is independent of government.
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3 Infinitivals

3.0 Introduction

In this chapter, I shall study Icelandic infinitivals in some detail. The
strongest motivation for doing so is that they bear, in an interesting
way, on the question how we should explain the obligatoriness of V-to-I:
it applies in certain infinitivals in Icelandic, most clearly in control
infinitivals. Another (but related) controversial topic we would like to be
able to shed some light upon is the internal structure of infinitivals: Do
all infinitivals have the same structure, are they full-fledged sentences,
etc?

Section 3.1 presents some (well-known) data which indicate that control
infinitivals differ from other infinitivals in Icelandic, both in structure
and with respect to V-to-I. In 3.2, | consider how we can delimit control
infinitivals from other ad 'to’- infinitives in Icelandic. In 3.3, I return to
the question how to explain V-to-I; as it turns out, an explanation in
terms of nominative Case assignment seems to be the only explanation
that accounts for its obligatoriness - but if that is correct, PRO must
bear Case in Icelandic. Finally (3.4), I deal with raising infinitivals, Acl
('Accusative with Infinitive’) and two types of Ncl (’Nominative with
Infinitive’). Acl and one of the Ncl types involve small clauses, whereas
the second Ncl type (optionally) involves bare IPs, that are subject to
V-to-I. As it turns out, this second Ncl type does in fact tolerate overt
(i.e. 'non-raised’) nominative subjects in the infinitival, a fact that is to
be expected if V-to-I applies in order for Infl to be able to assign nomi-
native Case.

3.1 V-to-I: Control infinitivals vs. other infinitives

As mentioned in 1.3, the evidence for V-to-I in Icelandic is uncontrover-
sial.!] Compare again the Swedish sentences in (1) and the Icelandic ones

in (2) (=1.3(12)-(13)):

(1)a. ... att Maria inte ldste boken.
that Mary not read the book
b. ... att Maria inte har ldst boken.
has read
c. ... att Maria inte skulle ha ldst boken.

should have

1 For a detailed exposition of a wide variety of facts that confirm this,
see Thrainsson (1986b). As shown by den Besten and Moed-van Walraven (1986)
and Diesing (1987), Yiddish is much like Icelandic in this respect.
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50 3 Infinitivals

(2)a. ... ad Maria las ekki bdkina.
that Mary read not the book
b. ... ad Maria hefur ekki lesid bokina.
has read
c. ... ad Maria skyldi ekki hafa lesid bdkina.
should have

Now, consider the fact, demonstrated by Thrainsson (1984a, 1986b), that
V-to-I also applies obligatorily in control infinitivals in Icelandic. Compare
the grammatical (3) to the ungrammatical (4); the inner brackets mark off
the (relevant) D-structure VP of the infinitival:

(3)a. Maria lofadi [ad lesa ekki [v bdékinall].

Mary promised +to read not the book
b. Maria vonadist til [ad hafa ekki [v lesid bdkinall].
Mary hoped (for) to have not read the book

(4)a. *Maria lofadi [ad ekki [lesa boékinal].
b. *Maria vonadist til [ad ekki [hafa lesid bdkinal].

As pointed out by Holmberg (1986, p. 156), V-to-I does, on the other
hand, not take place in raising infinitivals, it appears.2 Compare (5) and
(6) to (3) and (4). The infinitivals in (5) are Acl or Subject-to-Object
Raising (SOR) infinitivals and the ones in (6) are Ncl or Subject-to-Subject
Raising (SSR) infinitivals:

(5)a. *Eg taldi [Mariu lesa ekki [v boékinal].
I ©believed Mary read not the book
b. Eg taldi [(Mariu ekki [lesa békinal].

I believed Mary not read the book

(6)a. *Maria virtist [lesa ekki [v békinall].

Mary seemed read not the book
b. Maria virtist [ekki [lesa bdékinal].
Mary seemed not read the book

2 Hellan and Christensen (1986, p. 27) have got this wrong. They give the
following example (their (73)):

(i) Eg tel hana vera ekki gafada.
I Dbelieve her be not 1intelligent

In so far as this marginal example is an acceptable sentence, it involves a
constlituent negation, not the sentence negation. That is, the negation and the
ndjective form a constituent meaning ’unintelligent’, the sentence thus meaning
‘I believe her to be unintelligent.’
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3.1 V-to-I: Control infinitivals vs. other infinitives 51

Some languages that do not have the believe-type ’raising’ have Acl
after causative verbs corresponding to English let, make, and with percep-
tion verbs like hear and see (cf. Kayne 1981b, 1981c). This seems, for
instance, to be the case in German (but for a more complex analysis, see
Harbert (1977); cf. also Hawkins (1986, p. 75 ff.)). When no distinction
between the two types is necessary, | shall refer to both as Acl. But
when a distinction has to be drawn, I shall use the terms ’'B-verbs’ and
'‘B-infinitivals’ for the believe-type (cf. Postal 1974) but ’'L-verbs’ and
'L-infinitivals’ for the let-type (cf. Kayne (198lc, p. 334 ff.). Icelandic
L-infinitivals behave like B-infinitivals with respect to V-to-I, as illustrated

in (7) and (8):

(7)a. *Eg 1ét Mariu lesa ekki bdkina.
I made Mary read not the book

b. Eg 16t Mariu ekki lesa bodkina.
(8)a. *Eg sa Mariu lesa ekki békina.
I saw Mary read not the book

b. Eg sa4 Mariu ekki lesa boékina.

Normally, then, there is no difference between raising infinitivals and
infinitival complements of modals with respect to V-to-I, cf. (9) and (10):

(9)a. *Maria mun lesa ekki bdékina.
Mary will read not +the book
b. Maria mun ekki lesa bdkina.

(12)a. *Maria barf ad lesa ekki bdékina.
Mary needs to read not the book
b. Maria barf ekki ad lesa bdkina.

In fact however, these data are not sufficient to establish that V-to-I
does not apply in Icelandic Acl and Ncl infinitivals. 1 shall return to the
matter in 3.4.1. In passing note the absence of the infinitive marker ad in
(5)-(9), a fact to which I shall also return.3

3 Icelandic has many more verbs that take raising infinitivals, both Acl
and Ncl verbs (see 3.4.2.2 on the latter); it is clearly rather rich in this
respect. For a discussion of various aspects of Icelandic infinitivals, see, for
instance, Andrews (1976, 1982a), Fridjonsson (1977), Thrainsson (1979, 1984a,
1986b, 1986c¢), Bernddusson (1982), Rognvaldsson (1983), and Holmberg (1986).
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52 3 Infinitivals

3.2 Control infinitivals vs. other ad-infinitives

With respect to control infinitivals, three controversial issues need to be
settled: First, how do we properly distinguish them from other ad-infinitives
in Icelandic? Second, what is their internal structure? Third, why does
V-to-1 obligatorily take place in them? In this subsection, I shall deal
with the first two questions, returning to the third one in 3.3.

3.2.1 Control verbs vs. aspectuals and modals

As argued by Platzack ((1986b, p. 215 ff.; 1986c); see also Holmberg (1986,
p. 154 ff.)), Icelandic seems to be like Swedish in having the infinitive
marker (ad) in Comp in control infinitivals. Danish and Norwegian, on the
other hand, pattern with English in having the infinitive marker in Infl
(as also argued by Platzack, see also Christensen (1983) on Norwegian).
Thus, sentence adverbs are situated in front of the infinitive marker in
these languages even when they take scope over the infinitival (and not
over the matrix clause):

(1)a. He promised [not to read the book].
b. Han lovede [ikke at lzse bogen]. (Danish)
c. Han lovet (ikke & 1lese boken]. (Norwegian)

This is in fact the strongest empirical argument there is for the claim
that Danish and Norwegian indeed do have Infl.

In Icelandic and Swedish, on the other hand, the sentence adverb must
follow the infinitive marker if it is to have a narrow scope (directly in
Swedish but after the fronted infinitive in Icelandic). Consider the Swedish
(2) and the Icelandic (3); the negation takes scope over the matrix clause
in the a-sentences but over the infinitival in the b-sentences:

(2)a. Han lovade inte [att ldsa boken].
he promised not to read the book
"He did not promise to read the book.’
b. Han lovade [att inte ldsa boken].

he promised to not read the book
'He promised not to read the book.'

(3)a. Hann lofadi ekki [ad lesa bdékina].
'He did not promise to read the book.’

b. Hann lofadi [ad lesa ekki bdékinal].

'He promised not to read the book.'’
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3.2 Control infinitivals vs. other ad-infinitives 53

Consider also (4)-(5):

(4)a. Hann lofadi ekki [ad lesa ekki bdkinal.
he promised not to read not the book

'He did not promise not to read the book.’
b. *Hann lofadi ekki [ekki ad lesa bdékinal].

(5)a. Eg vonast alltaf til [ad sja aldrei draugal.
I hope always (for) to see never ghosts
'T always hope never to see ghosts.’
b. *Eg vonast alltaf til [aldrei ad sja draugal.

Here, Icelandic stands in a particularly clear contrast with Danish and
Norwegian, cf. (4b) vs. (6):

(6)a. Han lovede ikke [ikke at lase bogen]. (Da)
he promised not not to read the book
'He did not promise not to read the book.’
b. Han lovet ikke [ikke 4 1lese boken]. (No)

These facts indicate, rather strongly I find, that ad is in Comp in control
infinitivals whereas at/d are in Infl. For arguments against analyzing the
Icelandic infinitive marker as a complementizer (in control infinitivals),
however, see Thrainsson (1986b, fn. 4, p. 261), (see further the discussion
in Thréainsson 1979, p. 344 ff.).4 It is rather hard to decide the issue on
purely empirical grounds because the infinitive marker ad® also shows up in
infinitive complements of some modals, where it is either only some kind
of a proclitic on the nonfinite verb or a lexicalized Infl, like English to
and the infinitive marker in the Danish and Norwegian examples above.
The matter is still further complicated by the fact that the modals are
heterogenous in this respect, as we shall see directly.

4 Thrainsson (1986b) seems to find some examples like (4b) and (5b)
grammatical. As indicated, they are unacceptable for me, and I have not been
able to find any informants who accept them. In fact, Thrainsson (personal
communication) tells me that he finds (4b) and (5b) "quite bad". However, he
also points out to me that it is possible to come up with some examples like (i):

(i) Eg #tladi na stundum aldrei ad gera betta aftur.
I intended well sometimes never to do this again
'(Well,) I sometimes intended never to do this again.'

| agree that this is an acceptable sentence. But as we shall see, sstla ’intend,

will’ is a modal verb (as also mentioned by Thrainsson in his comment), hence
does not take a clausal complement (i.e. ad is a lexicalized Infl in (i)). -
However, it should be emphasized, Thrainsson does assume that control

infinitivals are full clauses; in fact, he argues at great length for this
viewpoint (1979, chapter 5; 1984a; 1986b). I am only deviating from his analysis
in details.
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54 3 Infinitivals

Thrainsson (1986b) contains a detailed and, for the most part, a solid
study of Icelandic modals. In two respects however, I find his conclusions
suspicious. First, he assigns a special status to munu ’will’ and skulu
'shall’, arguing that they are base generated under Infl as opposed to all
other auxiliaries/modals in Icelandic. I do not find this convincing, but I
shall not pursue the matter here.5 Second, Thrdinsson (cf. 1986b, p. 239)
classifies munu and skulu as the only Icelandic modals that take bare
infinitives. As we shall see directly however, mega 'may, be allowed, can’
and vilja 'want, like’ do so also. Thrdinsson is of course well aware of
this, but he points out that ad shows up in the infinitive complements of
these verbs in pad-relatives and dislocations. He gives the following
examples of this (cf. fn. 5, p. 261; see also the disccussion in Thrainsson
1979, p. 277 ff.):

(7)a. Pbad sem ég vil er ad fara heim.
it that I want is to go home
'What I want is to go home’.
b. Ad fara heim, pad matt bu.
to go home that may you

But since vilja and mega normally take bare infinitives, this is hardly a
very strong argument for classifying them as taking ad-infinitives. Besides,
this is also marginally possible in 'my grammar’ with munu and skulu:

(8)a. ?bad sem é€ég mun er ad fara heim.
it that I will is to go home
b. (?)Ad fara heim, bad skal ég.
to go home that shall I

More important, we cannot actually analyze the ad-infinitives as comple-
ments of the modals in examples of this sort. The modals in question take
bare VPs. In (7) and (8) on the other hand, the infinitives are non-predi-
cates. That is, the infinitive marker probably heads the infinitives and
serves to 'deverbalize’ them (cf. 3.2.3). Thus, I believe that Icelandic
infinitive-taking modals are properly classified as follows:6

5 Thrainsson himself (1986b, p. 260) admits that this is perhaps the
weakest point of his analysis. However, he is certainly right that munu and
skulu, along with the perfective hafa, are more ’auxiliary like’ than other
Icelandic modals. Thus, for instance, these auxiliaries are the only Icelandic
verbs that do not form a supine or a perfect, cf. 6.4.3.1.

6 The status of fa ’'be allowed to’ as a modal is perhaps not entirely
clear. The perfective hafa ’'have’ takes the (uninflected) supine (cf. 6.4.3.1) and
is thus not taken into account here. Icelandic also has one modal that takes the
supine regularly, geta ’can, be able’ (skulu ’shall’, and fa in the meaning ’'be
able to’, may also do so but this is somewhat literary and rather rare). Thrainsson
(1986b, p. 239) classifies the passive vera ’be’ (which takes a past participle and
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CLASS I: Auxiliaries/modals that take bare infinitives:
munu 'will’
skulu ’shall’
mega 'may, be allowed, can’
vilja want; like (to have/get)’

CLASS II: Modals that take ad-infinitives:
eiga ’shall, ought’
fa 'be allowed to’
hlj6ta 'be bound to, have to’
kunna ’know, may’
purfa 'need, have to’
verda 'must, have to’
&tla 'intend, tend, will’

Apart from these, Icelandic also has several aspectual verbs that always
take ad-infinitives, that is:7

CLASS III: Aspectual verbs (with ad-infinitives):
vera 'be’ (progressive, cf. be + -ing)
fara 'go, be going, begin’
byrja 'begin’
taka ’begin’ (old fashioned, literary)
hatta ’'stop’
klara 'finish’

not a supine) with hafa and geta. However, passive verda (= progressive/futuritive
'be(come), will be’) and vera are purely copular, 1 believe. Being [+N], past
participles ([+V,+N], cf. 6.4.3) are like adjectives ([%V,+N]) and nouns ([-V,+NJ])
in being unable to head a predicate, hence require the copula (in order for the
predicate to satisfy Holmberg’s (1986) Predicate Principle in 2.1(1a)).

7 There are also various 'complex verbs' (V + particle) that are aspectual
and take an ad-infinitival which are not taken into account here (ljoka vid
'finish’, byrja a ’begin’, etc.). Moreover, there are several aspectual combinations
of vera/verda and an inflected participle:

ver(d)a biinn ’(will) have finished, (will) have (done)’
ver(d)a farinn ’(will) have begun’

ver(d)a byrjadur ’(will) have begun/started’

ver(d)a heettur ’(will) have stopped’

These aspectual combinations take an ad-infinitive:

(i) Pall verdur buinn [ad gera vid bilinn] pa.
Paul will-be finished to repair the car then
'Paul will then (already) have repaired the car.’

In these combinations, ver{d)a is an ergative perfective auxiliary. As we shall
see in 6.4.3.1, the use of ver(d)a as a perfective auxiliary is heavily constrained
(hafa ’have’ being the unmarked perfective auxiliary in the language). - More
generally speaking, the Icelandic aspectual system is extremely complex for a
Germanic language. See Fridjonsson (1987, p. 81 ff.).
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The distribution of ad in the infinitive complements of these verbs is
illustrated in (9)-(11):

(9)a. Peir munu (*ad) lesa bodkina.
they will read the book
b. Pbeir skulu (*ad) lesa bdkina.
c. Peir mega (*ad) lesa bokina.
d. beir vilja (*ad) lesa boékina.
(12)a. beir eiga *(ad) lesa bdkina.
b. Peir kunna *(ad) lesa.
they know to read

'They know how to/can read.'’

(11)a. Ppeir eru *(ad) lesa bokina.
they are to read the book.

'They are reading the book.’

b. Ppeir féru *(ad) lesa bokina.
they went to read the book
'They began reading the book.’

In compositional apsects (cf. Fridjonsson 1987, p. 94 ff.), for instance the
’compositional progressive/inchoative aspect’, ad is also obligatory:

(12) Peir eru *(ad) fara *(ad) lesa bdkina.
they are to go to read the book
'They are going to read the book (right now).’

3.2.2 Aspectuals

In this subsection, | shall consider the aspectuals and how they should be
distinguished from other verbs that take ad-infinitives, that is, control
verbs and modals.

Thrainsson (1986b, p. 239) classifies the apsectuals with the modals. In
fact, though, most of them seem to be ambiguous. With the exception of
klara ’finish’, they are often modals, but they may also be control verbs
(in which case they take a clausal ad-infinitival, like 'pure’ control verbs
in the language). The evidence for this comes, e.g. from the passive and
the so-called Stylistic Inversion or Stylistic Fronting (SF) (described by
Maling (1980); see also Smari (1920, p. 249) and Platzack (1985c, 1987a)).

[ shall proceed as follows. In 3.2.2.1, I illustrate that aspectuals behave
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3.2 Control infinitivals vs. other ad-infinitives 57

like (prototypical) control verbs, and not like modals, with repect to SF.
As we shall see, this is accounted for if aspectuals, as opposed to ’pure
modals’, (may) take a CP-complement, like control verbs. In 3.2.2.2, I
show that aspectuals also behave like control verbs with respect to passive
NP-movement. Again, this is accounted for if aspectuals take (or may
take) a clausal complement. Third (3.2.2.3), both aspectuals and control
verbs undergo impersonal Passive Formation (see further 6.4.2), whereas
modals do not. I shall argue that this follows from the fact that aspectuals
may select an external theta role, while modals cannot. Fourth (3.2.3.4),
however, aspectuals sometimes behave like modals. I shall suggest that
they do so when they do not take an external role. That is, the dual
nature of aspectuals is a reflection of the fact that they select an optional
external role: When they do take an external theta role, they are control
verbs (capable of passivizing and taking a clausal complement that is
opaque to SF and passive NP-movement); when they do not, they are
modals (incapable of passivizing and taking a non-clausal complement
that is transparent to SF and (ergative) NP-movement). This peculiar
complementary distribution, as we shall see, is probably of the same nature
as phenomena that are standardly attributed to the so-called ’'Burzio's
generalization’.

3.2.2.1 Stylistic Fronting of infinitives

SF may shift any category (sentence adverbs, past participles, particles,
etc.) into a ’'subject gap’. Hence, it applies to the ’'modal infinitives’.
Consider the relatives in (1), where SF has not applied:

(1)a. Menn sem [[e] munu lesa bessar bakur]
poeple who will read these books
b. Menn sem [[e] purfa ad lesa pessar bakur]
people who need to read these books

In these cases, it is possible to apply SF to the infinitive lesa 'read’, as
shown in (2) (where [e] denotes the 'base position’ of the infintive):

(2)a. Menn [sem lesa munu [e] bessar bakur]
b. Menn [sem lesa burfa (*ad) [e] bessar bzkur]

- and the same facts are found for all the other modals in CLASS I and
CLASS Il above. In passing, note that the infinitive marker (cf. (1b))
obligatorily disappears when the infinitive is fronted (cf. (2b)). It can
neither be fronted with the verb nor left behind. The same phenomenon
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is seen in cases like (3) (which seem to have the same basic structure as
subordinate interrogatives, hence no V2 effect, cf. 1.3):

(3) Hvernig [lesa a (*ad) [e] bzkur].
how read shall to books
'How to read books.'’

Compare (3) to the subordinate impersonal interrogative in (4); in (4), the
infinitive is not fronted and ad is obligatory:

(4) Pall veit hvernig [[e] a *(ad) lesa bakur].
Paul knows how (one) shall to read books
'Paul knows how to read books.’

I shall return to this peculiar byproduct of infinitive-fronting in 3.2.3.

As Maling (1980) argues, SF seems to be strictly clause bounded (as
opposed to Topicalization), that is, it cannot apply across CP-boundaries.
Thus, the sentences in (2) imply that modals take VPs or IPs, and not
CPs. If control infinitivals, on the other hand, are CPs, we expect that
SF cannot apply to their infintives. This is borne out. Consider (5)-(6)
(where the subordinate CP-boundaries are shown):8

(5)a. Menn sem [[e] reyna [ad lesa bessar bazkur]]
people who try to read these Dbooks
b. Menn sem [[e] lofa [ad lesa pessar bakur]]
people who promise to read these books

(6)a. *Menn sem [lesa reyna [(ad) [e] pessar bzkur]]
b. *Menn sem [lesa lofa [(ad) [e] bessar bazkur]]

As indicated, the sentences in (6) are not resqued even if ad is not deleted
(in fact, they are still worse with it than without it). The same facts are
found for infinitives of all the aspectual verbs in CLASS III, cf. (7) and (8):

8 In contrast with (6), the sentences in (i) are not totally unacceptable:

(i)a. ?7?Menn sem pessar bazkur reyna ad lesa ...
men who these books try to read
b. ??Menn sem bessar bazkur lofa ad lesa ...
men who these books promise to read

Presumably, these sentences involve 'long distance’ Topicalization.

Topicalization is usually rather bad in relative clauses (cf. Zaenen 1985), but
somewhat better, though, than SF that crosses CP-boundaries.
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3.2 Control infinitivals vs. other ad-infinitives 59

(7)a. Menn sem [[e] fara [ad lesa pessar bakur]]
people who &0 to read these books
'People who begin to read these books ...’

b. Menn sem [[e] eru [ad lesa pessar bakur]]
people who are to read these books

'People who are reaing these books ...’

(8)a. *Menn sem [lesa fara [(ad) [e] bessar bakur]]
b. *Menn sem [lesa eru [(ad) [e] bessar bakur]]

3.2.2.2 (Passive) NP-movement

In this subsection, I shall illustrate that aspectual infinitivals are opaque
to passive NP-movement, like control infinitivals.

When passivized, control verbs do not, of course, take an an external
theta role in the [NP, IP] position. Hence, the [NP, IP] position should be
available as a landing site for NP-movement (cf. chapter 6). In case the
control verb takes an NP-object, the NP-object indeed ends up in the
[NP, IP] position:

(1)a. Maria bad mig um [ad PRO senda bréfia].
Mary asked me for to send the letter
'Mary asked me to send the letter.’
b. Eg var bedinn [t] um [ad PRO senda bréfia].
I was asked for +to send the letter

See further chapter 6.4 on the passive in Icelandic. On the other hand,
the infinitival object cannot possibly move to the matrix, not even when
the infinitive verb is passivized, hence cannot assign accusative to the
infinitival object (cf. 4.3 and 6.4). This is shown in (2):

(2)a. *Bréfid var bedid mig um [ad PRO senda t].
the letter was asked me for to send
b. *Bréfid var bedid mig um [ad t verda sent t].
to be sent

The passive participle bedid is incapable of assigning accusative Case (to
mig 'me’), cf. 6.4.3. Moreover, it seems clear that local NP-movement
always takes precedence over distant NP-movement (cf. 3.4.2.2 and 6.1.4).
Each of these facts would suffice to explain the ungrammaticality of (2).
However, neither explains the behaviour of control verbs that do not take
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an NP-object, e.g. reyna ’try’ and tala um ’talk about’:

(3) Maria reyndi [ad PRO moka snjéinn].

Mary +tried to shovel the snow
(4) Maria taladi um [ad PRO moka snjéinn].
Mary talked about to shovel the snow

As I shall discuss in the next subsection, verbs with subcategorization or
theta-selection properties like reyna and tala um wundergo impersonal
passivization:

(%) bad var reynt [ad PRO moka snjéinn].
it was tried to shovel the snow

'People tried to shovel the snow.’

(6) bad var talad um [ad3 PRO moka snjéinn].
it was talked about to shovel the snow

But even in cases like this, the matrix [NP, IP] is unavailable for the
infinitival object:

(7)a. *Snjérinn var reyndur [ad PRO moka t].

the snow was tried to shovel
b. *Snjérinn var reyndur [ad t verda mokadur t].
to be shovelled
(8)a. *Snjorinn var taladur um [ad PRO moka t].
the snow was talked about +to shovel
b. *Snjérinn var taladur um [ad t verda mokadur t].
to be shovelled

That is, all control infinitivals are categorically opaque to passive NP-move-
ment, as to SF. In this respect aspectual infinitivals behave precisely like
control infinitivals:9

9 In fn. 6 above, I mentioned four aspectual combinations of the type
ver(d)a byrjadur ’(will) have begun’, etc. which take an ad-infinitive. As stated
in fn. 6, these combinations are perfective and not passive. Hence, (i) is quite
different from (9b):

(i) Snjérinn var byrjadur ad bradna.
the snow was begun to melt
'The snow had (already) begun to melt (away).'

Formally, the perfective construction is indistinguishable from the passive but

the semantic difference between the two is quite clear (i.e. the prefective
construction does not imply any agentive or performative role, as does the
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(9)a. Pad var byrjad [ad PRO moka snjéinn].
it was begun to shovel the snow
'People began to shovel the snow.’
b. *Snjérinn var byrjadur [ad PRO moka t].
the snow was begun to shovel
c. *Snjérinn var byrjadur [ad t verda mokadur t].
to be shovelled
(12)a. bad var hatt [ad PRO moka snjoéinn].
it was stopped to shovel the snow
b. *Snjoérinn var hazttur [ad PRO moka t].
the snow was stopped +to shovel
c. *Snjérinn var hattur [ad t verda mokadur t].
to be shovelled
(11)a. bad var klarad [ad PRO moka snjéinn].
it was finished +to shovel the snow

b. *Snjérinn var klaradur [ad PRO moka t].

the snow was finished to shovel

Cc. *Snjdérinn var klaradur [ad t verda mokadur t].
to be shovelled

Modals/auxiliaries, on the other hand, behave quite differently, that is, it
is possible to passivize out of their infinitival complements (cf. Thrainsson
1979, p. 283; 1986b, p. 253 f.). This is illustrated in (12); note that it
does not matter whether the modal takes a bare infinitive or an ad-infini-

tive:

(12)a. Snjérinn mun [verda mokadur t].

the snow will ©be shovelled
b. Snjérinn kann [ad verda mokadur t].
the snow might to be shovelled

'The snow will perhaps be shovelled.’
c. Snjérinn parf [ad verda mokadur t].

the snow needs to be shovelled
d. Snjdrinn hlytur [ad verda mokadur t].
the snow must to be shovelled

(i.e. It must be the case that the
snow will be shovelled.')

We have an account for this if aspectuals (may) take a clausal complement,
like control verbs, whereas modals/auxiliaries take non-clausal complements:

passive, cf. 6.4.2). Note also that vera klaradur (cf. (11)) only exists as a

passive ('be finished’).
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as is well known, NP-movement never crosses CP-boundaries. This can be
illustrated further by comparing finite clauses and Acl infinitivals. As we
shall see in 3.4.1, Acl infinitivals are small clauses (i.e. not CPs), hence
transparent to NP-movement. Consider (13):

(13)a. *Pétur var talinn [ad t veari gafadur].
Peter was believed [that were intelligent
b. Pétur var talinn [t vera gafadur].
Peter was believed be intelligent

As first shown by Maling and Zaenen (1978) the That-trace Filter is not
operative in Icelandic. That is, WH-movement (Topicalization, wh-movement)

extraxts freely out of subordinate subject positions in Icelandic (consider
also Engdahl 1984; 1985, p. 122 ff.). This is illustrated in (14):

(14)a. Hver telur pa [ad t elski Mariu]?
who believe you that loves Mary
'Who do you believe loves Mary.'’
b. Pétur tel ég [ad t elski Mariu].
Peter believe 1 that loves Mary

'Peter, I believe loves Mary.’

That is, (13a) is not out because it violates the That-trace Filter. Rather,
it is out because NP-movement, as opposed to WH-movement, cannot
cross CP-boundaries. Since Acl infinitivals are small clauses, cf. 3.4.1,
(13b) does not involve any 'NP-crossing’ of a CP-boundary.

Like (13a), the sentences in (14) apparently violate the classic Subjacency
Condition on movement (cf. Chomsky 1973; 1977; 1981, p. 57 f.): The
moved elements cross two bounding nodes, the source NP itself and CP.
However, if WH-movement makes use of the subordinate Comp (or even a
subordinate [Spec, CP]) as an escape hatch, that is, involves a successively
cyclic movement, then subjacency is not really violated. For NP-movement,
on the other hand, this strategy is not available. Being an A’'-position,
the subordinate Comp (or [Spec, CP]) would break the A-chain, thereby
rendering it ill-formed (cf. Chomsky 1981, p. 332 f.). Moreover, Case
Theory would actually suffice to make the desirable distinction between
(13a) and (14)/(13b). (14) involves a movement from a Case position to a
non-Case position (the matrix [Spec, CP]), i.e. the A’-chain involves only
one Case position. Conversely, the passivized subject in (13b) moves from
a non-Case position (as we shall see in 3.4.1) to a Case position (the
matrix [NP, IP]), the A-chain thus involving only one Case position. On
the other hand, the NP-movement in (13a) relates two Case positions: the
subordinate Infl-Case position and the matrix Infl-Case position, the result
being a Case conflict, i.e. an ill-formed chain (cf. Chomsky 1981, p. 334).
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3.2 Control infinitivals vs. other ad-infinitives 63

Given that [NP, IP] is a Case position in Icelandic control infinitivals,
Case conflict also excludes the ungrammatical examples in (7)-(11) above.
This perhaps indicates that the Subjacency Condition is not an independent
principle. If that is correct, we can drop it (the desirable result being
that we do not have to appeal to successive cyclicity in order to account
for non-clause-bounded WH-movement). However, I shall not pursue this.
What matters for our purposes is that non-clause-bounded NP-movement
always leads to an ill-formed Chain, either by involving an A’-position or
Case conflict (or both). Thus, if aspectual infinitivals, like control in-
finitivals, are clausal (when the aspectual verb itself undergoes impersonal
Passive Formation, cf. 3.2.2.4), then we have an account for the fact that
they are opaque to passive NP-movement.

3.2.2.3 Passive Formation

Now, as we saw above, both aspectuals and control verbs may undergo
Passive Formation. Once again pure modals and auxiliaries behave quite
differently, always being unable to passivize. | shall illustrate this below.

As | shall show in some detail in 6.4.2, the Icelandic passive applies to
all and only those verbs that assign or select an external theta role
(agent, performer), no matter whether they are transitive or not.10 If the
verb is intransitive we get the impersonal passive (no NP-movement), cf.

(1):

(t)a. Pad var dansad i hlddunni.
it was danced in the barn
b. Pad var hlegid ad radherranum.
it was laughed at the minister

This extends to verbs that take only a clausal complement, that is, they
behave like intransitives with respect to passivization, cf. (2):11

10 1p chapter 6, especially 6.1.2.2, 1 shall discuss the notions ’external
role’ and ’internal role’, as well as the relationship between syntax and theta
structure in general. In the ergative analysis developed in chapter 6,
nonagentive or nonperformative S-structure subjects are derived, either by
lexical promotion of an internal role (e.g. subjects of middle verbs) or by
NP-movement (e.g. subjects of ergative verbs). - In this chapter, | use the
notions ’'theta selection’ and ’theta role assignment’ as if they were
nondistinct, but as we shall see in 6.1.2.2, it is in fact necessary to draw a
distinction between the two.

11 An alternative (perhaps a more appropriate one) is (o analyze the
construction as an existential passive, i.e. to analyze the complement clause as
a non-raised ’logical subject’, cf. 6.3. However, this is immaterial in the present
context. What matters here is that the verb passivizes.

Google



64 3 Infinitivals

(2) pad var sagt [ad mysnar varu 1 badil].
it was said that the mice were in bath
'People/Somebody said that the mice were
taking a bath.’

As we saw in the last subsection, aspectuals and control verbs that do
not take an NP-object also behave this way. This is illustrated further in
(3) for control verbs and in (4) for aspectuals:

(3)a. Pad var reynt [ad PRO moka snjoéinn 1 gar].
it was tried to shovel the snow yesterday
'People/Someone tried to shovel ...’'.
b. bPbad var talad um [ad PRO moka snjdéinn ...].
it was talked about to shovel
c. Pbad var lofad [ad PRO moka snjéinn i gar].
it was promised to shovel

(4)a. Ppad var farid [ad PRO moka snjoéinn i gzr].
it was gone to ...
'People began shovelling the snow yesterday.'’
b. Pad var byrjad [ad PRO moka snjéinn i gar].
it was started to ...
c. Pad var hatt (ad PRO moka snjéinn i gar].
it was stopped to

All the auxiliaries/modals in CLASS I and II in 3.2.1, as well as the
prefective hafa ’have’, differ sharply from aspectuals and control verbs in
that they cannot ever passivize:

(5)a. *pad var haft lesis.
it was had read

b. *bad var skulaod(?) lesa.
it was should/shalled(?) read
c. *bad var kunnad ad lesa.
known
d. *bad var viljad ad lesa.
wanted
e. *bad var 2tlad ad lesa.
intended
f. *bad var att ad lesa.
ought

- etc. This is accounted for if modals/auxiliaries, as opposed to aspectuals/
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control verbs, never select an external role, cf. 6.4.2.12

To this analysis, it might be objected that the aspectual verbs need not
assign or select an external role. In this respect they differ from proto-
typical control verbs:

(6)a. Pad byrjadi ad rigna.
it began to rain

b. *bad reyndi ad rigna.
it tried to rain

However, this does not mean that the aspectual verbs cannot select an
external role. It only means that they take an optional external role,
whereas prototypical control verbs take an obligatory external role.!3 The
same kind of optionality is seen in cases like (7) and (8) (where, however,
the optional role is internal, cf. 6.2.1):

-

12 As illustrated by Thrainsson (1986b), however, it is necessary to
distinguish between epistemic modals and ’root” modals (that are not obviously
deontic, however). Munu ’will’ and skulu ’shall’ are probably always epistemic
and so are the aspectual verbs when they are modals. But other Icelandic
modals may either be epistemic or root. Thus, e.g. epistemic kunna has
(roughly) the meaning 'may/might’, whereas it has the meaning 'know (how to),
be able to’ when it is a root modal. Consider (i) and (ii):

(1) Pad kann ad rigna.
it can to rain
'It might rain.’

(ii) Eg kann ad synda.
I can to swim
"I know how to/can swim.'

Thus, as argued by Thrainsson (1986b, p. 250), there seems to be no doubt that
root modals do assign a theta role to their subject, whereas epistemic modals
do not. However, the role in question is neither agentive nor performative,
that is, it is not an external role (cf. 6.1.2.2 and 6.2.4). Rather, it is a sort of
a theme role. In the present approach, this means that root modals are much
like ergative verbs (taking an optional internal role). Possibly, however, modals
and auxiliaries are inherent nonassigners of Case, whereas ergatives are clearly
not (see chapters 4 and 6).

13 This only holds for ’prototypical’ control verbs. Icelandic has some
control verbs that take an oblique subject (and cannot passivize). Consider (i):

(i) Mig langar [ad lesa bessa bdk].
me(Acc) longs to read this book
'TI would like to read this book.'

As we shall see in 6.1, the accusative subject bears an internal role. In this
case, however, the internal role is obligatory:

(ii) +*pbad langar [ad lesa bessa bék].
it longs to read this Dbook

Thus, it holds for all (non-passivized) control verbs that they select some
obligatory role.
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(7)a. Pad rigndi.
it rained
b. Gullinu rigndi yfir okkur.
the gold(Dat) rained over us

(8)a. Pad er kalt.
it 1is cold
b. Vatnid er kalt.
the water is cold

Moreover, the same Kkind of optionality of the external role is seen in
so-called ’'ergative pairs’, as is well known. I shall discuss this in detail
in chapter 6, so I only illustrate this with one example here:

(9)a. bPpad sudu pbrju egg 1 pottinum.
there boiled three eggs in the pot

b. Peir sudu prju egg 1 pottinum.
they boiled three eggs in the pot

This is not to say that it is insignificant that the aspectuals need not
select an external role. As we shall see soon, they are modals precisely
when they do not.

There is a second apparent objection against our analysis of the aspectual
verbs, namely the fact that their complements often do not seem to be
subject to V-to-I (recall that V-to-I applies in all Icelandic CP-infinitivals).
Consider (10):

(10) *Eg hatti [ad lesa ekki bdkinal].
I stopped to read not the book

However, non-application of V-to-I does not make the sentence any better;
if anything, (11) is still worse than (10):

(11) *Eg hztti [ad ekki lesa bdékinal.

Thus, what renders (10) unacceptable is not V-to-I, but rather the fact
that infinitival complements of the aspectuals cannot usually contain any
sentence adverb. The reason for that, in turn, is probably semantic: one
does not usually ’stop not doing something’, ’'begin probably doing some-
thing’, etc. Exceptionally, though, examples of this sort are possible. As
shown in (12) (pointed out to me by Hoskuldur Thrdinsson) and (13),
V-to-I is then obligatory, like in other control infinitivals:
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(12)a. Eg hatti [2ad lesa aldrei undir timana].
I stopped to read never for the classes
b. *Eg haztti [ad aldrei lesa undir timana].

(13)a. Eg byrjadi [ad reykja ekki fyrir hadegi].
I began to smoke not before noon
'T began not to smoke before noon.'’
b. *Eg byrjadi [ad ekki reykja fyrir hadegi].

3.2.2.4 The dual nature of aspectuals

Finally, let us look at some evidence that the aspectuals (with the excep-
tion of klara ’finish’) may also be (or behave like) epistemic modals,
taking VP or IP.

Thrainsson (1986b) demonstrates the interesting fact that two basic
properties of epistemic modals and auxiliaries are interrelated: They are
transparent to the properties of the main verb they take and they do not
assign or select a theta role (whereas root modals select an internal theta
role, cf. fns. 10 and 12 above).

Auxiliaries and epistemic modals do not affect the selectional restrictions
or the theta role assignment of the main verb, i.e. they are transparent
to the main verb’s theta properties (cf. Thrdinsson 1986b, p. 248 ff.).
Consider (1)-(2):

(1)a. Pad rigndi.

it rained

b. Pad hafdi rignt.
it had rained

c. bPad mun rigna.
it will rain

d. Pado parf ad rigna.
it needs to rain

(2)a. Peningarnir hurfu.
the money disappeared
b. Peningarnir hoféu horfis.
the money had disappeared

c. Peningarnir munu hverfa.
the money will disappear
d. Peningarnir purfa ad hverfa.

the money need to disappear
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If the main verb selects no theta role, the VP headed by an epistemic
modal or an auxiliary also does not ((1)), but if the main verb does select
(or assign) a theta role the modal VP takes precisely the same theta role
(in (2), the role is an internal role of the ergative hverfa ’'disappear’). In
this respect, the modals differ sharply from prototypical control verbs, as
shown by Thrdinsson (ibid). Compare (3)-(4) to (1)-(2):

(3)a. Pad rignir.

b. *bad reynir adé rigna.
it tries to rain
c. *pad lofar adé rigna.

it promises to rain

(4)a. Peningarnir hurfu.
b. *Peningarnir reyndu ad hverfa
the money tried to disappear
C. *Peningarnir lofudu ad hverfa.

the money promised to disappear

The ungrammaticality of (3b,c) and (4b,c) follows from a well-known prop-
erty of prototypical control verbs: as already mentioned, they must take
an external role. Since the external role is always agentive/performative
in our approach (see fn. 10 above and chapter 6), not only the ungrammati-
cality of (3b,c) but also the ungrammaticality of (4b,c) follows directly:
"the money’ does not qualify as an agent or a performer.

As shown by Thrainsson (1986b), epistemic modals and auxiliaries are
also transparent to the Case assignment of the main verb they take.
Icelandic has many verbs that take an oblique subject (see 6.1). Modals
and auxiliaries let such obliques 'pass through’ freely, cf. (5):

(5)a. Mér lidur vel.
me (Dat) feels well
b. Mér hefur 1i3id vel.
me has felt well
c. Mér mun 1ida vel.
me will feel well
d. Mér barf ad lida vel.
me needs to feel well

Again, control verbs behave differently:
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(6)a. *Mér reyndi ad 1ida vel.
me tried to feel well
b. *Mér lofadi ad lida vel.
me promised to feel well

As we shall see in 6.1, oblique subjects are derived by ergative NP-move-
ment. Thus, the data in (5) are actually parallel to the passivization data
in 3.2.2.2(12) above: in both cases, epistemic modals and auxiliaries are
transparent to NP-movement. This follows from two facts: modals and
auxiliaries do not assign an external theta role (if they did, the moved
NP would bear two roles, thus violating the Theta-Criterion) - and they
do not take a CP-complement (if they did, the NP would cross a CP-boun-
dary). As we shall see soon, these facts seem to be interrelated.

As mentioned, aspectuals often do not select an external role. In this
case, it is interesting to note, they seem, in fact, to be ’epistemic’ modals.
First, consider (7):

(7)a. Pad fér ad rigna.
it went to rain
It began to rain.’

b. bad byrjadi ad rigna.
it began to rain

c. bPad hatti ad rigna.
it stopped to rain

d. *bad klaradi ad rigna.

it finshed to rain

Klara ’finish’ is special in that it must take an external role.14 The fact
that the other aspectuals may choose not to do so does not necessarily
entail that they are then modals, that is, take a VP or an IP. Interestingly,
however, this is the case, i.e. the generalization in (8) holds:

(8)a. If an aspectual verb selects an external role,
it takes a clausal complement (a CP-infinitival)
b. If an aspectual verb does not select an external

role, it takes a non-clausal complement

That (8b) is true is seen by the fact that the aspectuals are transparent

to ergative NP-movement when they do not assign an external role.
Consider (9):

14 In this respect, klara is like several combinations of the other
aspectual verbs and ’prepositions’ or particles, e.g. byrja a/byrja med ’start
(with)’ and hastta vid ’stop (doing something begun or intended)’.
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(9)a.

3 Infinitivals

Mér leiddist.
me(Dat) bored
'T was bored.’

Mér fér abd
me went to
’T began to
Mér byrjaoi
started

Mér haztti
stopped
*Mér klaraoi

finished

leidast.
bore

be bored.’
ad leiodast.

ad leiodast.

ad leidast.

The same sort of facts is seen for the ergative sokkva ’sink’ (which
derives its nominative subject by NP-movement, cf. 6.2):

(12)a.

b.

In passing, one peculiarity should be noted. As we have seen,

Skipis

sokk.

the ship(Nom) sank.

Skipid for

ad sokkva.

'The ship began to sink.’
Skipid byrjadi ad sokkva.
started
Skipid hatti ad sokkva.
stopped
Skipid er ad sokkva.
the ship is to sink
"The ship is sinking.’
*Skipid klaradi ad sokkva.
finished

control

aspectuals are opaque to passive NP-movement. But if the aspectuals can
also be modals, we might expect these 'modal aspectuals’ to be transparent
to passive NP-movement, as to ergative NP-movement. However, this is
not so. Consider (11) and the contrast in (12):

(11)a.

b.

Eg barf ad berja strakinn.
I need to beat the kid

Eg hatti ad

berja strakinn.

I stop to beat the kid
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(12)a. Strakurinn parf ad verda barinn.
the kid needs to be beaten

b. *Strakurinn hazttir ad verda barinn.
the kid stops to be beaten

Thus, for some reasons unclear to me, it is normally impossible to combine
a 'modal aspectual’ and a passive infintival. It would not suprise me,
though, if there were some variation with respect to the acceptability of
sentences like (12b). In any case, if we add further ’'modal material’
(sentence adverbs and the like) to the sentence, it becomes somewhat
better:

(13) ?7?Strakurinn hzttir nu sennilega bradum
the kid stops well probably soon
ad verda barinn.
to be beaten

'Well, the kid will probably soon not be
beaten any more.’

The generalization in (8) seems rather peculiar, but it is strikingly
similar to the so-called ’'Burzio’s generalization’ (which I shall discuss in
6.1.3): it says, roughly, that a verb can only assign Case when it takes an
external role. As we shall see, 'Burzio’s generalization’ must be revised,
as a generalization on argument structure rather than Case. That is, verbs
(in Icelandic and e.g. English) can take a definite argument in the [NP,
VP] position (no matter what Case properties the argument has) if and
only if they also select an external role. It seems appealing to assume
that (8) is only another side of the same coin. If that is correct, it
indicates that control or CP-infinitivals are, somehow, more ’argument-like’
or 'NP-like’ than other ad-infinitivals (as indeed argued at great length
by Thrainsson 1979). I shall return to the matter in the next subsection.

3.2.3 Modals vs. control verbs

Now, consider the categorial status of the infinitival complements of the
modals. It seems rather clear that the modals (in CLASS I) that take bare
infinitives simply take VPs. The question is whether the modal ad-infinitives
are VPs or IPs. In other words, is ad simply some kind of a proclitic on
the verb in these infinitives or is it an overt Infl, like English to, Nor-
wegian 4 and (untensed) Danish at (cf. 3.2.1)? Consider the discussion in
Thréinsson (1986b). I would like to suggest that the latter analysis is the
correct one, but admittedly, it is not easy to come up with independent
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empirical evidence that bears on the matter. Some reflections follow,
though.

First, consider the fact that the distribution of a® in the modal infinitives
is extremely clear cut (for all the modals, and, I believe, for all speakers):

(1)a. Eg skal (*ad) lesa bdkina.
I

shall read the book
b. Eg parf *(ad) lesa bdékina.
I need to read the book

This is probably not what we expect if both types of infinitives are VPs.

Second, syntactic clitics generally move along with the constituent they
cliticize on (cf. e.g. Kayne 1983b, Taraldsen 1984, Holmberg 1984b). As we
saw in 3.2.2.1, however, ad does not move with the infinitive under Stylistic
Fronting. This is illustrated again in (2) and (3):15

(2)a. Eg tel a3 [(pad) verdi *(ad) borga bilinn].
I find that it must to pay the cab
’In my opinion, the cab must be payed.’
b. Eg tel ad [(*ad) borga verdi [e] bilinn].

(3)a. bu veist hvernig [[e] a4 *(ad) baka kokur].

you know how (one) is to bake cakes
'You know how (one is) to bake cakes.’

b. Hvernig [(*ad) baka a [e] kokur].
how to bake shall cakes

How to bake cakes.’

Infinitivals (and participles) may also be fronted in impersonal main clauses
(as pointed out to me by Hoskuldur Thrdinsson). Also in this case, the
infinitive marker must be dropped:

(4)a. bPad verdur ad lita svo a abd
it must to look so at that
’Things must be seen that way that ...'
b. Lita verdur [e] svo a ad
c. *Ad lita verdur [e] svo & ad ...

This is normally rather bad in sentences that have a referential subject.

15 As illustrated by Thrainsson (1980), it is possible to insert an extra ad
after most Icelandic complementizers, this giving rise to strings like sem ad
’who that, which that, that that’, pegar ad 'when that’, ef ad ’if that’, etc. The
examples in (2b) and (3b) do not involve such an extra ad, i.e. it is impossible
to insert an extra ad in (2a) and (3b). If it were possible, ad should be
grammatical in (2b) and (3b).
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However, it is interesting to note, fronted bare infinitives are not totally
out in such cases, in contrast with fronted ad-infinitives:

(5)a. Eg parf ad fara til Islands.

I need to go to Iceland.

b. ?Fara barf ég [e] til Islands.
c. *Ad fara parf ég [e] til Islands.

It thus seems rather clear that the infinitive marker in modal infinitives
is not a proclitic on the infintive verb. It is a puzzle, though, that ad
must disappear, i.e. that it cannot ever be left behind:

(4)b. Lita verdur [e] svo a.
(6) *Lita verdur ad [e] svo &a.

I shall not speculate any further on Stylistic Fronting, interesting as it
is. Let me just point out that it does not seem to fall under Chomsky’s
(1986b) theory of movement (in which only heads or maximal projections
can move). On the one hand, it seems clear that we are not dealing with
a head-movement (since the moved element ends up in a specifier position,
i.e. [Spec, CP] in main clauses but [Spec, IP] in subordinate clauses, it
seems). On the other hand, we are probably not dealing with an X'’-move-
ment either. This is indicated by the fact that even sentence adverbs and
verb particles can move by SF. Thus, we have cases like the impersonal
passive in (7), where either the participle ((7b)) or the verb particle
((7¢)) may move to [Spec, IP]:

(7)a. ... sem [[e] var talad um].
that was talked about
b. ... sem [talad var [e] um].
c. ... sem [um var talad [e]].

A possible way out here is to assume that it is actually not a verb particle
that is moved in (7c) but a PP (containing a trace of the relativized
element). In a parallel manner, we could perhaps argue that (7b) involves
fronting of VP and an extraposition of a PP out of VP (either prior to or
after VP-fronting). However, I shall leave the problem unresolved.

Now, let us return to the status of ad in modal infinitives. If it is
analyzed as a proclitic, one might ask why the majority of Icelandic
modals should ’assign’ an obligatory contentless proclitic to their verbal
complements whereas other Icelandic modals must not do so. This seems
rather suspicious. If both types of modals take a VP, of which the infinitive
V is the head, why, then, must the head-V sometimes carry along with it
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an ’extra’ ad and why must it sometimes not? This does not make much
sense, it seems. Holmberg (1986, p. 157 f.) suggests that the infinitive
marker in English (and other languages that clearly do have a lexical
Infl) is adverbial or prepositional, [%V]. For English, at least, this seems
plausible. However, it would not seem unnatural to assume that the
Icelandic infinitive marker is, so to speak, a lexicalization of the default
values of Infl (see also fn. 17 below). If that is correct, it is [-V], like
the complementizer ad. Suppose also that modal ad-infinitives are in fact
IPs (with or without PRO in [Spec, IP]), headed by the infinitive marker
in Infl, hence also [-V]. The distribution of ad in modal infinitives then
follows if munu 'will’, etc. take a verbal complement, hence a bare VP
headed by V, whereas bpurfa ’'need’, etc. take a nonverbal complement,
hence an IP headed by the nonverbal Infl ad.16

In 3.2.2.4, we saw an interesting indication that CP a0-infinitivals are
somehow more ’argument-like’ than the IP ad-infinitivals of modals. This
suggests that the two ads differ in some way. This is not surprising. As
pointed out by Homberg (1986, p. 157), infinitive markers typically differ
from declarative complementizers in Germanic and Romance languages.
Therefore, assume that it is only a historical coincindence that the two
are homophonous in Icelandic; in fact, they do seem to have different
historical origins (Thrainsson 1979, p. 345). How, then, do the ads differ
if they are both [-V]? The simplest assumption is that they differ with
respect to [N] (rather than, say, some other possible feature, [+complemen-
tizer] or whatever). In section 2.2, I argued against Holmberg’s (1986)
suggestion that all complementizers are [-N]. Here, I would like go one
step farther in the same direction by assuming that the complementizer ad
is in fact [+N], whereas the infinitive marker ad is [%N] (which would in
fact correspond to their different nominal vs. adverbial origins). Consider
Platzack (1985d) who also assumes that the complementizer ad is [-V,-4N].
If we also take [+Tense] into account (cf. Stowell 1981, 1982b; Holmberg
1983; Platzack 1985d), we thus get the following possibilities for ad:17

16 Thus, I am following Thrainsson (1986b) in distinguishing between the

two types (although l am not making exactly the same distinction between them
as Thrainsson).

17 Ad may also head adverbial clauses and infinitives, cf. (i):

(1)a. Jdén foér til pess ad bu kemir.

John went for it that you would-come
'John went in order that you would come.’

b. Jon foér til bess ad kaupa sigarettur.
John went for it to buy cigarettes
'John went to buy cigarettes.'

c. betta er ekki penni til bess ad skrifa med.
this 1is not a pen for it to write with
'This is not a pen to write with.'

Similar facts are found in the other Scandinavian languages (cf. Andersson 1975
on Swedish). The natural assumption is that ad is [%V] here, like other
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(8)a. [-V,+N,+Tense]: ad heading a finite clause
b. [-V,+N,-Tense]: ad heading a control infinitival
c. [-V,¥N,-Tense]: ad heading a modal infinitival
Now, consider again Holmberg's (1986, p. 141) principles that were
given in 2.1(1). I repeat them in (9):

(9)a. The Predicate Principle: A predicate must be [+V]
b. The Argument Principle: An argument must be [-V]
c. The Modifier Principle: A modifier must be [%V]

If the infinitive marker, heading modal infinitivals, is [-V], then the
Predicate Principle must be relaxed somehow. Suppose, therefore, that
(9a) should be replaced by (10) (which allows [-V] nonfinite predicates):

(12)a. A predicate must not be [+N]
b. A finite predicate must be [+V]

The Argument Principle in (9) is not of much help either when one
wishes to account for the distribution of the various types of ad-comple-
ments in Icelandic. It seems clear that ad-infinites of modals are not
arguments, whereas control infinitivals and finite ad-clauses are (at least
when they are declarative, cf. fn. 17). However, the types differ with
respect to [N], not [V]. Therefore, I shall assume the more traditional
view that arguments must be [-V, +N] (see also e.g. Platzack 1985d). I
also take it that ’Burzio’s generalization’ should be stated, very roughly,
as follows:

(11) A verb that does not select an external role
must not take an argument in the [NP, VP]
position at S-structure

This is only a very rude approximation, as we shall see in chapter 6.
However, the complementary distribution of control infinitivals and modal
infinitivals now follows directly: the former are arguments ([+N]), hence
only complements of verbs that select or assign an external role, whereas
the latter are nonarguments ([%N]) and may thus be complements of verbs
that do not assign an external role (cf. the discussion in 3.2.2.3 of the

adverbial complementizers. That, in turn, perhaps indicates that ad does not in
fact have any features of its own, i.e. that it is a dummy complementizer/Infl
that is compatible with whatever feature settings that are required for a given
CP or IP by general principles (in Sigurdsson (1981a), it is observed that ad is
empty of all content, cf. also Rognvaldsson (1987, p. 105)).
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dual nature of aspectual verbs).18

Modal infinitivies of course raise many more questions: do they, for
instance, involve a PRO subject, or do they enter into some sort of a
clause union process along with the modal, involving some structural
pruning? I shall refrain from addressing these extremely complex and
elusive questions, but for some discussion see Thrainsson (1984a, 1986b)
and Rognvaldsson (1983). What matters for our purposes is that they
differ from control infinitivals, in not being CPs and in not applying
V-to-I: if the infinitive marker occupies Infl in modal a®-infinitives, V-to-I
is, of course, blocked.

3.3 V-to-I: an explanation

The facts discussed so far indicate that Icelandic control infinitivals have
two crucial properties that distinguish them from all other infinitivals in
the language: they have Comp, phonetically realized as a0, and they are
always subject to V-to-I. These facts might be interrelated. Holmberg
(1986, p. 156) postulates the principle in (1):

(1) Comp and Infl always go together

- which is perhaps not surprising if they are '"the same category spread
over two positions" (Holmberg 1986, p. 147). However, if modal ad-infinitives
have a lexical Infl, (1) is too strong; also, as we shall see in 3.4, some
Icelandic Ncl infinitivals seem to be bare IPs. An alternative (pointed out
to me by Anders Holmberg) is to assume (2):

(2) There is no Comp unless there is also an Infl

Presumably, all Comps must be (plus or minus) marked for tense and mood
(cf. Stowell 1981, 1982b). If we assume that they cannot be so marked
independently but must inherit the tense/mood marking of Infl, then (2)
follows directly.

As we have seen, Icelandic control infinitivals are headed by the [-V,+N]

18 If the complementizer ad is [+N], it is a Case assignee. Thus, it is not
surprising that finite ad-clauses and control infinitivals have much the same
distribution as NPs in Icelandic: As argued at great length by Thrainsson
(1979) these ad-complements (as opposed to ad-infinites of modals) seem to
copy the syntactic behavior of Icelandic NPs; see also Platzack (1985d).
Conversely, however, the Mainland Scandinavian at(t) complementizer must not
be [+N] if Comp is a Case assigner in Mainland Scandinavian, i.e. at(t) is
probably [-V,%N]. The distribution of Swedish att-clauses would seem to support
this, but Norwegian and Danish at-clauses seem to have much the same
properties as Icelandic ad-clauses (cf. Platzack 1985d).
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declarative complementizer ad. V-to-I renders Infl, hence IP, [+V]. But
given that ad is [-V], the [+V] feature of IP cannot percolate to C’'/CP,
that is, V-to-I has no effects on the categorial status of control infin-
titivals (any more than on the categorial status of finite CPs), hence
does not prevent them from functioning as arguments. This explains why
V-to-I may take place in Icelandic control infinitivals.19 But it does not
explain why it must take place.

In 2.4, I mentioned two other possible explanations: an ECP-explanation
and a Case-explanation. First, consider the ECP-explanation: Given that
control infinitivals (in Icelandic and related languages) do have Infl,
V-to-I in Icelandic might be due to ECP; the same goes for [/V Reanalysis
in Swedish and insertion of a lexical Infl in English, Norwegian and Danish:
Infl must be filled somehow.20 However, this is an unsatisfactory explana-
tion. Why generate Infl in control infinitivals in the first place? The
principle in (2) offers an initial answer, at least for Icelandic. Icelandic
control infinitivals must function as arguments, i.e. they must have a
nominal head: a [-V,+N] Comp. If (2) is correct, this means that Icelandic
control infinitivals must also have Infl. However, this only raises another
question: why is it impossible for Icelandic to make use of the same
strategies in Control infinitivals as employed by other Germanic languages?
That is, why does Icelandic not apply an insertion of a lexical Infl or an
[/V Reanalysis in control infinitivals? Both these methods of filling Infl
would save it from violating ECP.

In the standard theory, PRO is the only empty category that can and
must be ungoverned (cf. Chomsky 1981, e.g. pp. 60, 64 ff.; 1982). Therefore,
the standard assumption is that Comp (or the CP-boundary) protects PRO
from being governed by the matrix verb. Consider (3):

(3)a. I believe [jp him to be clever].
b. I tried [cp e [p PRO to be clever]].

According to Chomsky (1981, e.g. p. 66 ff.), Acl or Exceptional Case
Marking structures like (3a) are due to S’- (= C’/CP-) deletion, that is,
believe is actually subcategorized for a clausal complement, but for the
moment, this is unimportant.

In both cases in (3), the infinitival Infl contains no Agr. Hence, it
cannot assign nominative Case to its subject. In addition, it is not a
proper covernor (cf. Chomsky 1981, p. 250 ff.). It follows from these
assumptions that PRO is the only element licensed in the infinitival subject

19 The same goes for I/V Reanalysis in Swedish control infinitivals if

att is a [-V] complementizer; see also a slightly different approach in Holmberg
(1986, p. 157).

20 see the discussion around the Head Movement Constraint in 2.4(5) and
the structure in 2.4(6).
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position in (3b): other empty categories (anaphors and variables) must
meet ECP, and NPs that have phonetic substance must bear Case. As for
the Exceptional Case Marking in (3a), on the other hand, there is no
C'/CP-boundary between the matrix verb and the infinitival subject (after
C’/CP-deletion). Therefore, the matrix verb may govern and assign Case
to the infinitival subject in (3a).

The reason why this approach is so generally accepted is probably that
it seems to account straightforwardly for the distribution of PRO. However,
there is rather clear evidence that PRO may occur in subject positions
that are Case positions in at least some constructions in some (null-subject)
languages. Two such languages are Malayalam (Mohanan 1982b; 1983, p.
648) and European Portuguese (cf. below). As we shall see, Icelandic is
yet another such language.

In our approach, subjects and other specifiers are ungoverned (cf. also
Belletti and Rizzi 1981), that is, even though PRO may occur in Case-
marked subject positions, it does not follow that PRO may be governed.
Nonetheless, sentences like (4) perhaps involve a governed P-object PRO:

(4) Dbetta er ekki penni til (pess) ad skrifa med.
this 1is not a pen for (it) to write with
'This is not a pen to write with.’

If that is correct, the NP in (4) has, roughly, the structure (5):
(5) [penni; [til (pess) [cp ad PRO skrifa med PRO;]]]

- where the first PRO is arbitrary and the second PRO is controlled by
the head noun and governed by the preposition med ’with’. However, there
is at least one alternative analysis of (4): the governed EC might be a
variable (derived by wh-movement and wh-deletion, i.e. relativization).

Be this as it may, there is probably no need to call upon ECP and the
Case Filter to explain why control infinitivals do not tolerate a lexical
subject. Although PRO may perhaps be governed, it clearly needs not be.
In fact, it does not have to have any governing category even when it is
bound or controlled (and must not in the standard theory). Consider (6a)
and its (relevant) structure (6b):

(6)a. *Hann reyndi ad hann lesa bdkina.
he tried that he read the book
b. Hann; reyndi [cp ad hann; lesa bdkina]

The subject position of the infinitival is a position of obligatory binding
and control. However, if it is ungoverned, the pronominal occupying it
has no governing category (and the same would of course apply to an
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overt anaphor). If we assume that PRO is the only element that may be
bound without having a governing category, its obligatoriness in control
infinitivals is accounted for.

This explanation does not, of course, extend to unbound or arbitrary
PRO in subject clauses. But no matter how we explain the distribution of
PRO, it seems that it should in any case not be deduced from the Case
Filter, at least not in a null-subject language like Icelandic. As we shall
see in chapters 4-6, there is rather clear evidence that all nominals in
Icelandic, lexical or not, must bear Case. In fact, the relevant distinction
between null-subject and non-null-subject languages seems to be that the
former language type allows all sorts of Case-marked empty categories
(cf. below and chapters 4-5).

Suppose that PRO must be Case-marked in Icelandic. If that is correct,
we have an explanation of the oblidatoriness of V-to-I in control infini-
tivals. Consider the Icelandic/English structure in (7) and the Mainland
Scandinavian structure in (8) (cf. 2.5):

(7) CP
c— T>1p
—
NP >I g
I VP
1 \' NP
o
PRO e verb
(8) - CP\
C /IP\
NP __=TIP
/ \' NP
i ?
PRO e verb

As mentioned above, these structures are ruled out by ECP: Infl is empty
but it is not properly (antecedent) governed. The structures may be saved
in three ways (on the assumption that ECP and the Head Movement
Constraint exclude I-to-V or Affix Hopping): by V-to-I (Icelandic), I/V
Reanalysis (Swedish), and lexical insertion under Infl (Danish, Norwegian,
English). I/V Reanalysis renders Infl incapable of assigning nominative
Case (since I/V has to be able to assign objective Case to [NP, VP]).
Also, the infinitive marker in English, Danish and Norwegian is not a
Case assigner, and it seems natural to assume that this extends to the
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Icelandic infinitive marker in modal ad-infinitives.2l1 Thus, the latter two
options are available if Infl is not to assign Case to PRO.22 If, on the
other hand, Infl is to assign Case to PRO, then V-to-I has to take place.
This secures that Infl contain lexical features and that PRO get Case
from a Case assigner that m-commands it. In addition, since ad in control
infinitivals is [+N], it is a Case assignee, hence incapable of assigning
Case (as opposed to modifying, [%V, %N], Comps in the language, cf. 2.5).
See chapter 4. That is, V-to-I is the only option in the language to ensure
that PRO will indeed bear Case. If, on the other hand, PRO would not
have to be Case-marked by Infl, we would expect local I/V Reanalysis to
be possible (saving the structure from an ECP violation). That is, we
would expect the 'Swedish order’ (with the sentence adverb directly after
the complementizer) to be possible in control infinitivals in Icelandic. As
we saw in 3.2.1, this is not the case.

This seems to suggest that the ’Case assigning strength’ of Infl is
subject to at least a ’ternary’ cross-linguistic variation: in Icelandic, it
always assigns nominative Case when it contains V, in English it only
does so when it contains Agr, and in Mainland Scandinavian it never
assigns Case. However, I would like to suggest that the 'Case assigning
strength’ of Infl is not an independent variable. Thus, Infl (or I/V) does
not assign Case to [NP, IP] in Mainland Scandinavian simply because it
never m-commands it. Moreover, the difference between Icelandic and
English with respect to Infl-Case follows if PRO must bear Case in
Icelandic but must not in English (see further 5.5.3).

Portuguese is another null-subject language in which PRO must bear
Case, it seems. In fact, the untensed Infl agrees with [NP, IP] in Por-
tuguese (cf. Raposo 1984, 1987). That is, European Portuguese shows the
following patterns in infinitivals (i.e. [-Tense] clauses), cf. Raposo (1987,
pp. 86, 93):

(9)al. [NP 1Infl/+Agreement]
2. [PRO Infl/+Agreement]

b1. *[NP Infl/-Agreement]

2. [PRO Infl/-Agreement]

Note the free variation in (9a). It shows that PRO is legitimate in a
subjective Case position in Portuguese. One might argue that the empty
category in (9a2) is pro rather than PRO since it agrees with Infl, but

21 At least if ad is only a sort of a lexicalization of the default values of
Infl in these infinitives, hence not actually having any lexical features.

22 But if we are to block Swedish att from assigning Comp-Case to PRO,

we have to make some auxiliary stipulation. | shall address this problem in
5.5.3.
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the argument is circular. Besides, I do not believe that there is any good
reason to distinguish between PRO and pro (see 5.5.1).

The present approach suggests that the Case Filter is parametrized,
Icelandic and Portuguese having a stronger Case Filter than e.g. English
and Mainland Scandinavian. Informally, we can express this by adding
parentheses to Chomsky’s Case Filter (as formulated for individual NPs,
i.e. not for chains, c¢f. Chomsky 1981, p. 49):

(1@) *NP if NP (has phonetic content and) has no Case

The parentheses hold for Icelandic and Portuguese but not for English
and Mainland Scandinavian.23 As we shall see in 5.3.2, however, (10) is
only a rather rude first approximation.

In chapter 5, I shall consider a variety of facts that indicate that
pro/PRO must bear Case in Icelandic. But first, it is necessary to consider
the properties of raising infinitivals in Icelandic (3.4), and to develop an
adequate theory of Case (chapter 4).

3.4 Raising infinitivals
3.4.0 Introduction

In this subsection, I shall consider the structure and the Case properties
of Icelandic raising infinitivals. These matters are, of course, interrelated.
If Icelandic raising infinitivals have an Infl node, that is, if they are IPs
or CPs, then we expect them to be independent or opaque 'Infl-Case
domains’. If, on the other hand, they do not have Infl, then they should
be transparent to external Case-marking. Moreover, if raising infinitivals
are independent Infl-Case domains, they should apply V-to-I. Recall also
(from 3.1) that Icelandic raising infinitivals do not have any infinitive
marker or complementizer, ad. We would like our analysis to account for
this fact in some coherent manner.

English has several types of ’raising verbs’, most prominently the
following three: the L(et)-type (taking an Acl infinitival), the B(elieve)-type
(also taking an Acl infinitival), and the Ncl-taking S(eem)-type. This is
illustrated in (1):

23 In Chomsky’s approach (1981, p. 334), theta roles are assigned to
chains that are either Case-marked or headed by PRO. If PRO bears Case in
null-subject languages, we can dismiss the disjunction "or headed by PRO",
thereby simplifying the conditions on theta role assignment (as pointed out to
me by Anders Holmberg). However, this simplification is not available for
non-null-subject languages, cf. 5.5.3.
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(1)a. Mary let [me wait outside].
b. Mary believed [you to be intelligent].
c. Mary seems [to be happyl.

As we saw in 3.1, Icelandic has all these types:24

(2)a. Maria 1ét [mig bisa uti].
Mary 1let [me(A) wait outside].

b. Maria taldi [pig vera gafadan].
Mary believed you(A) be intelligent
c. Maria virdist [vera glod].
Mary seems be happy

But Icelandic also has a second type of Ncl (cf. e.g. Thrdinsson 1979, p.
426 f.; Bernodusson 1982). In this type, the raising verb takes a dative
‘experiencer’ as a subject, the nominative thus staying inside the infinitival.
This is illustrated in (3):

(3) Mér virdist [Maria vera glod].
me(D) seems Mary(N) be happy
It seems to me that Mary is happy.’

I shall refer to this type as the 'Dative/Nominative with Infinitive’, D/Ncl.

In 3.4.1, 1T shall discuss the internal structure of Icelandic raising
infinitivals. I will suggest that none of the four types is clausal (CP).
Rather, 1 assume, all the ’'English-like’ types in (2) are small clauses
(thus, in fact, following Chomsky’s (1981) analysis of raising infinitivals
rather closely). The D/Ncl type, on the other hand, may either be a small
clause or a bare IP. This will be shown to account for the behavior of
NP-movement in raising infinitivals, as well as for the absence of ad in
them. Then, in 3.4.2, I shall illustrate that the Case and agreement proper-
ties of Icelandic raising infinitivals follow directly from the proposed
structural analysis.

3.4.1 Internal structure

L-infinitivals are the only raising infinitivals in English that have no
infinitive marker. Consider (1):

24 0On the other hand, Icelandic does not have the W(ant)-type discussed
in e.g. Postal (1974) and Kayne (1981c). In Kayne’s analysis (cf. 1981¢c, fn. 34, p.
343), this type is not to be expected in languages that have oblique or lexical
Case.
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(1)a. John believed Mary to read the book.
b. Mary seemed to read the book.
c. John saw Mary read the book.

This suggests that there is a structural difference between L-infinitivals
and other raising infinitivals in English. Kayne (1981b, fn. 16, p. 360 f.)
proposes that L-infinitivals are 'bare VPs with a subject’ (i.e. small clauses)
in English (and French), whereas B-infinitivals (see Kayne 1981b, p. 357),
and presumably also Ncl or S-infinitivals, are full-fledged clauses.25
Platzack (1986¢c, p. 128 ff.) and Holmberg (1986, p. 158 ff.) extend Kayne's
analysis to the Scandinavian languages. That is, they assume the same
distinction between L-infinitivals and other raising infinitivals in Scan-
dinavian as in English and French (note, however, that B-infinitivals are
obsolete in Danish, cf. Platzack 1986c¢, p. 129).

We have already seen that Danish and Norwegian are like English in
having an infinitive marker in Infl in control infinitivals. Thus, it is not
surprising that all three languages are also similar with respect to raising
infinitivals. Consider the Danish Ncl in (2) and the Norwegian B-infinitival
in (3) (taken from Christensen 1983, p. 4):

(2) Han synes at vare intelligent.

he seems to be intelligent
(3) Vi anser henne & vare intelligent.
we consider her to be intelligent

In L-infinitivals, on the other hand, there is no infinitive marker, that is,
the distribution of the infinitive marker is the same as in English. Consider
the Danish (4):

(4) Vi sa ham lazse bogen.
we saw him read the book

As for Swedish and Icelandic, on the other hand, there is in fact very
little evidence that L-infinitivals differ in structure from other raising
infinitivals. In both languages, Ncl and B-infinitivals are just like L-in-
finitivals in having no infinitive marker. This is shown in (5)-(7):

(5)a. Vi sag henne lidsa boken. (Swedish)
we saw her read the book
b. Vi3 saum hana 1lesa bdékina. (Icelandic)

335 25 For a clausal analysis of L-infinitivals, however, see Kayne (1981c, p.
f.).
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(6)a. Vi anser henne vara begavad. (Swedish)
we consider her be gifted
b. Vid alitum hana vera gafada. (Icelandic)
(7)a. Hon verkar vara begavad. (Swedish)
she seems be gifted
b. Hun virdist vera gafud. (Icelandic)

In Swedish, however, there is some (rather scanty) evidence that Ncl and
B-infinitivals might have a more ’full’ or complex structue than L-in-
finitivals. First, as pointed out by Holmberg (1986, p. 159), the infinitive
marker is optional (in Infl) in Ncl and B-infinitivals in some Swedish
dialects, cf. (8) (taken from Holmberg 1986, p. 159):26

(8)a. Han verkar (att) ha lidst boken.

he seems to have read the book.
b. Jag anser honom (att) vara dum.
I consider him to be stupid

Second, L-infinitivals do not happily allow a sentence adverb. Consider

(9):

(9)a. Jag sag inte Maria lidsa boken.
I saw not Mary read the book
’I did not see Mary read the book.’
b. *Jag sag Maria inte ldsa boken.
(i.e. I saw Mary not read the book.’)

(9b) contrasts with (10):

(10) Jag ansag Maria inte vara begavad.
I considered Mary not be gifted

Possibly, this is accounted for if B-infinitivals do and if L-infinitivals do
not have Infl in Swedish. In fully clausal structures in Swedish, sentence
adverbs adjoin to IP (cf. 2.5). Thus, we might perhaps expect that they
should only be possible in structures that have Infl (cf. Platzack 1986¢, p.
129). However, we may also look at this matter the other way around:
given that Swedish L-infinitivals do not have any Infl, it is hard to see
why sentence adverbs should be excluded from adjoining to their VP in
the syntax. It thus seems most likely that sentences like (9b) are unac-
ceptable for semantic reasons (as pointed out to me by Christer Plazack).

26 Note that the infinitive marker must be pronounced "4" in these
examples (i.e. not [at:], like the complementizer att).
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Be the Swedish facts as they may, it seems clear that neither of the
above mentioned arguments extends to Icelandic. First, as far as I know,
the infinitive marker is totally impossible in all raising infinitivals in all
varieties of Icelandic. Second, sentence adverbs normally adjoin to VP in
Icelandic, that is, acceptability vs. ungrammaticality of sentence adverbs
has no bearing on the question whether or not a particular structure has
Infl in Icelandic.

Now, if we wish to make use of sentence adverbs to illustrate the
properties of Icelandic raising infinitivals, we obviously have to define
the notion ’sentence adverb’ in some minimally accurate way. That is, we
have to be able to distinguish between ’sentence adverbs’ and, say, adverbs
that may be generated VP-internally (and should therefore be able to
occur inside all kinds of infinitives). As is well known, this is a rather
slippery matter. | shall thus refrain from discussing it in any detail here.
Let me just point out that prototypical sentence adverbs, that is, the
sentence negation and 'evaluative’ sentence adverbs like sennilega ’probably’
and varla ’hardly’ (cf. Lyons 1977, p. 452), seem normally to be infelicitious
inside all Icelandic raising infinitivals. Consider (11)-(14):

(11)a. Eg hafdi 14tid [Mariu lesa bdkinal.
I had let Mary read the book

b. *Eg hafdi 14tid [Mariu sennilega lesa bdkinal.

c. *Eg hafdi 14tid [Mariu lesa sennilega bdkinal].

d. *Eg hafdi 14tid [Mariu lesa bdékina sennilegal.

(12)a. Eg hafdi talid [Mariu lesa bdékinal.
I had believed Mary read the book

b. *Eg hafdi talid [Mariu sennilega lesa bdkina].

C. 'Eg hafd3i talid [Mariu lesa sennilega bdkina].

d. *Eg hafdi talid [Mariu lesa békina sennilega].

(13)a. Maria hafdi virst [lesa bdkina].
Mary had seemed read the book

b. *Maria hafdi virst [sennilega lesa bdkinal.

C. *Maria hafdi virst [lesa sennilega bokina].

d. *Maria hafdi virst [lesa bdékina sennilegal].

(14)a. Mér hafdi virst [Maria lesa bdékinal].
me had seemed Mary read the book

b. *Mér hafdi virst [Maria sennilega lesa bokinal.

c. *Mér hafdi virst [Maria lesa sennilega bokinal].

d. *Mér hafdi virst [Maria lesa bokina sennilega].

Cases like (15b) below, on the other hand, seem to be derived (from
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orders like (15a)) by so-called Object Shift (cf. Holmberg 1986, chapter
6), which shifts an ’object’, over a verb trace, in front of a sentence
adverb that is phonetically adjacent to the ’‘object’ (adjoining the ’object’
to the VP (or the IP in Mainland Scandinavian) that contains the sentence
adverb); "[v]" is the VP-trace of the matrix verb:

(15)a. Eg sa ekki [v] [Mariu lesa bdékina].
I saw not Mary read the book
’I did not see Mary read the book.'’
b. Eg sa [yp Mariu; [vp ekki [v] [t; lesa békinall].
’I did not see Mary read the book.’

Since Object Shift never applies over overt verbs, this derivation is
impossible when the matrix clause contains a modal or an auxiliary (thus
having a main verb that stays in its ’base position’). Consider (16); (16b)
involves illicit Object Shift (over an overt verb), whereas (16c) has an
infelicitious sentence adverb within the infinitival:

(16)a. Eg hafdi ekki séd [Mariu lesa bdkinal.
I had not seen Mary read the book
b. *Eg hafdi Mariu; ekki sé3 [t; lesa bdékinal.
I had Mary not seen read the book
c. *Eg hafdi séd [Mariu ekki lesa bdkina].
I had seen Mary not read the book

Thus, if we want to see whether or not the sentence adverb belongs to
the infinitival, we have to make use of examples like (11)-(14) and (16),
with a modal or an auxiliary in the matrix clause.

As argued at length by Holmberg (1984a; 1985b; 1986, ch. 6), Object
Shift only applies to pronouns in Mainland Scandinavian whereas it also
applies to full NPs in Icelandic. Hence, (15b) is grammatical in Icelandic
whereas the corresponding (9b) is out in Swedish. Compare (9b) to (17):

(9)b. *Jag sag Maria inte lisa boken.

I saw Mary not read the book
(17) Jag sag henne inte lisa boken.
I saw her not read the book

If sentence adverbs, for some reasons, are categorically impossible in
all Icelandic raising infinitivals, they obviously do not tell us much about
their internal structure. Moreover, we then have no clear evidence whether
or not V-to-I applies in Icelandic raising infinitivals. As pointed out to
me by Anders Holmberg, however, raising infinitivals tolerate sentence
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adverbs somewhat more happily if they also contain a modal verb. Consider
the dif ference in (18):

(18)a. *Eg hafdi talid [hana varla 1lesa bdkina].
I had believed her hardly read the book
b. ??Eg hafdi talid [hana varla mundu lesa bdkina].
would

Interestingly, (18b) is better than (19):
(19) *Eg hafdi talid [hana mundu varla lesa bdkinal.

Slender as it is, this ’evidence’ thus indicates that V-to-I does not apply
in Icelandic B-infinitivals. L-infinitivals differ from other raising infinitivals
in that they never tolerate any modal verbs (like most control infinitivals),
that is, we cannot apply this ’test’ to them. But for Ncl infinitivals, we
get the same effect as for B-infinitivals:

(20)a. ??HAn hafdi virst [ekki vilja snerta matinn].
she had seemed not want touch the food
b. *Hun hafdi virst [vilja ekki snerta matinn].

As for D/Ncl infinitivals, on the other hand, I have not been able to
establish this effect:

(21)a. ??Mér hafdi virst hun varla vilja snerta matinn.
me had seemed she hardly want touch the food
b. ??Mér hafdi virst hun vilja varla snerta matinn.

Now, I would certainly not want to base any conclusions about Icelandic
raising infinitivals on these elusive data. For other reasons, however, I
suggest the following analysis: The ’simple’ Ncl type as well as both Acl
types are small clauses. The D/Ncl type, on the other hand, is either a
small clause (with no Infl) or a bare IP (having Infl and applying V-to-I).

This approach has certain clear advantages. Thus, it accounts coherently
for the Case properties of Icelandic raising infinitivals, as we shall see in
the next subsection. Moreover, it also explains the ungrammaticality of ad
in Icelandic raising infinitivals: First, raising infinitivals have no Comp
position for ad, as opposed to control infinitivals. Second, in contrast
with modal ad-infinitives, raising infinitivals either have no Infl to host
ad (Acl and Ncl), or, if they have Infl (D/Ncl), it has to be available as
a landing site for V-to-I. - For a sentential analysis of Icelandic B- and

Ncl infinitivals (cf. Holmberg 1986, p. 158 ff.), the distribution of ad is,
of course, rather troublesome.

Google



88 3 Infinitivals

The behavior of NP-movement in raising infinitivals also supports this
analysis. As we saw in 3.2.2.2, NP-movement never crosses CP-boundaries.
However, it extracts freely out of the subject position of raising infiniti-
vals, of course:

(22)a. Maria virtist [t hafa gleymt Jéni].
Mary seemded have forgotten John
b. Maria var talin [t hafa gleymt Joni].
Mary was believed have forgotten John
c. Maria var latin [t gleyma Joénil].
Mary was made forget John

This is accounted for if raising infinitivals have no Comp and no CP-level
(cf. Chomsky 1981). If, on the other hand, we assume that they have an
empty Comp, then we are also forced to assume that NP-movement violates
subjacency precisely in raising infinitivals, for some unspecified reasons.
This, of course, extends to raising infinitivals in related languages, even
those types that have an infinitive marker (NcI and B-infinitivals in
English, etc.). It thus seems to be the case that Ncl and B-infinitivals of
the English (and Danish/Norwegian) type are bare IPs, rather than full
clauses (cf. Chomsky 1986b, pp. 23, 74).

Finally, note that 1 am actually returning, from sentential analyses of
Ncl and B-infinitivals (e.g. Kayne 1981b, Holmberg 1986), to the standard
view (cf. Chomsky 1981, e.g. p. 66 ff.) that they are, somehow, 'defective’.
I do not assume ’'S’-deletion’ (cf. also Chomsky 1986b), but this is in fact
not essential in the present context. S’- or C’/CP-deletion in raising
complements would inevitably result in either a bare IP or a small clause
(on small clauses, see the next subsection): if the complement has Infl,
the result would be a bare IP, whereas it would be a small clause if the
complement contains no Infl. For other reasons, however, a non-deletion
analysis is preferable. Thus, for instance, we do not have to assume clausal
structures (in Acl and ’simple’ Ncl infinitivals) that have no Infl, that is,

we can maintain the hypothesis that there is no Comp unless there is
also an Infl (3.3(2)).

3.4.2 Case and agreement in raising infinitivals

In this section, | shall demonstrate that the Case and agreement properties
of Icelandic raising infinitivals follow directly from the structural analysis
proposed above. In 3.4.2.1, I shall show that Acl infinitivals behave much
the same with respect to Case and agreement as (other) small clauses in
the language. Then, in 3.4.2.2, it will be illustrated that certain interesting
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3.4 Raising infinitivals 89

properties (involving Case and agreement) of the D/Ncl construction can
be accounted for if we assume that they are structurally ambiguous, being
either small clauses or bare IPs. In particular, the infinitival nominative
of the construction is either an internal Case (in bare IPs) or an external
Case (in small clauses), it seems. If that is correct, D/Ncl lends a strong
support to the hypothesis that the untensed Infl (containing V) is a Case
assigner in Icelandic.

3.4.2.1 Exceptional Case Marking

Exceptional Case Marking (ECM) in Icelandic poses rather serious problems
to the standard Case Theory. However, if all Acl infinitivals in the
language are small clauses, and if Case is a feature that percolates, these
problems are resolved in a strikingly simple manner, as we shall see below.

Following Stowell (1983; see also e.g. Contreras 1987), I assume that
every category may take a ’subject’ (the intuitive idea being that the
'subject’ is a category of which something is predicated). In Stowell’s
analysis, small clauses are projections of their predicates. Consider (1),
where the small clauses are analyzed in accordance with Stowell’s idea
that the predicate is or contains the head of the small clause.27 The
underlined constituents are the subjects. Thus, in (la), we have an NP
with a subject, in (1b) (taken from Stowell 1983, p. 297) a PP with a
subject, an AP in (1c¢) and a VP in (14, e):

(1)a. We elected [np Vigdis [N president]].
b. I expect [pp that man [pp off my ship]].
c We saw [ap Mary [ drunk]].
d. Mary had [yp me [y eat the cake]].
e Mary made [vp me [yp send the letter to John]].

The generalization in (2) seems to be empirically true:

(2) In a small clause, there is no Case relation
between the subject and the predicate

Accordingly, subjects of small clauses cannot receive Case from within
the small clause, that is, they must be ’exceptionally’ Case-marked. To
this extent, our approach is, at least descriptively, equivalent (for Acl) to

27 However, we should perhaps not exclude the possibility that small
clauses differ from ’big clauses’ (CPs) in being doubly headed, by the [+N]
subject as well as by the (head of the) predicate. This would account in a
simple manner for the fact that small clauses (including raising infinitivals) are
not only predicates but also arguments of the matrix verb.
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the system proposed by Borer (1986): Borer (1986, p. 407 ff.) suggests
that raising infinitivals have a ’'degenerate’ Infl incapable of 'I-identifying’
(= effectively, 'Case-mark’) the infinitival subject.

Small clauses in many inflectional languages like Icelandic have the
interesting property that not only their subjects but also their (nominal)
predicates are ’exceptionally’ Case-marked. For a description of some of

the relevent facts involved in this in Icelandic, see Fridjonsson (1977) and
Andrews (1982b). Consider also (3) and (4):

(3)a. Vid kusum [Vigdisi [forseta]].

we elected Vigdis president
Acc Acc
b. Vid kolludum [hana [Moggul].
we called her Maggie
Acc Acc
c. Vid alitum [hann [asna]].
we considered him a fool
Acc Acc

(4)a. Vid gerdum [hana [stolta (af pessu)]l].

we made her proud of this
Acc Acc
b. Vid saum ([hana [fulla]].
we saw her drunk
Acc Acc
c. Vid mattum [henni [fullri]]
we met her drunk
Dat Dat
d. Vid forum til [hennar [fullrar]].
we went to her drunk
Gen Gen
(i.e. 'she’ was drunk!)

The same phenomenon is (regularly) seen in Acl infinitivals. This is shown

in (5):

(5)a. Vi3 toldum (hana vera fulla].
we believed her be drunk
Acc Acc
'We believed her to be drunk.’
b. Vid saum [hana koma fulla]
we saw he come drunk
Acc Acc
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This is straigtforwardly accounted for if all Icelandic Acl infinitivals are
small clauses (see further below). In fact, Icelandic B-verbs (like Icelandic
L-verbs) freely take 'ordinary’ small clauses. Compare (6) to (5a):

(6) Vid toldum [hana [fullal].
we believed her drunk
Acc Acc
'We believed her to be drunk.'’

Not only must predicative nominals in small clauses agree in Case with

their subject; they must also agree with the subject in number and gender.
Consider (7):

(7)a. Mennirnir mattu [(henni [fullri]l].
the men met her drunk
f.sg.D f.sg.D

b. Mennirnir mattu (honum [fullum]].
the men met him drunk

m.sg.D m.sg.D

This is a completely general phenomenon in all Icelandic small clauses
(for both numbers and all cases and genders) - which means that all the
small clauses in (4) and (7) are totally unambiguous.28 In passing, note
that number and gender ’spread’ from the subject of the small clause to
its predicate whereas both receive external Case.

Again, Acl infinitivals behave precisely like ’'ordinary’ small clauses, cf.

(8)-(9):

(8)a. Vid toldum [hana vera fullal].

we Dbelieved her be drunk
f.sg.A f.sg.A
b. Vi3 tdldum [ pau vera fulll].
we Dbelieved them be drunk
n.pl.A n.pl.A
28 |e. due to adjectival inflection, there are two unambiguous

translations of ambiguous English examples like They met her drunk:

(i)a. Peir mettu henni fullri.
f.sg.D f.sg.D
(’'she' was drunk)
b. beir mettu henni fullir.
m.pl.N m.pl.N
('they' were drunk)

See further below.
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(9)a. Vi3 saum [hann koma fullan].
we saw him come drunk
m.sg.A m.sg.A

b. Vi3 saum [bazr koma fullar].
we saw them come drunk
f.pl.A f.pl.A

Leaving number and gender aside for the moment, there is no doubt
whatsoever that the matrix raising verb assigns Case to both the subject
and the predicative nominal of the infinitival (the copula never assigns
Case in Icelandic, cf. below). This is obviously rather troublesome for the
standard Government Theory of Case. If Case is essentially assigned under
government, then the matrix raising verb must be allowed to govern into
the government domain of the infinitival verb (the copula in (5a) and (8),
koma in (5b) and (9)).

These data would perhaps seem to indicate that we have to invoke
some sort of a ’'Case inheritance mechanism’, by which the predicative
nominal inherits the ’exceptional’ Case of the infinitival subject. Consider
Chomsky’s (1981, section 4.5) theory on postverbal nominatives (see also
Safir’s (1985) revision of this theory, adopted by Borer (1986)). However,
this approach actually subsumes Case inheritance under government (cf.
Chomsky 1981, p. 264; Borer 1986, p. 379). Since this entails double
government in cases like (8) and (9), it does not seem feasible. See further
6.3.

Alternatively, we might assume that examples like (3)-(9) involve Spec--
head agreement, i.e. the same relation as between [NP, IP] and Agr in
finite clauses (cf. Chomsky 1986b, p. 24). This approach to small clauses
is tentatively suggested in Barriers (Chomsky 1986b, p. 25). When it comes

to subject-oriented small clauses, however, this is rather problematic.
Consider (10):29

(19) Mennirnir mzttu henni [PRO fullir].
the men met her drunk
m.pl.N m.pl.N
(i.e, ’'the men’ were drunk)

29 Note that the analysis in (i) below is excluded by the Theta-Criterion:

(i) Mennirnir mettu henni [t fullir].

- because adjectives are theta role assigners (cf. 6.2.2), i.e. the chain
[mennirnir, t] would bear two theta roles, selected by V and the adjective. The
role borne by the overt subject in (i) is unambiguously selected by the verb, as
seen by the simple fact that the small clause is, of course, only optional:

(ii) Mennirnir mettu henni.
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Here, we would have to make two assumptions: (i), that the small clause
PRO inherits (number, gender and) nominative Case from [NP, IP] or Agr
by virtue of being cosuperscripted or coindexed with and governed by Agr
(cf. Chomsky’s (1981, p. 264) approach to postverbal nominatives); (ii),
that the small clause predicate gets its features for number, gender and
Case by entering into Spec-head agreement with PRO. Most linguists
would probably agree that at least the first assumption is implausible.

By now, the keen-eyed reader will probably have seen that the 'govern-
ment-problems’ raised by cases like (8)-(10) are resolved if we distinguish
between government and m-command, Case being controlled by m-command
only. Consider (11), the S-structure of the VP in (8a) ("sc" means ’small
clause’):

(8)a. Vid toldum [hana vera fulla].

we Dbelieved her be drunk
f.sg.A f.sg.A
(11) V—_‘_’_"__,,VP\SC
_
NP T vp.

/ \
\' AP

|

[v] hana vera fulla
f.sg.A f.sg.A
her be drunk

The trace of toldum (left behind by V-to-I) does not govern AP, but it
m-commands it. In the same manner, Infl m-commands but does not govern
the small clause (and PRO) in (12), the putative structure of the IP in
(10) (’before’ I-to-C and Subject-Topicalization):

(19) Mennirnir mattu henni [PRO fullir].
the men met her drunk
m.pl.N m.pl.N
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(12) NP'”/'IP\I,
— T—vp
' vb_  Tsc
~ ~ 7T
V'S NP NP AP
mennirnir maettu [v] henni PRO fullir
m.pl.N m.pl.N
the men met her drunk

Now, I would like to suggest that Case is actually a feature that percolates
within the m-command domain of the Case assigner. It then follows that
Infl-Case may percolate to both [NP, IP] and the small clause in (12)
(Infl m-commanding both). Moreover, this relates Case assignment and
'spreading’ of number and gender in a natural and simple manner. Number
and gender percolate within the intersection of two m-command domains:
the m-command domain of the source NP itself and the m-command domain
of its Case assigner (i.e. along the Case path of which the NP-source is a
part). Thus, the number and gender features of [NP, IP] in (12) percolate
to the small clause AP. In the same manner, the number/gender of the
infinitival subject in (11) (and (3)-(9)) percolates to the infinitival predi-
cate.

In passing, note that this suggests that PRO in (12) receives (person,
number and) Case. This is what we expect in a null-subject language like
Icelandic (cf. 5.5), but similar examples in non-null-subject languages are
problematic. Perhaps, nonlexical NPs reject Case in non-null-subject
languages, but this does not follow from the Case theory pursued here
(cf. chapter 4 and 5.3.2), i.e. it is only a stipulation. See further 5.5.3.

[ shall develop this approach in more detail in chapter 4. As we shall
see there, it is crucial that a local Case assigner always protects its
m-command domain from external Case and external number/gender. If,
on the other hand, a lexical governor is not a Case assigner, external
Case and number/gender are always free to penetrate its m-command
domain. This accounts for the Case and agreement properties of Icelandic
Acl infinitivals - on the assumption that they are always small clauses. If
they are small clauses, they do not contain any Infl, and are therefore
transparent to or unprotected from external V-Case (as we have seen).
Moreover, if raising infinitivals are embedded under a verb that is a
non-assigner of Case, we expect them to be transparent to external
Infl-Case and external number/gender. This is precisely what happens.
Consider the variation in (13) (cf. for instance Thréinsson (1979, p. 360
ff.), Andrews (1982b), Yip et al. (1987); see also 4.3):
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(13)a. Hann taldi [hana vera gafada].
he believed her be intelligent
f.sg.A f.sg.A
b. Hun var talin [t vera gafud].
she was believed be intelligent
f.sg.N f.sg.N

In (13a), telja ’believe’ assigns accusative (to the small clause, the accusa-
tive percolating from the small clause to its nominals, cf. chapter 4).
Since the copula is not a Case assigner, the predicative adjective is
unprotected, and receives both the accusative Case and the number/gender
of the infinitival subject. On the other hand, telja protects the whole
infinitival from both the matrix Infl-Case and the number and gender of
the matrix subject. In (13b), this is not so. As is well known, verbs loose
their ability to assign accusative Case when they are passivized (cf. chapter
6.4). Hence, the participle does not protect the small clause in (13b) -
and the predicative adjective receives both the matrix Infl-Case and the
number and gender features of the matrix subject. The same analysis
applies to predicative nominatives in ’simple’ Ncl infinitivals like (14):

(14) Hann virdist [t vera gafudur/*gafadan].
he seems be intelligent
m.sg.N m.sg.N/*m.sg.A

In fact, NcI verbs are just like B- and L-verbs in that they may freely
take an 'ordinary’ small clause:

(1%5) Hann virdist [[t [gafadur].
he seems intelligent
m.sg.N m.sg.N
In sum, we have an account for the Case and agreement properties of

Acl and ’simple’ Ncl infinitivals in Icelandic if they are small clauses,
thus involving no (protecting) Infl.

3.4.2.2 (D/)Ncl

The prototypical Ncl construction is derived by NP-movement, as sketched
in (1):

(1)a. [np e ] seems [John to be happy]
b. John seems [t to be happy]
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Since (VPs headed by) verbs like seem do not assign a theta role to their
external argument position, the subject of the infinitival can move there
without violating the Theta-Criterion.

Icelandic has quite a few verbs that are (variably) reminiscent of English
seem, see e.g. Thrdinsson (1979, chapter 6.3), Bernédusson (1982), and
Kress (1982, p. 245 f.). The following list only includes the clearest cases:

(2) virdast 'seem’
synast ‘’appear; look (as if)’

bykja 'be held (for), be felt/found; find’
teljast 'be considered’
sjast 'be seen’

heyrast 'be heard; hear/sound (as if)’
reynast 'prove (to be or do something)’

(3) contains some relevant examples; beir ’they’ is nominative (masculine
plural):30

(3)a. Peir synast [vera gafadir].

they appear be gifted

b. beir pykja [syngja vell].
they are-felt sing well

c. Pbeir teljast [vera heimskir].
they are-considered be stupid

d. Peir saust [stela smjorinu].
they were-seen steal the butter

e. beir heyrdust [tala um malia].
they were-heard talk about the matter

f. beir reyndust [hafa stolid smjorinu].
they proved have stolen the butter

As discussed by Thrdinsson (1979, chapter 6.3), Icelandic Ncl verbs have
somewhat variable properties.3! Moreover, none of them is exactly like

30 The construction is reminiscent of the Mainland Scandinavian
s-passive: many of the Icelandic Ncl verbs have passive semantics and with the
exception of bykja they are st-verbs, the st-morpheme being historically related
to the passive s-morpheme in Mainland Scandinavian. - Some other (’passive’)
st-verbs occasionally take Ncl infinitivals (e.g. kallast 'be said’ and trskurdast
’be judged/decided’).

31 One case in point (not discussed in Thrainsson 1979) is that these
'seem-like’ verbs show somewhat variable behavior with respect to the Case
transparency, discussed for auxiliaries and aspectuals in 3.2.2.4. As pointed out
by Rognvaldsson (1983) and Thrainsson (1986b), virdast is always transparent to
oblique Case. The other Ncl verbs are more restrictive in this respect, albeit
variably so. Consider the following examples:
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English seem. Compare (4) and (5) (cf. Thrdinsson 1979, p. 410):
(4) It seems that Mary has read the book.

(5) 7?7?bad virdist ad Maria hafi lesid bdkina.
it seems that Mary has read the book

However, most Icelandic Ncl verbs can take pad and some sort of a
sentential complement (cf. Thrainsson 1979, pp. 422, 455, fn. 78). Compare
(6) to (5):

(6)a. bPad virdist svo ad Maria hafi lesid bdkina.
it seems so that ...
b. bPad virdist eins og Maria hafi lesid bdkina.
it seems as if ..

Thus, there seems little doubt that examples like (3) are derived by ’raising’
or NP-movement, like the English Ncl construction. This is sketched in
(7) for the sentence in (3a):

(7) bpeir synast [t vera gafadir].
In ’simple’ cases of this sort, the infinitival probably has no Infl, V-to-I

therefore not being involved.
As we have seen, however, Icelandic has a second Ncl construction that

(i)a. Honum wvirtist [t vera kalt].

him(D) seemed be freezing

b. Homum virtist [t 1ida vel].
him seemed feel well

c¢. Honum virtist [t fara aftur].
him seemed deteriorate

d. Honum virtist ekki [t bregda].
him seemed not shock

{ii)a. Honum reyndist [t vera kalt].
him proved be freezing
b. Honum reyndist [t 1ida vel].
c. ?Honum reyndist [t fara aftur].
d. ?Honum reyndist [t ekki bregda].

(iii)a. ??Honum sast [t vera kalt].
him was-seen be freezing
b. “?Honum sdst [t 1ida vel].
c¢. 7?Honum sast [t fara aftur].
d. Honum sast [t ekki bregda].

(iv)a. *Honum heyrdist [t vera kalt].
him was-heard be freezing
b. ??Honum heyrdist [t 1ida vel].
c. ??Honum heyrdist [t fara aftur].
d. Honum heyrdist [t ekki bregda].
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is not derived by NP-movement of the nominative, namely ’Dative and
Nominative with Infinitive’, D/Ncl. The construction is quite common
although it does not involve all that many verbs:

(8) finnast 'find, consider’
skiljast ’understand’ (rather unusual)
virbast (cf. also (2))
synast (cf. also (2))
bykja (cf. also (2))
heyrast (cf. also (2))
reynast (cf. also (2); rather unusual)

Consider (9):

(9)a. Mér finnst [Olafur lesa margar bazkur].
me finds Olaf read many books
Dat Nom
'In my opinion, Olaf reads many books.’
b. Mér virdist [Olafur lesa margar bazkur].
me seems Olaf read many books
Dat Nom
'It seems to me that Olaf reads many books.'’
c. Mér heyrdist [Olafur tala ensku].
me sounded Olaf speak English
Dat Nom
It sounded to me as if Olaf ...’

Note that verbs that may either be Ncl or D/Ncl verbs may have somewhat
different semantics in the two constructions, cf. heyrast in (3e) vs. (9c¢).

As argued by Thréainsson (1979, p. 426 f.; see also e.g. Bernédusson
1982), the nominative in D/Ncl is clearly not the subject of the matrix
clause; the dative experiencer is the (oblique) matrix subject. In 6.1, I
shall discuss (the well-known) Icelandic oblique subjects. As we shall
see, the evidence that they are S-structure subjects is overwhelming.

In cases like (9), nothing blocks V-to-I from taking place in the in-
finitival complement (V-to-1 effectively being string vacuous, because the
infinitival does not contain any sentence adverb). If it takes place, the
nominative of the infinitival is a ’'downstairs' Infl-Case, but if it does
not apply, the nominative is an 'upstairs’ Infl-Case. It thus seems that
the D/Ncl construction is structurally ambiguous. Before we consider the
matter in more detail, however, let us take a look at two further aspects
of Ncl and D/Ncl:

First, D/Ncl verbs do not select an external theta role. Rather, they
are like ergative verbs (cf. 6.1) in selecting an internal role assigned to a
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D-structure object (e.g. a dative one), the D-structure object subesquently
being raised or moved by NP-movement to the empty subject position.
This is sketched in (10) for the sentence in (9a):

(12) ...[p mér finnst t [Olafur lesa margar bakur]
me finds Olaf read many books

The obligatory ’'local’ NP-movement within the matrix clause of course
blocks the infinitival subject from being raised to the matrix [NP, IP]
position. Local NP-movement always takes precedence over ’distant’ NP-
movement (see 6.1.4).

Second, nothing said so far blocks ’simple’ Ncl verbs from taking an
[P-infinitival with an overt nominative subject, i.e. it remains to be
explained why (11) is out:

(11) *Hafdi [e] virst [Olafur vera duglegur]?
had seemed Olaf(N) be diligent

- as compared to (12):
(12) Hafdi Olafur virst [t vera duglegur]?

If the verb virdast can take an IP-infinitival in which the subject is
assigned a ’downstairs’ nominative Case, we would expect (11) to be
possible, Icelandic being a null-subject language. I shall deal with this in
6.1.4.

Now, let us return to the structural ambiguity of the D/Ncl construction.
As we noted above, the nominative may either be a ’downstairs’ or an
'upstairs’ Infl-Case, it seems. There is independent evidence for this: as
pointed out by Thrédinsson (1979, p. 466), the finite matrix verb either
does or does not agree in number and person with the overt nominative.
When it does not agree with the nominative, it turns up in the default
3rd person singular (like other non-agreeing finite verbs in Icelandic, cf.
5.2.2.2). Consider the variation in (13):

(13)a. Mér virdist/virdast [peir vera skemmtilegir].
me seems /[seem they be interesting
Dat 3sg /3pl Nom
b. Okkur finnst/?finnast [peir vera skemmtilegir].
us finds / find they be interesting
Dat 3sg / 3pl Nom

This variation is accounted for if the raising infinitival is either a small
clause or a bare IP. In the former case, the infinitival is not an 'indepen-
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dent Infl-Case domain’, hence transparent to the matrix Infl-Case. Accor-
dingly, the matrix Infl agrees with the downstairs nominative.32 Conversely,
the infinitval is opaque to (or protected from) the matrix Infl-Case if it
is an IP. In that case, the nominative NP bears a downstairs Infl-Case,
hence not entering into a Spec-head agreement relation with the matrix
Infl.

In sum, it seems clear that the untensed Infl, lexicalized by V-to-I, is
a Case assigner in Icelandic. We shall see further evidence for this in
chapters 4 and 5.

3.5 Conclusion
Gradually, I have accumulated evidence for three important conclusions:

1. The Germanic languages have at least three means to fill Infl:
(’distant’) V-to-I, I/V Reanalysis, and insertion of a lexical Infl.
The reason why Icelandic makes use precisely of distant V-to-I is

that only this makes Infl capable of assigning nominative Case to
[NP, IP].

2. PRO must bear Case in Icelandic. Hence, distant V-to-I is obligatory
in Icelandic control infinitivals.

3. Case assignment is not dependent on government; instead, it is
controlled by m-command. This extends to other ’spreading’ phi-fea-
tures.

These conclusions are rather unconventional and require that the Icelandic
Case/phi-feature system be studied in some detail.

32 This phenomenon, then, is a sort of ’Exceptional Nominative Case
Marking’. It is also found for nonraised Ncl subjects in Italian and Hebrew, cf.
Borer (1986, p. 410 f.).
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4.0 Introduction

In 2.3, we saw that it seems desirable to keep government and m-command
strictly apart. This enables us to identify direct theta-marking (cf. Chomsky
1986b, p. 13) as a government relation, whereas Case-marking is an
m-command relation. In other words, the proposed theory makes a distinc-
tion between the head-complement relation, on the one hand, and the
head-Spec and the ’head-head of complement’ relations on the other hand.
This is not only a conceptually desirable step. As we saw in 3.4.2, the
Case and agreement properties of raising infinitivals and other small
clauses in Icelandic show that it has clear empirical advantages. Moreover,
as we also saw in 3.4.2, Icelandic small clauses illustrate that Case seems
to be a feature that precolates in a similar manner as other ’spreading’
phi-features (number and gender). In this chapter, I shall therefore develop
a Case theory in terms of m-command and feature percolation (exploring
some of its consequences in chapters 5-6).

Conceiving of Case as a feature is not new, of course (cf. e.g. Neidle
(1982, p. 396 f.), Gazdar et al. (1985, p. 23), Chomsky 1986b, e.g. p. 24)),
but the theory to be outlined below 1is, to my knowledge, not found
elsewhere in the literature. It involves an important revision of the
standard Case Theory: 'Protection’, a key notion in Chomsky's (1986, p.
42 ff.) Minimality Condition on government, is in fact irrelevant for
government; since we only accept Minimal Goverment in any case (cf.
2.3(14), there is obviously no need to constrain government any further
by protection. On the other hand, percolation of Case and other non-
inherent phi-features of nominals is crucially constrained by ’relativized’
or ’'relaxed’ protection. This solution, which has clear empirical and
theoretical advantages, is of course only available if we dissociate govern-
ment and m-command, the latter controlling Case assignment.

[ shall proceed as follows: In 4.1, I shall outline my Feature Percolation
Theory of Case and illustrate how it works for the most central instances
of Case assignment: Nominative Case assignment to [NP, IP] by Infl or
Comp, and normal X-Case assignment to [NP, XP] (i.e. V- and P-Case
assignment). In 4.2, I show that the theory accounts correctly for local
Case agreement, and in 4.3, I demonstrate how it works for ’long distance’
Case agreement. As we shall see, the theory accounts for these phenomena
in a simple and an essentially correct way, it seems. Moreover, it accounts
for all Case assignment in a unified manner. Thus, the overall simplicity
of the proposed approach speaks rather strongly in favor of it.
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102 4 Case percolation

4.1 Feature Percolation Theory of Case

Case seems to be inherently related to zero-level heads, that is, it seems
to be a basic property of the X-bar system. I would like to suggest that
this is a relevant generalization that should be captured by any Case
theory. I therefore suggest the following principle:1

(1) The Head Principle of Case (HPC):

Any zero-level head has a Case feature, [+C]

HPC presupposes that intransitive verbs and prepostions have a Case
feature that does not show on any lexical category, a matter to which I
shall return shortly. Nonetheless, there are some exceptions to HPC. Thus,
the copula never assigns Case in Icelandic, as we already saw in 3.4.2. As
we proceed, we shall see that this extends to all verbs that do not select
an external role and do not assign ’lexical’ Case (cf. below). That is,
auxiliaries and modals as well as ergative verbs (see chapter 6) never
assign a purely structural (accusative) Case. As we shall see in 6.1.4,
however, at least ergatives are not real exceptions to HPC (whereas
auxiliaries probably are). Rather, the fact that they never assign structural
Case seems to follow from general conditions on chain formation (cf. 4.3)
and ’argument structure’ (see 6.1.4). For expository purposes, however, |
shall refer to these items as 'nonassigners of Case’.

Icelandic has a full-fledged system of four morphological cases: nomina-
tive, accusative, dative and genitive. However, the dative and the genitive
are always either idiosyncratic (fixed but unpredictable) or thematic
(semantically predictable). That is, they always seem to be 'inherent’ (cf.
Chomsky 1986a) or lexical in the sense that they are dependent on lexical
properties of Case assigners, cf. Zaenen et al. (1985), Holmberg (1985b),
Vainikka (1985), Yip et al. (1987). This includes nominally headed genitives
(possessive, partitive, etc.), but I shall largely disregard them here (but
see fn. 4 below). In terms of the conventional Government Theory of
Case, nominative and accusative are thus the only structural cases in the
language. As we shall see in chapter 6, this is correct in the sense that
nominative and accusative are normally assigned at S-structure only, and
do not reflect lexical properties of Case assigners. Thus, [ shall also
distinguish between ’structural’ and ’lexical’ Case. It is important to note,
however, that this widely adopted notational convention is slightly mislea-
ding. Given HPC, all Case is structural in the sense that it links to
zero-level heads. For Icelandic, I thus propose the Case system in (2) (for

1 As we shall see in chapter 6, [+N] categories like adjectives and passive
participles are potential Case assigners (incapable of receiving ’'syntactic Case’
themselves). On problems raised by the possessive genitive (and other nominally
headed genitives), see fn. 4 below.
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similar ideas, see Holmberg (1985b)). "/D" and "/G" are features of in-
dividual lexical items that are mapped on lexical heads at D-structue; the
meaning of ’assign’ will become clear below:

(2)a. For a lexical head a it holds that:
1. if a = [+C/G], it assigns genitive
2. if a = [+C/D], it assigns dative
3. if a = [+C], it assigns accusative
b. For a nonlexical head a it holds that:
if a = [+C], it assigns nominative

(2) only describes the most central properties of the Icelandic Case sysem.
Thus, for instance, Icelandic has many idiosyncratic accusatives ([-+C/A]),
cf. chapter 6 and Yip et al. (1987). - In passing, note that languages that
have no lexical Case apply, of course, only (2a3) and (2b).

A widely discussed peculiarity of Icelandic is that it has oblique subjects.
However, the system in (2) crucially predicts that these are not D-structure
subjects, cf. chapter 6. Moreover, it predicts that null-NPs should bear
Case, cf. chapter 5.

Heads typically ’assign’ their Case feature. In the 'Principles and Para-
meters’ approach of GB, however, the natural assumption is that Case
assignment, like other processes, is not 'inherently obligatory’. Rather, it
is 'inherently optional’, the Case Filter ruling out NPs that are not properly
marked (or non-marked) for Case (cf. 5.3.2). If this is correct, optional
transitivity is unproblematic. Consider (3)-(6):

(3)a. Olafur gekk at.
Olaf walked out

b. Olafur gekk ut veginn.
Olaf walked out (along) the road(A)
c. Olafur gekk ut eftir veginum.

Olaf walked out along the road(D)

(4)a. Pall las 1 gar.
Paul read yesterday
'Paul was reading yesterday.'

b. Pall las bodkina 1 gear.
Paul read the book(A) yesterday
c. Pall las 1 ©boékinni i ger.

Paul read in the book(D) yesterday
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(5)a. *Jén drepur.
John kills
b. 7?7?beir eru ad drepa.

they are to kill
'They are killing.’
c. ?beir eru alltaf ad drepa.
they are always to kill
'They are always killing.’
d. beir eru alltaf ad drepa og drepa.
they are always to kill and kill
'They are always killing and killing.’
e. Spit(t) drepur.
speed kills

(6)a. Pétur for.
Peter went (away)
b. Pétur foér sina leid.
Peter went self’'s way(A).

Hundreds of similar minimal pairs, both for Ps and Vs, can be added from
Icelandic alone. The differently strong transitivity of lexical items is an
interesting phenomenon that should be studied in detail in individual
languages. But surely, we do not want to stipulate different lexical items,
[+C] and [-C], in all such cases of Vs and Ps that can either be transitive
or intransitive (note, however, that sentences like (5d,e) perhaps involve
Case-marked pro objects, cf. 5.3.1). Instead, adopting an idea suggested to
me by Christer Platzack, I assume that [+C] may remain unassigned, Theta
Theory (and not Case Theory) accounting for variable transitivity (see
chapter 6). Consider, for instance, the structure of (4c):

(7) CP
Spéc \\\\\‘*Ct‘
c/>1p
IP\\\\ AdvP
NP ”/’,.I;\
I ///VP\\\
[+C] \'/ _PP—_
[+C] P NP
(+C/D]
Pall las t v v i bokinni 1 ger
Paul read in the book

V is [+C]. However, the V-Case may remain unassigned without violating
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any principle: the structure does not contain any NP that ’'needs’ it in
order to satisfy the Case Filter. In (4b), on the other hand, the V-Case
must be assigned to [NP, VP] if the Case Filter is not to be violated. -
Burzio (1986, p. 185) also concludes that ’intransitive unergative’ verbs
are potential Case assigners, and Chomsky (1986b, p. 24) assumes that
transitive Case assigners sometimes do not assign their Case.

Now, we are of course more interested in assignment of Case than in
non-assignment of Case. The principal question of any Case theory is how
Case is assigned (cf. Chomsky 1986a, p. 187). That is, what is the mecha-
nism of Case assignment? The natural assumption seems to be that some
kind of a feature sharing of the Case assigner and the Case assignee is
involved. Deviating somewhat from Chomsky’s appraoch (1986b, e.g. p. 24),
| assume that the feature in question is simply the Case feature ([+C],
[4C/D], etc.) of the Case assigner - as is in fact built into the Head
Principle of Case in (1) above. This is rather natural. At least in mor-
phological case languages, we see that, say, [NP, VP] bears some feature
of V by seeing its case (and in some languages, verbs, in fact, agree in
number and person with objects). In this context, we may note, it is
entirely plausible that intransitives have a non-assigned Case feature:
there is no NP for the intransitive to share its Case feature with.

How, then, does this feature sharing take place, that is, how does [+C]
'travel’ from the Case assigner to its Case assignee? The question has
not received much attention in the literature, but the general assumption
seems to be that Case, somehow, ’jumps’ from the Case assigner to the
Case assignee. As for other instances of feature sharing or feature ’sprea-
ding’, however, it seems more natural to assume that Case ’travels’ along
structural paths. I therefore take it that Case (as well as other ’spreading’
features) percolates.

As we have seen, Case seems to percolate within the m-command domain
of the Case assigner, that is, within the Case assigner’s (minimal) maximal

projection. For convenience, | repeat the definition of m-command in
2.3(13), as (8):

(8) a m-commands b iff
a. a does not dominate b, and
b. every maximal category Y'’' that dominates a

dominates b

Clearly, however, Case does not percolate freely within the minimal maximal
projection of the Case assigner. Rather, it canonically percolates within
its 'immediate’ or ’'local’ maximal projection, in some appropriate sense.
The locality notion in question is not entirely structural, though: A
zero-level head protects its maximal projection from external Case only if
it is a Case assigner itself, as mentioned in 2.3 and 3.4.2.2. In other
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words, the PROTECTION PRINCIPLE in (9) seems to hold:

(9) X'’ is protected iff its head X assigns Case

This is in fact only a relaxed or a relativized version of Chomsky’s
Minimality Condition (cf. 1986b, p. 42 ff.): the Minimality Condition is
relaxed for maximal categories whenever their zero-level heads are nonas-
signers of Case. As mentioned in 4.0, however, I deviate from Chomsky in
assuming that protection is relevant for percolation of Case rather than
for government. In the core cases, the approaches are empirically equivalent
(for Case), but as we shall see, only the Protection Principle (or the
'Relaxed Minimality Condition’) makes correct predictions for ’long distance’
Case.2

The only verbs, then, that do not act as ’barriers’ or protecting heads
with respect to Case are verbs that are nonassigners of Case (i.e. modals
and auxiliaries, and ergative verbs that do not assign lexical Case, cf. 4.3
and 6.1.4).

We can now state the following PERCOLATION PRINCIPLE OF CASE
(PPC); "X-[4-C]" means 'the Case feature of X’ or, simply, 'X-Case’:

(10) X-[+4C] percolates to a [+N] category a iff
a. X m-commands a, and
b. a is unprotected from X

- where a is unprotected from X if and only if there is no protecting
head (a Case assigner) Y that m-commands a but not X.

It follows from PPC that X-Case freely penetrates even maximal cate-
gories that are unprotected form X if they are m-commanded by X (i.e.

2 5 compatible idea (with respect to ECP) is in fact suggested by
Chomsky (1986b, p. 47): "... a minimal governor must be a category with
features to serve as a barrier to government." Speaking in terms of protecting
heads, rather than in terms of absolute barriers, it seems natural to relativize
this idea such that a head is only a protecting head with respect to a
particular feature F in so far as the head itself assigns or projects some value
of F (see below for Case). Given this, it is perhaps possible to develop a
general theory of feature percolation, accounting for e.g. theta role assignment,
Case assignment, and categorial feature percolation. Thus, for example, the [+N]
feature of the noun head of an object NP protects the NP from the [-N]
feature of its verbal governor. - If this is on the right track, the Protection
Principle in (9) should be relativized as shown in (i):

(i) X'' is F-protected iff X projects some value of F
In this respect, however, there is some feature hierarchy to be considered too.
Thus, Case protection always blocks percolation of category-external number

and gender, as we shall see. - Concentrating upon Case, I shall not pursue
general F-protection in any detail here.
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within the minimal X’’).3 In passing, note that Case protection is intuitively
natural in a feture percolation theory of Case: the X-path (X, X’, and
X"’) ’transports’ X-[+C], hence cannot ’transport’ any other Case feature
(see also fn. 2 above). I shall return to this shortly.

Now, consider the structure of C’' in English (cf. e.g. Radford 1988, p.
403 ff.) and Icelandic:

(11) c?

—
C \\\IP\\\
)
[?2Cc] NP I/,I\\V
— P
[+C] V NP
(+C]

(11) is the canonical Nom-Acc pattern in both languages. V is a Case
assigner, hence protecting VP (and [NP, VP]) from the external Infl-Case.
In the same manner, Infl protects IP and [NP, IP] from a potential Comp--
Case. Also, of course, V cannot assign Case to [NP, IP], since it does not
m-command it ([NP, IP] is not included in the miminal maximal category
(VP) that contains V).

In 2.5, I suggested (12) for Mainland Scandinavian:

(12) c’

Here, Infl does not m-command [NP, IP], i.e. cannot assign Case to it.
Also, at least the higher IP is unprotected from Comp. Accordingly, Comp
is free to assign Case to [NP, IP], which is of course the desirable result.

Do Comp in (11) and Infl in (12) have a Case feature? Perhaps, we
should modify the Head Principle of Case as follows:

(13) If Infl is [+C], then Comp is [-C] and vice versa

- Infl and Comp thus ’sharing’ a Case feature. However, there is no need
for this modification. No principles are violated even if Comp in (11) and
Infl in (12) have an unassigned Case feature.

Consider the Case properties of [yp N PP], briefly mentioned in 2.3:

3 As we shall see in 5.5.3, however, CP perhaps always blocks percolation
of nominal features,

Google



108 4 Case percolation

(14)a. Eg sa hus.
I saw a house

Acc
b. Eg sa hus med granu paki.
I saw a house with a green roof
Acc Dat Dat

The basic structure of the VP in (14b) is sketched in (15):

(15) V/VP\NP
/ \
(+C] N PP
P NP
+c/p1 /O
‘ A N
sa hus meod graznu paki
Acc Dat Dat

V m-commands the whole structure. However, P is a Case assigner, hence
protecting its minimal maximal projection, PP, from V-Case. Accordingly,
V only Case-marks NP and N (vhich P, of course, does not protect). P, in
turn, assigns P-Case to [NP, PP], from where it percolates to both [A,
NP] and [N, NP] (neither being protected by any other Case assigner).

As mentioned above, Case Protection is intuitively natural in a percola-
tion theory of Case. X protects its maximal category by percolating X-[ +C],
this blocking the X-path (X, X', and X”) from ’transporting’ any other
Case feature. I shall therefore assume that the 'Case-transport hypothesis’
in (16) is correct:

(16) No category can transport more than one [+C]

This has several interesting consequences. For instance, it means that a
Case assigner cannot be a Case assignee or vice versa. Second, (16) also
means, of course, that a category cannot receive two Cases, i.e. it has
the same effect as the standard assumption that chains bear no more than
one Case (cf. Chomsky 1981, p. 334). Third, a zero-level head cannot
assign more than one Case. As we shall see in 6.5.2, this entails that the
Double Object Construction involves an empty Case assigner in syntactic
structure.

Recall, however, that it seems desirable to assume that Case assignment
or percolation is basically free. This would seem to be problematic since
obligatory Case protection could not be due to Case percolation if the
latter were always free (except when forced by the Case Filter). In order
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to resolve this problem, I suggest (17):

(17) The Case of a Case assignee is always the
closest possible Case

- where a 'possible Case’ is a Case feature that is assigned in accordance
with PPC in (10) and whose assignment does not lead to any violations of
general principles (e.g. conditions on chain formation, cf. 4.3). This forces
Case percolation, hence Case protection, precisely in the desirable cases.

Having formulated the Feature Percolation Theory of Case and sketched
how it works for the most typical Case patterns of 'nominative-accusative
languages’, we can turn to some Case patterns that are only seen in
morphological case languages and have therefore received rather little
attention in the generative literature (on Icelandic, however, see for
instance Andrews 1982a, 1982b).

4.2 NP-internal agreement

Consider NP-internal Case agreement between adjectives, determiners, etc.
and a noun-head, cf. (1):

(1)a. Allir bpessir bprir ungu malfradingar
all these three young linguists
N N N N N
b. Alla Dpessa brija ungu malfrzdinga
A A A A A
c. 0Ollum pessum prem ungu malfrzdingum
D D D D D
d. Allra bessara priggja ungu malfrzdinga
G G G G G

In the so-called 'weak’ (i.e. semantically definite) declension, adjectives
have only one plural form, cf. the invariable ungu in (1). As seen in (2),
this is not so in the ’strong’ or semantically indefinate inflection:
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(2)a. Nokkrir ungir malfradingar
several young linguists

N N N

b. Nokkra unga malfradinga
A A A

c. Nokkrum ungum malfrzdingum
D D D

d. Nokkurra ungra malfradinga
G G G

Interestingly, even the suffixed definite article agrees in Case with the
noun-head, as illustrated in (3):

(3)a. Flestir malfrazdingarnir
most linguists- the
N N N

'Most of the linguists’
b. Flesta malfrazdingana

A A A
c. Flestum malfrzdingunum
D D D
d. Flestra malfrzdinganna
G G G

What is the mechanism of local Case agreement of this sort? In Lectures,
Chomsky (1981, p. 49) assumes "that Case is assigned to NPs by virtue of
the configuration in which they appear and percolates to their heads". As
discussed by Babby (1987, p. 91), this seems to presuppose that adjectives,
determiners, etc. copy the Case of the noun-head by an agreement trans-
formation, in the spirit of Aspects (see Chomsky 1965, p. 174 f.). In another
context, however, Chomsky (1981, p. 229, fn. 61) assumes "that agreement
of determiners and adjectives results by percolation from NP, AP and
VP." Babby (1987) argues forcefully for this latter solution for Case,
basing his arguments on Case agreement in Russian, but since the relevant
Russian data do not have a direct counterpart in Icelandic, I shall not
review them here.4

4 These Russian data involve e.g. NP-internal adnominals that are
invariably genitive, i.e. do not ’copy’ the Case of the N-head, as opposed to

(e.g. adjectival) modifiers of the head. The type looks like (i) (cf. Babby 1987,
p. 94):

(i) big(Nom) bottle(Nom) wine(Gen)
'a big bottle of wine’

Peripherically, Icelandic does in fact have a similar construction, cf. (iib):
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Case is a phi-feature, like person, number and gender (cf. Chomsky
1981, p. 330; 1986b, p. 24). NP-internal agreement in Icelandic does, in
fact, not only involve Case but also number (sg and pl) and gender (m, f,
n) (but not person, for obvious reasons). This is shown in (4)-(5) for the
nominative:

(4)a. FJoérir gulir kafbatar

four yellow submarines
N.m.pl N.m.pl N.m.pl

b. Fjoérar gular bazkur
four yellow books
N.f.pl N.f.pl N.f.pl

c. Fjogur gul hus
four yellow houses
N.n.pl N.n.pl N.n.pl

(ii)a. stér flaska af vini
N N D
big Dbottle of wine

b. (?)stér flaska vins
N N G

In Icelandic, at least, the construction raises the same problems as other
genitives headed by nominals (cf. Kress 1982, p. 227 ff.), e.g. the partitive
genitive and the usual possessive genitive. These genitives show a very special
behavior in that they do not protect the nominal head and its modifiers.
Consider (iii):

(iii)a. gamlir vinir Pals

old friends Paul's (i.e. 'Paul's old friends')
Nom Nom Gen

NP.
T (Nom) T~
N'.

AP~
(Nom) /Nom)\

A N NP
(Nom) (Nom) (Geln)
gamlir vinir Pals

This indicates that genitives headed by nominals are not of the same nature as
Case in general (cf. also Fiva 1985, Holmberg 1986): if the genitive did
percolate from N to N’ and from there to the genitive NP, [+C/G] should
protect the whole NP, AP/A and N therefore being blocked from receiving the
structural nominative. Perhaps, the genitive is assigned at D-structure to [NP,
N’]. In passing, note also that there are special possessive pronouns in the 1st
and 2nd person singular only. Somehow, these are ’immune’ to assignment of
nominally headed genitive Case, cf. (iv):

(iv) gamlir vinir minir/*minna
old friends my
Nom Nom Nom/*Gen

This is true of all Germanic languages, cf. e.g. English my friends as opposed
to Paul’s friends.
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(5)a. Einn gulur kafbatur ('One yellow submarine’)
N.m.sg N.m.sg N.m.sg
b. Ein gul bok (’0One yellow book’)
N.f.sg N.f.sg N.f.sg
c. Eitt gult hus (’One yellow house’)

N.n.sg N.n.sg N.n.sg

(6) illustrates how number and gender agreement combines with Case
agreement:

(6)a. Ein gul boék (=(5Db))
N.f.sg N.f.sg N.f.sg
b. Eina gula bok
A.f.sg A.f.sg A.f.sg
c. Einni gulri bok
D.f.sg D.f.sg D.f.sg
d. Einnar gulrar bdkar

G.f.sg G.f.sg G.f.sg

These facts might seem to indicate that NP-internal agreement involves
copying of all the phi-features of the noun-head.5 However, there are
good reasons to believe that all phi-features spread by percolation (cf.
below). Thus, I shall assume with Babby (1987) (and Chomsky (1981, p.
229, fn. 61)) that NP-internal Case agreement results by feature percolation:
the NP as a whole is assigned Case, the Case feature subsequently perco-
lating to all the NP-internal nominals (and not only to the noun-head).
Given PPC (in 4.1(10)), this is what we expect. Consider (7), the putative
structure of the [NP, XP] in (3d):

(7) xR
X __—NP.
—
[+c/G] 1‘\P /N’. —
A N Det
| | |
flestra malfradinga- nna
most linguists- the
G G G

None of the NP-internal nominals is protected from the genitive, that is,
our theory crucially predicts that the genitive shoul/d percolate to them
all.

The ’co-agreement’ of Case and the other phi-features is an interesting

5 Except person, cf. e.g. bid allir ’you all’, where allir is, of course,
inherently in the 3rd person in spite of the 2nd person of the head.
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phenomenon. Case has a source that is external to the NP, namely the
Case assigner, whereas the head of the NP is the gender/number source
(as generally aknowledged in traditional grammars). This is rather trivial
for gender, since individual nouns have an invariable lexical gender feature.
For the semantic feature number, this is not as obvious. However, number
is clearly not like Case, that is, it is not assigned to whole NPs. If that
were the case, we would espect conjoined singular NPs to make up a
singular NP. As is well known, however, conjoined singular NPs normally
trigger plural agreement on the finite verb in, for instance, all Germanic
languages that have subject-verb agreement (cf. Rognvaldsson 1986 on
Icelandic; on English, see e.g. Warner 1988). I shall thus assume that
number is a head-feature, like gender. A slight complication is raised by
cases like (5) and (6), where [Spec, NP] is a numeral, hance having an
inherent number (that must match the number of the noun-head). However,

this is exceptional. Normally, [Spec, NP] gets both its number and gender
from [N, NP]. Consider (8):

(8)a. Gamla malfrazding-inn
old linguist- the
A.m.sg A.m.sg A.m.sg
'"The old linguist’
b. Gomlu malfrazdinga-na
old linguists- the
A.m.pl A.m.pl A.m.pl

'The old linguists’

Presumably, (8b) has the basic structure (9):

(9) - XP._
X NP
[+C] AP T~ N
| — ~
A N Det
[masc]
[(p1]

Thus, as reflected in the lexicon and the morphology, A and Det are
'variables’ (in respect of phi-features) that are totally context-dependent.

In (9), Case percolates from [X, XP] to [NP, XP] in the usual manner.
But now, we also see that the head-features of N percolate in much the
same manner, namely from N to all nominals m-commanded by N. More
specifically, they percolate within the intersection of two m-command
domains: the Case-path or the m-command domain of the Case assigner,
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and the m-command domain of the N-head, as already mentioned in 3.4.2.1.6
The result is that all the nominals are fully phi-feature specified and
show a complete phi-feature agreement (all having ’'3rd person’ as an
inherent feature).

Finally note that conjoined NPs ([yp NP (conj) NP*]) provide trivially
simple evidence that the proposed analysis is indeed on the right track
(see also Rognvaldsson 1986). All nominals of such 'complex’ NPs must
bear the same Case, of course, whereas their individual NPs are gender
and number islands. Consider (10):

(1@)a. Olafur, allar konurnar og barnid

Olaf all the momen and the child
N.m.sg N.f.pl N.f.pl N.n.sg

b. Olafi, ©llum konunum og barninu
D.m.sg D.f.pl D.f.pl D.n.sg

In sum, assuming Case copying within NPs seems rather implausible. We
must assume Case percolation anyway - at least from NP to N. Thus, if
we insist on Case copying rather than Case percolation we have to intro-
duce some mechanism that excludes Case percolation from NP to adjectives
and determiners, simultanuously having to ensure Case percolation from
NP to N and subsequent Case copying from N to other [-+N] elements of
the NP. Since NP-internal Case copying does not buy us anything at all,
I can see no good reason to introduce this unnecessary complication.

4.3 Long distance Case agreement

The Case relations | have considered so far in this chapter are local.
Icelandic also has various instances of non-local or long distance Case
relations (some of which are discussed by e.g. Thrainsson 1979 and Andrews
1982b). The most important of these are Subject-Predicate Agreement, as
in (1), and Subject-Quantifier Agreement, as in (2):

6 My description of long dinstance phi-feature agreement involves a slight
simplification, though. As argued by RoOgnvaldsson (1986) coordination of full
NPs in the subject position involves certain ’feature adding’ rules for number
(e.g. sg + sg -> pl) and gender (masc + fem -)> neut, masc + masc -> masc,
etc.), and a certain feature hirearchy for person (e.g. lp + 2p -> Ip, 2p + 3p ->
2p). The resultant feature values percolate within the (unprotected) m-
command domain of the ’complex’ subject-NP, showing up on (or agreeing with)
the finite verb (person, number) and predicative nominals (number, gender).
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(1)a. Hann er ungur.
he is young
N N(m.sg)

b. Maria og Magga eru ungar.
Mary and Maggie are young

N N N(f.pl)
(2)a. Peir lasu allir békina.
they read all the book
N(m.pl) N(m.pl) (Acc)
b. ber lasu allar bdékina
N(f.pl) N(f.pl) (Acc)

'They all read the book.’

Long distance Case agreement of this sort is simply accounted for in
terms of Case percolation (and there seems to be no doubt that the
gender/number agreement should be accounted for in a parallel fashion,
cf. 5.5.2.1). (3) and (4) are the structures of the IP in (1) and (2), respec-
tively:7

(3) 1P

(4) IP.

I VP. _
[+C] QP _—VP.
v NP
[+C]

Since the copula never assigns Case in Icelandic, VP and [AP, VP] are
unprotected in copular structures like (1)/(3). Accordingly, nominative
Infl-Case percolates to the predicative adjective. In the same manner, QP
in (2)/(4) is unprotected from Infl-Case, hence turning up in the nomina-
tive. Not being m-commanded by V, it cannot get V-Case.

Crucially, our theory makes the prediction that two lexical nominals, a
and b, that are within the same minimal maximal category, X'’, agree in
Case (i.e. bear the same Case) iff a is unprotected form b’s Case and vice
versa. That is:

7 In the case of lexical non-assigners of Case, such as the copula, I shall
regulary mark the corresponding zero-level head as [-C].
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(5) For a, b, and X,
a and b (nonassigners of Case and) lexical [+N]

categories,
X a Case assigner, and
[x* ---a ... b ...],

it holds that:
a bears X-Case unless a is protected from X-Case;
b bears X-Case unless b is protected from X-Case

This is borne out. As mentioned in 4.1, auxiliaries and modals are nonas-
signers of Case, hence incapable of acting as protecting heads. Consider
the data in (6):

(6)a. Pétur var rikur.

Peter was rich
N(m.sg) N(m.sg)

b. Petur hafdi verid rikur.
Peter had been rich

c. Pétur mun hafa verid rikur.
Peter will have been rich

d. Pétur mun hafa burft ad vera rikur.
Peter will have needed to be rich

e. Pétur hlytur ad hafa purft ad hafa verid rikur.
Peter must to have needed to have been rich

In all these examples, the predicative adjective is unprotected from
Infl-Case, hence agreeing in Case (and number and gender) with [NP, IP].
Thus, for instance, the IP in (6¢) has the structure (7):

(7) 1P _
NP =1
I - vp
=
[+C] v >vp
\
[-c] V VR
[(-c]l v AP
[-C]

These relatively simple data are of course rather troublesome for the
conventional Government Theory of Case. Chomsky (1986b, p. 23) contends:

Case-marking ... plainly involves government; the standard assumption is
that Case-marking takes place only under government

If this were correct, Infl would have to govern into the government
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domains of three lexical governors in (6¢)/(7), four in (6d), and five in
(6e), for instance. - Note that it is not an available alternative to assume
that the copula assigns nominative Case in Icelandic: it does not protect
predicative nominals from accusative Case in Acl infinitivals (cf. (8a), (9a)
and (10a) below).

The small clause agreement I discussed in 3.4.2.2 also offers striking
evidence for PPC and the protection approach to Case. Consider again the
variation seen in cases like (8):

(8)a. Vid toldum [hana vera gafabda].

we believed her be intelligent
A A
b. Hun var talin [t vera gafud].
she was believed be intelligent
N N

This Acc/Nom variation is a general phenomenon in Icelandic small clauses
(see also e.g. Thrainsson 1979, p. 360 ff., Andrews 1982b, Yip et al 1987).
When the accusative-assigning main verb is passivized, thus loosing its
'Case-marking power’, it no longer protects the small clause from the
matrix Infl-Case. Hence, (8) and (9)-(10):

(9)a. Vid kusum [Vigdisi [forsetal].

we elected Vigdis president
A A
b. Vigdis var kosin [t [forseti]].
Vigdis was elected president
N N

(12)a. Vid kolludum [hana [Viggul].

we called her Viggy
A A
b. Han var kollud [t [Viggall.
she was called Viggy
N N

- etc,

In Icelandic, then, the distribution of Case is controlled by the Perco-
lation Principle of Case in 4.1(10). Other languages with generally visible
phi-feature marking of nominals, even Italian and Spanish (that do not
show predicative Case), seem to apply precisely the same mechanism (cf.
e.g. the facts described by Jaeggli 1986b, p. 593 f.). It is harder to come
up with clear evidence for this in languages like English and Mainland
Scandinavian, because of their limited use of ’morphophonologically visible’
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phi-features. All the same, the natural assumption (and the null-hypothesis)
is that the Percolation Principle of Case also controls Case-marking in
these languages.

An interesting consequence of the proposed system is that NP-traces
bear Case. More specifically, they bear precisely the same Case as the
NP-antencedent, that is, their Case-marking must not result in a chain
that bears conflicting Cases (cf. Chomsky 1981, p. 334). We see this rather
clearly in cases like the b-sentences in (8)-(10): Since the matrix Infl-Case
percolates to the embedded predicative nominals, it must also percolate to
the embedded subject-traces. Comparison of oblique and nominative NP--
movement offers further albeit slightly more complex evidence for this.
As we shall see in chapter 6, there are basically two types of NP-move-
ment: either the moved NP is a D-structure object of an ergative lexical
item that does not assign any Case or of an ergative lexical item that
assigns lexical Case (e.g. [4+C/D]) at D-structure.8 The relevant S-structures
are sketched below:

11 1P
(11) NP/’ \I.'
— \
(Nom) I /VP\
[+C] v NP
[(-c] [
t
(12) iP.
NPT >
(Dat) I \VP.\
[+C] \'] P
[+C/D] |
t

If VP in (12) is unprotected at S-structure, there is no way to block the
trace of the dative from receiving Infl-Case, the result being an illicit
[Dat, Nom] chain. To block this, I shall assume that lexical Case is assigned
or percolated at S-structure as well as at D-structure. That, in turn, sug-
gests that the trace bears the same Case as its antecedent, i.e. we end up
with the well-formed [Dat,, Dat,] chain, where the index means that both
datives must, crucially, be assigned by one and the same Case assigner.-
Note that this means that structures like (12) do not involve any assign-
ment of Infl-Case. As we shall see (in 5.2.2.2, 5.5.2.1, and 6.1.6), both
verbal and predicative agreement offer striking evidence that this is

8 Passive participles are ’ergative lexical items’, cf. 6.4.3.

Google



4.3 Long distance Case agreement 119

correct.

In the same manner, the NP-antecedent and its trace must bear the
same (Infl-)Case in (11). First, Infl-Case must percolate (or else the
antecedent will get no Case). Second, the ergative verb is a nonassigner
of Case, hence incapable of protecting VP from the Infl-Case. Here, the
result is a well-formed [Nom,, Nom,] chain.

In the light of this, I propose that the well-formedness constraint in
(13) applies to all chains, that is, to A-chains as well as to A’-chains:

(13) For any members, a and b, of a link in a
chain that is assigned Case it holds that:
a. both a and b must be Case-marked
b. the Case of a and b must be assigned
by one and the same Case assigner

Call this the CHAIN-VISIBILITY CONSTRAINT (CVC; on visibility, see
further 5.4): the antecedent-trace relation is structurally invisible unless
all members of the chain involved are Case-identical.9 In A-chains, this
Case-identity is due to Case percolation, as we have seen. As for A’-chains,
the standard viewpoint is that the A’-antecedent inherits the Case of
the A-variable (cf. 5.1 and Chomsky (1981, e.g. p. 175)).

CVC has an interesting consequence for the interpretation of ergative
verbs that are nonassigners of Case: We do not have to stipulate that
these items have no Case feature to assign. Rather, they must not percolate
structural Case since this would violate (condition (13b) of) CVC. This
interpretation predicts that complements of ergatives need not move to
(NP, IP] by NP-movement for the purpose of successful Case assignment.
As we shall see in 6.1.4 and 6.5.3, this is borne out. On the one hand,
there are languages like German that do not apply NP-movement, it seems.
On the other hand, there are NP-movement languages like Icelandic and
English, where NP-movement is not enforced by the Case Filter but by an
independent condition on the relation between argument positions. For
expository purposes, however, I shall keep on referring to ergatives that
do not assign lexical Case (as well as auxiliaries and modals) as ’nonas-
signers of Case’.

Now, as mentioned in 3.3, and as I shall discuss more thoroughly in
chapter 5, the Case Filter seems to apply to all NPs in Icelandic and
other null-subject languages, including NP-traces and PRO/pro. Moreover,

9 More generally, we could say that the trace has to have ’access’ to all
the features of the antecedent and vice versa if the antecedent-trace relation is
to be visible. This is a more general and probably a more appropriate formulation
than (13), as indicated by the fact that non-pro-drop languages have Caseless
chains, viz. chains that are headed by PRO (cf. 5.5.3) - in which case the
members of the chain are indeed ’Case-identical’ in a sense. For expository
purposes, however, | shall assume (13).
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if (13) is on the right track, the Case Filter applies to all traces in
non-null-subject languages (i.e. not only to WH-traces, as usually assumed).
If the opposite were true, we would have to block Case percolation to
NP-traces in this language type. One way to do so would be to say that
VP is an absolute barrier to Case percolation in non-null-subject languages.
However, this is an unprincipled approach. In addition, it is refuted by
various facts, for instance Swedish sentences like (14):

(14) Det 4r bara jag.
it 1is only I
N N

Since nominative Comp-Case percolates to the predicative nominal in (14),
it is entirely unclear how we should block it from percolating to the
NP-traces in sentences like (15):

(15)a. Baten hade sjunkit [t].
the boat had sunk
b. Johan blev slagen [t].
John was beaten

On the other hand, we would like to block Case from percolating to PRO

in non-null-subject languages. I shall consider how this could be accomp-
lished in 5.5.3.

4.4 Conclusion

The Feature Percolation Theory of Case involves several conceptual
improvements. Most important, it establishes structural Case as an inherent
property of the X-bar system and enables us to make a desirable distinction
between government relations and Case relations. Moreover, the overall
simplicity of the proposed system speaks rather strongly in favor of it.
Not only does it account for complex agreement data in a strikingly simple
and an intuitively appealing way, it also accounts for all Case assignment
in a unitary manner. The Percolation Principle of Case replaces three or
four different Case-marking mechanisms in the standard Government Theory
of Case: Case assignment under adjacency and government, distant Case
inheritance, NP-internal Case copying (which, however, might perhaps be
subsumed under Case inheritance), and Case percolation (at least from NP
to N, as discussed in 4.2). In spite of this, the protection approach pursued
here clearly owes very much to Chomsky’s (1986b) barriers approach to
government. Most important, Case percolation is crucially controlled by
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m-command, and the Protection Principle is a relaxed or a relativized
version of the Minimality Condition (relevant for feature percolation
rather than for government). In the core cases, the protection approach
and the barriers approach are empirically equivalent (for Case), but when
it comes to Case agreement, local as well as distant, the first seems to
be highly preferable.

I shall now postpone further discussion of nominal agreement and ’long
distance Case percolation’. We shall have opportunities to consider this
interesting phenomenon in more detail in chapters 5 and 6, where I discuss
two (interrelated) matters that bear on the present approach: null-NPs
and NP-movement.
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5 Nonlexical NPs and Case
5.0 Introduction

So far, I have largely limited myself to 'normal’ instantiations of Case in
Icelandic. However, Icelandic has some ’'abnormal’ constructions which any
Case Theory will have to be able to account for in a principled manner.
What I have in mind are the following (by now well-known) phenomena.
First, Icelandic is a null-subject language (NS language). That is, it has
finite sentences with no overt (or morphophonologically realized) Case.
This is illustrated (for only one subtype) in (1) (but for a descriptive
overview, see 5.2.2 and 5.3.1):

(1) 1 gear rigndi [e] mikia.
yesterday rained much
'Yesterday, it rained much.’

Second, Icelandic has a very rich variety of so-called 'impersonal’ verbs
and predicates that take an oblique argument that typically corresponds
to a subject in e.g. English and Mainland Scandinavian, cf. (2):

(2)a. Mig hungrar.
me (Acc) hungers

I am hungry.’
b. Mér er kalt.
me(Dat) is cold
I am freezing.'

Third, both these types are also found in passive sentences, cf. the
impersonal passive in (3) and the ’oblique passive’ in (4):

(3) I ger var [e] mikid sungisa.
yesterday was much sung
’Yesterday, there was much singing.’

(4) Meér var hjalpad.
me (Dat) was helped
I was helped.’

The Case system proposed in 4.1(2) for Icelandic serves as our point of
departure. It is repeated here as (5):
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(5)a. For a lexical head a it holds that:

if a = [+C/G], it asssigns genitive
if a = [+4C/D], it assigns dative
if a = [+C], it assigns accusative

b. For a nonlexical head a it holds that:
if a = [+C], it assigns nominative

If we want to maintain this system, we obviously have to say something
special about (untensed as well as tensed) clauses that, apparently, do not
involve any Case assignment and about overt subjects that are assigned
nonnominative Case. As we shall see, the phenomena in (1)/(3) and (2)/(4)
are tightly interrelated: all sentences with oblique subjects in S-structure
have an empty subject position in D-structure, i.e. the oblique subject is
moved from [NP, VP] (or [NP, AP]) to [NP, IP]. Conversely, a finite
sentence can only surface with a (nonreferential) nonlexical subject NP if
it has no (definite or topical) object in D-structure. - I shall postpone a
detailed discussion about oblique subjects and passives until in chapter 6.
This chapter contains a discussion of nonlexical NPs (primarily in active
sentences) and their properties with respect to Case. In 5.1-5.4, 1 shall
consider nonlexical NPs in finite sentences, objects as well as subjects,
turning to nonlexical subjects in infinitivals in 5.5.

Nonlexical or ’empty’ subjects in finite sentences (i.e. governed empty
subjects in the standard theory) are either called ’null-subjects’ or ’pro’
in the literature (the latter term was introduced by Chomsky 1982, p. 81).
[ shall use the term ’null-subject’ (occasionally 'NS’ for short) in a purely
descriptive sense, using ’'pro’ as a GB theory dependent notion (covering
not only a certain type of null-subjects but also a certain type of null--
objects of verbs and prepositions, cf. Rizzi 1986, Cole 1987). Note also
that when I use the term ’null-subject’, I never mean nonlexical subjects
in infinitivals. For these, I use the standard 'PRO’ (as a descriptive term,
cf. 5.5.1). The term ’nonlexical subject’, in turn, covers both PRO and
null-subjects.

For us, the most important question raised by null-subjects is whether
or not they bear Case. In 3.3, I suggested that Icelandic PRO bears Case,
thus accounting for the obligatoriness of V-to-I in control infinitivals in
Icelandic. If that is correct, it would seem natural to assume that Icelandic
pro is also Case-marked, the Case Filter appying to all NPs (or nominals)
in the language. An empirically equivalent alternative for Icelandic, is to
assume that the verbal Infl is a ’licensing head’ in Icelandic, in the sense
of Rizzi (1986), see 5.1 and 5.3.2. It is the major purpose of this chapter
to explore these possibilities. For theoretical reasons (cf. 5.3.2), I shall
assume the ’'Case Filter Approach’ to pro/PRO rather than Rizzi's 'Head--
Licensing Approach’. For our purposes, however, this decision is not
crucial. What is of primary importance for us is the plain fact that the
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verbal Infl assigns Case to nonlexical subjects in Icelandic, pro as well as
PRO.

In 5.1, I shall briefly review three well-known GB approaches to pro
and Case: the Chomsky/Borer approach (Chomsky 1981; Borer 1986), the
Rizzi/Platzack approach (Rizzi 1982; Platzack 1985c, 1987a), and the
Head-Licensing Approach of Rizzi (1986). In the first two analyses, pro is
not marked for Case, whereas it is in the Head-Licensing Approach. All
approaches make some reference to the so-called 'Taraldsen’s generalization’
(cf. Taraldsen 1978), which says, roughly, that verbal inflection recovers
the content or the phi-features of the missing subject. Furthermore, they
all assume that there is an important (i.e. theoretically relevant) difference
between NS languages that have referential null-subjects (’genuine pro--
drop’) and NS languages that have only nonreferential null-subjects
(’semi-pro-drop’). Italian and Spanish are the best known languages of the
first type, whereas Icelandic, for instance, is often said to be of the
second type (cf. e.g. Maling and Zaenen 1978; Platzack 1985c, 1987a; Rizzi
1986, p. 540 f.; Adams 1987, p. 13, fn. 16). Both assumptions make certain
predictions and claims. As it stands, 'Taraldsen’s generalization’ predicts
that null-subjects should only be found in languages that have some (finite)
verbal inflection. Second, drawing a sharp distinction between ’genuine
pro-drop’ and ’semi-pro-drop’ implies, for example, that the Germanic
languages do not have any instances of referential null-subjects (cf. Rizzi
1982, 1986). I shall discuss these predictions and claims in 5.2, illustrating
that they are only borne out to a rather limited extent. Most important,
all Germanic languages seem to have at least some cases of referential
null-subjects. Indeed, this might very well be true of all languages.
However, referential null-subjects in the Germanic languages do not
normally seem to be of the same type as referential pro in the Romance
pro-drop languages. As we shall see (in 5.2.4), there is evidence that they
are variables (bound by a null-topic). If that is correct, they do not bear
on the question whether pro (a non-variable) bears Case. It is therefore
necessary to address the question specifically for ‘true’ pro, e.g. non-
referential pro in Icelandic. I shall do so in 5.3, where I argue that pro
is always assigned Case. If that is correct, the Case Filter is perhaps
parametrized, applying to all NPs in NS languages but only to lexical NPs
and traces in non-NS languages (cf. 4.3).1 It follows, in turn, that there

1 Throughout, I shall assume the standard viewpoint that languages like
English and Mainland Scandinavian do not allow any occurrances of pro (whereas
they allow null-topics, as we shall see). However, this is not entirely without
problems. It presupposes that it is, somehow, possible to explain away examples
like the following ones:

(i)a. As (*it) is well known,

b. On the wall (*there) hung a poster.
c. Even more surprising is (??it) that ...
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is no 'Null-Subject Parameter’ in Universal Grammar. In 5.4, I consider
the question how nonlexical NPs are ’'recovered’ or (rather) identified. I
suggest that Universal Grammar applies the Lexical Phi-feature Principle
which says, roughly, that lexical phi-feature specifications can only link
with phonetic substance. It follows that there are no lexical nulls. There-
fore, pro is a nonlexicalized NP-position in S-structure that is interpreted
as having definite specifications for the pronominal phi-features (when it
is referential). Expletive pro, however, is entirely theta-invisible, but being
Case-marked, it is structurally visible. Finally, in 5.5, I discuss the nature
of PRO. I shall argue (in 5.5.1) that it is actually nondistinct from pro, a
nonlexicalized or an ’empty’ NP-position (and not a lexical element),
specified for person, number and gender at S-structure and/or in the
'interpretive components’, PF and LF (and not in the lexicon like lexical
(pro)nominals). Hence, we expect ’'both’ elements to behave the same way
with respect to Case. | shall demonstrate (in 5.5.2) that there is clear
evidence that Icelandic PRO indeed does bear Case, like Icelandic pro.
This is what we expect if Icelandic V-to-lI applies in order for Infl to be
able to assign Case to [NP, IP] in control infinitivals as well as in finite
clauses, as | suggested in 3.3.

Various phenomena are commonly related to the null-subject option, e.g.
'free inversion’ of VPs and subjects and non-effectiveness ot the That-trace
Filter (see e.g. Chomsky 1981, Rizzi 1982, Platzack 1987a). Since UG
contains no special Null-Subject Parameter in our approach (see also
Adams 1987), we have no a priori reason to expect that these phenomena
relate to the null-subject option. Indeed, Sobin (1987) has shown that the
status of the That-trace Filter in English is rather questionable. Another
Germanic non-NS language, Finland-Swedish, certainly does not observe
this filter, and even Norwegian and Danish sometimes violate it (cf. Engdahl
1985, p. 122 f.; 1988). However, discussing the alleged 'byproducts’ of the
null-subject option would go far beyond the scope of this study. Therefore,
I shall concentrate on the null-subject phenomenon itself, leaving it to
future research to decide, for example, whether there is any relation
between the absense of the that-trace-effect in Icelandic and its setting

Moreover, as Falk (1987) shows, Swedish has some instances (of somewhat
variable acceptance) of what might seem to be expletive pro, cf. (ii):

(ii)a. I 1Italien ar (det) sdllan kallt.
in Italy is it seldom cold
b. I Italien verkar (det) vara kallt nu.
in Italy seems it be cold now

In the subjectless variants, Falk suggests, the fronted adverbial is moved to
(NP, IP], from where it moves again to [Spec, CP]. That is, subjectless sentences
of this sort actually have a sort of a (Caseless) variable in [NP, IP] (bound by
[Spec, CP]), rather than pro. I must admit that | am somewhat skeptical, but I
have no better proposal. In any case, we would clearly not want to suggest that
English and Swedish are 'semi-pro-drop’ in the same sense as Icelandic, cf. 5.3.1.
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of the Case Filter. An obvious possibility to explore is that Icelandic, as
opposed to ’standard’ English, for instance, has means to Case-mark an
EC in the configuration [Comp [e [» Infl ...]]].

5.1. Three GB approaches to pro

In this subsection, I shall briefly review three well-known GB approaches
to the properties of pro with respect to Case: the Chomsky/Borer approach
(Chomsky 1981; Borer 1986), the Rizzi/Platzack approach (Rizzi 1982;
Platzack 1985c, 1987a), and the Head-Licensing Approach of Rizzi (1986).

The question whether or not pro bears Case boils down to the question
how the Case Filter should be formulated. Consider the standard Case

Filter as formulated for individual NPs (and not for chains; cf. Chomsky
1981, p. 49):

(1) *NP if NP has phonetic content and has no Case

This is fairly uncontroversial. An interesting question raised by (1) is
whether UG also has the ’inverted Case Filter’ in (2):

(2) *NP if NP has Case and has no phonetic content

As is well known, however, empty variables are exempted from (2): WH--
movement (wh-movement and Topicalization) moves phrases from Case
positions to non-Case positions. Consider (3):

(3) Hvern hefur pu ekki séa3 [t]?
whom have you not seen
Acc (Acc)

Since the wh-phrase is in a non-Case position ([Spec, CP]), it seems clear
that it bears the Case that is assigned to the source position (the standard
assumption being that it inherits the Case of the variable, cf. Chomsky
(1981, e.g. p. 175)). Moreover, Case percolates to NP-traces, as discussed
in 4.3. The relevant question, then, is whether there is a universal CASE
BAN on ECs that are non-traces, PRO and pro:

(4) *[np e] if [nNp €] has Case and is not a trace
I know of no approach that explicitly claims (4). However, it is usually

taken to be true that there is a Case ban on all empty categories that
are not variables. In fact, Chomsky (1981) explores the possibility of Case
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being the defining property of variables (and, accordingly, that there is a
Case ban on all other ECs). That is, he explores the possibility in (5)
(Chomsky 1981, p. 175):

(5) [np €] is a variable if and only if it has Case

In 5.3.2, however, I shall propose that the Case Ban in (4) is in fact a
parameter rather than an absolute principle of UG. Following Chomsky
(1981, p. 185), I therefore assume (6):

(6) [np €] is a variable iff it is:
a. 1in an A-position, and
b. (locally) A’-bound

For a slightly different alternative, see Taraldsen (1986b).

Now, consider the above mentioned Chomsky/Borer approach to pro.
Chomsky (1981, p. 256 ff.) explores the idea that pro is (uncontrolled)
PRO, hence, not Case-marked. In Chomsky’'s approach this entails that
Agr may ’choose’ not to govern the subject position in finite clauses in
NS languages, in contrast with non-NS languages. As we shall see directly,
Chomsky has abandoned this idea, but since Borer (1986) adopts it and
elaborates upon it, I shall briefly consider whether it can be applied to
Icelandic.

The Lectures idea is that the rule that combines V and Infl may either
apply in the syntax or in PF, leading to a branching Infl in both cases.
In Lectures, this is the so-called 'rule R’ or Affix Movement/Affix Hopping
(i.e. I-to-V). If it applies in the syntax, then Infl (4 V) branches in the
syntax and is incapable of governing the subject position, which, according-
ly, may contain pro = PRO. This option is available in NS languages only.
In non-NS languages, V and Infl do not combine until in PF. Therefore,
Infl does not branch at S-structure. Accordingly, it (or rather Agr in
Infl) governs the subject position and pro = PRO is excluded.

It is immediately clear that this approach cannot extend to a V2 language
with V-to-I like Icelandic. V-to-I always applies in the syntax. Thus,
depending on how we conceive of government, the subject position of
finite sentences must either be invariably governed or invariably ungoverned
(the latter being the case in our approach, cf. 2.3). - There is no need to
go into further problems that would arise from the Lectures approach to
pro. Already in Some Concepts, Chomsky himself (1982, p. 81 f.) rejects it
and suggests that (referential) pro is "a pure pronominal like its overt
counterpart" (1982, p. 82; see also Chomsky 1986a, p. 164). As far as I
can see, this entails that pro is governed in Chomsky’s approach, hence
Case-marked if no further stipulations are made, i.e. if (4) is not assumed.

There is, however, an interesting alternative to the Lectures approach
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that shares with it the basic assumption that pro is not assigned nominative
Case, that is, the alternative developed by Rizzi (1982) in Issues in Italian
Syntax and extended, in a slightly revised form, to Icelandic and Faroese
by Platzack (1985c, 1987a). In this approach, the nominative Case assigner
or the head of S (Infl according to Rizzi, Comp (in Scandinavian) in
Platzack’s analysis) has a pronominal element in NS languages, in contrast
with non-NS languages. Rizzi (1982, p. 143) formulates the Null-Subject
Parameter roughly as follows:

(7)a. Infl can be specified [+pronoun]
b. Infl[+pronoun] can be referential

(7a) is sufficient to license nonreferential null-subjects, whereas referential
null-subjects are only licensed in languages that take a positive value for
(7b) too. Thus, Italian is assumed to have positive values for both (7a)
and (7b), but Icelandic for only (7a). Non-NS languages (English, French,
Mainland Scandinavian, etc.) would have negative values for both (7a) and
(7b). A

The basic idea behind this is that a pronominal Infl bears or absorbs
nominative Case, the subject position thus being Caseless, hence obligatorily
phonetically empty (or else both the Case Filter and the Case Ban in (4)
would be violated, cf. further 5.3.2). Like the Chomsky/Borer approach,
(7) relates the pro-option to (rich) subject-verb agreement, the assumption
being that the verbal inflection is a realization of [+pronoun] and recovers
pro. That is, both these approaches assume ’Taraldsen’s generalization’
(cf.5.2.1).

Rizzi (1986) also assumes 'Taraldsens’s generalization’ (in a slightly
revised form, cf. 5.2.1), but in other respects, he breaks rather sharply
with his [ssues analysis. Most imporant, he no longer assumes that pro is
Caseless. On the contrary, he suggests that it must be Case-marked. More
specifically, he proposes (1986, p. 524) that (8) is a universal licensing
schema for pro:

(8) pro is Case-marked by X,

- where "X" is a zero-level head and where the value of the index "y"
may vary from language to language.

This, then, is the Head-Licensing Approach of Rizzi, mentioned in 5.0.
In Italian, Rizzi (1986, p. 519) argues, the set of licensing heads includes
pronominal Infl, licensing null-subjects, and V, licensing (nonreferential)
null-objects (cf. 5.3.1). In English, on the other hand, the set of licensing
heads is empty, but in French, another non-NS language, it includes V
and P, Rizzi (ibid) claims.

In the Head-Licensing Approach, as formulated by Rizzi (1986), all the
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Germanic languages still differ from the Romance pro-drop languages in
only allowing nonreferential null-subjects (see Rizzi 1986, p. 540 ff.). That
is, the [+pronoun] element of the licensing head Infl[+4pron] (cf. Rizzi
1986, p. 525, fn. 25) is still subject to the variation [t referential] built
into the Null-Subject Parameter in Rizzi’s Issues analysis. As we shall see
in the next subsection, however, the Germanic languages have various
types of referential null-subjects. Nonetheless, as compared to (7), (8) is
a clear improvement. I shall thus adopt the basic idea embodied in (8),
namely that pro always must be Case-marked (cf. 5.3.2). If that is correct,
there is no universal Case Ban of the type (4).

On the other hand, it is not sufficient to say that Infl[-+pron] or Infl[Agr]
is a licensing head in Icelandic. Since Icelandic PRO is Case-marked (cf.
5.5.2), we have to assume that the verbal Infl, [ V-+I], is a licensing head
in Icelandic if we wish to adopt Rizzi's Head-Licensing Approach. Instead,
as mentioned in 5.0, I assume the Case Filter Approach to pro/PRO. 1
shall return to this in 5.3.2 and 5.5.2.2.

5.2 Referential null-subjects in Germanic languages
5.2.0 Introduction

As we have seen, it is standardly assumed that the Germanic languages
have no referential null-subjects. As for Icelandic, however, several
linguists have pointed out that this is incorrect. Consider, for instance,
Rognvaldsson (1982b, 1988), Thréainsson and Hjartardéttir (1986), and
Hjartardottir (1987). The major purpose of this subsection is to show that
the objections of these authors must be taken seriously. At first sight,
this might seem to be unproblematic, Icelandic simply being of the same
type as the Romance pro-drop languages, thus having both referential and
nonreferential null-subjects. However, the matter is not as simple as that:
Even the Germanic non-NS languages (English and Mainland Scandinavian)
have certain types of referential null-subjects (and null-objects). I shall
illustrate this and discuss the nature of these null-arguments.

The distinction between ’genuine pro-drop’ and ’semi-pro-drop’ built
into Rizzi’s (1982) Null-Subject Parameter (in 5.1(7) above) seems to be
based on 'Taraldsen’s generalization’. Therefore, I shall start out by briefly
discussing this generalization (5.2.1), arguing that it probably only captures
a specific property of one type of null-NPs. In 5.2.2, I give a short
overview over referential null-subjects in Icelandic, and in 5.2.3, I extend
my analysis of some of the Icelandic cases to English and Mainland
Scandinavian. In 5.2.4, [ illustrate that referential null-arguments (in
declarative clauses) in the Germanic languages seem to be due to a
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topic-drop of some sort. Finally (5.2.5), I discuss the nature of this
phenomenon. As we shall see, referential null-arguments (in declarative
clauses) in the Germanic languages are variables bound by a null-topic. If
that is correct, they do not bear on the question whether or not pro is
Case-marked (on the assumtion that pro is necessarily a non-variable).

5.2.1 "Taraldsen’s generalization’

Since Taraldsen (1978), it is widely accepted that pro in the Romance
languages is somehow licenced by the rich verbal inflection (i.e. Agr) in
these languages. This is initially plausible. As Chomsky puts it (still talking
in terms of the old deletion analysis): "The intuitive idea is that where
there is overt agreement, the subject can be dropped, since the deletion
is recoverable" (1981, p. 241). The idea is not new, of course. It has been
recognized for a long time in traditional European philology. See for
instance Wessén (1956, p. 120 f.) for essentially the same formultion as
that of Chomsky’s, just cited. As far as I know, however, Taraldsen was
the first to introduce the idea into generative theory. For expository
purposes, I therefore follow Huang (1984, p. 535 ff.) in referring to it as
"Taraldsen’s generalization’.

Now, the natural interpretation of ’Taraldsen’s generalization’ is that
verbal inflection recovers the content of null-subjects. Since expletive
null-subjects have no content (cf. 5.4), we thus expect 'Taraldsen’s gene-
ralization’ to be relevant for referential null-subjects only: the verbal
ending recovers the number and person of the missing subject in so far
as its number and person features have content or reference (cf. Rizzi
1986, p. 543). As for expletive null-subjects, on the other hand, there is
nothing to recover. Seen from this point of view, 'Taraldsen’s generaliza-
tion’ is rather natural. On the other hand, Rizzi's (1982) ’old’ assumption
that verbal inflection is also relevant for ’semi-pro-drop’ is implausible, I
find (see further 5.4). Indeed, Holmberg (1987) points out that certain
Finland-Swedish dialects have the German type of ’semi-pro-drop’ in spite
of the fact that they are like standard Swedish in having no subject-verb
agreement.

There is evidence that verbal inflection is crucial in identification of
referential null-arguments in many languages (see e.g. McCloskey and Hale
1984; Anderson 1984; Georgopoulus 1985; Borer 1986; Huang 1984, p. 535
ff. and fn. 3. p. 536 f. and the references cited there). Nonetheless,
"Taraldsen’s generalization’ only captures or describes a specific property
of some referential null-subjects (or, less plausibly, a language specific
property of some pro-drop languages). Several languages that have no
subject-verb agreement, e.g. Chinese and Korean, allow missing subjects
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(and other referential null-NPs) extremely freely (cf. Huang 1984, Battistella
1985). The same is true of, for instance, Japanese (Kuno 1973, Huang
1984), Thai (Cole 1987), and Malayalam (Mohanan 1983, p. 665). Let us
refer to this type of null-NP languages as the ’'Chinese type of null-NP
languages’, or, simply, as the ’'Chinese (language) type’. It includes one of
the Romance pro-drop languages, Portugese (Huang 1984, Cole 1987).
Languages of this type allow referential null-NPs much more freely than
[talian and Spanish, for example.

Being aware of this problem, Rizzi (1986, p. 545) makes three suggestions:
First, languages differ as to whether or not they make use of phi-features
in their grammar. Second, languages of the Chinese type do not make any
use of phi-features. Third, verbal inflection only recovers null-subjects in
languages that do make use of phi-features in their grammar, i.e. 'Tarald-
sens’s generalization’ is only relevant for this language type. This may
seem rather plausible. If a language does not make any use of phi-features,
then null-subjects do not have any such features to be recovered or
identified by phi-features of an agreeing verb. However, note that this
entails that there is no fundamental difference between null-subjects of
the Chinese type and Italian pro. This is probably incorrect. As argued by
Huang (1984), missing arguments in Chinese generally seem to be null-topics
(or null-variables, bound by a null-topic, cf. 5.2.5).2 Thus, as we shall
see, Rizzi's (1986) interpretation of ’'Taraldsen’s generalization’ masks a
crucial difference between two types of null-arguments: pro and (variables
bound by) null-topics.

Moreover, if this approach to 'Taraldsen’s generalization’ were on the
right track, we would only expect to find referential null-objects of the
Chinese type in those phi-feature languages that have verb-object agree-
ment (like, for instance, Pashto, cf. Huang 1984, p. 535 f.). In a phi-feature
language, the phi-features of null-objects must of course be identified,

2 However, Huang (1984, p. 553 ff.) and (1987) assumes that the EC in
Chinese sentences like (i) below, taken from Huang (1987, p. 329), is pro when
it 1s coreferential with the matrix subject (but a variable when it is
coreferential with some discourse topic, distinct from the matrix subject):

(i) Zhangsan shuo [[e] bu renshi Lisi].
Zhangsan say not know Lisi
'Zhangsan said that (he, etc.) does not know Lisi.’

See also Cole (1987, p. 599). However, as argued by Huang himself (1982), see
also Battistella (1985), embedded subject positions are ’anaphor-positions’ in
languages like Chinese, allowing for an overt ’long distance reflexive’ that is
bound by the matrix subject. As argued by Huang (1982), the reason for this is
presumably that Chinese has no Agr, hence no SUBJECT that is accessible to
the [NP, IP] position in the embedded clause. It follows that the matrix subject
in (i) is the accessible SUBJECT, the whole structure thus being the EC's
governing category. When the EC is bound within this category, it is an
anaphor, not a pronominal. Thus, Chinese does not seem to have any instances
of pro.
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just like the phi-features of null-subjects. Therefore, Portugese, having
referential null-objects of the Chinese type (cf. Cole 1987, p. 598 ff.) and
being a phi-feature language without verb-object agreement, seriously
undermines this interpretation of ’'Taraldsen’s generalization". The same is
true of Old Scandinavian (whereas Old English perhaps was of the Italian
type, cf. Traugot 1972, p. 84). The Old Scandinavian languages of course
made extensive use of pronominal phi-features. Moreover, they had sub-
ject-verb agreement but not V/P-object agreement. All the same, they
allowed astonishingly many types of referential null-NPs (null-subjects and
null-objects of Vs and Ps in both main and subordinate clauses). In fact,
they seem to have been of a mixed type, allowing almost all kinds of
nonlexical NPs, that is, subject and object pro as well as null-topics.
Consider, for instance, Wessén (1956, e.g. pp. 88 ff. 187 ff.) on Old Swedish.
As for Old Icelandic, consider the facts described by Nygaard (1894, 1906,
p. 8 ff.) and Sigurdsson (1982, 1983, p. 148 f., 1985b). For ’older’ or
non-modern Icelandic in general, see the (much more interesting) discussion
and facts in Thrdinsson and Hjartardéttir (1986), and in Hjartardéttir
(1987). 1 shall illustrate some of these facts in 5.2.5. - Moreover, as we
shall see in 5.2.2.2, missing oblique subjects in Modern Icelandic pose a
similar problem to Rizzi’s (1986) interpretation of ’Taraldsen’s generaliza-
tion’.

It seems clear, then, that verbal inflection is not the only available
"identification mechanism’ for referential null-arguments in Universal
Grammar, not even in the 'Universal Grammar of phi-feature languages’.
In fact, even languages of the Italian/Spanish type apply some auxiliary
mechansim to identify gender (verbs not inflecting for gender in the
Romance languages, as opposed to Russian, for instance). See 5.4. Moreover,
not only Old Scandinavian but also Modern Scandinavian is problematic
for Rizzi’s (1986) interpretation of 'Taraldssen’s generalization’. Icelandic
has rich subject-verb agreement, whereas Mainland Scandinavian has no
phi-feature marking on verbs. As we shall see in the following subsections,
however, Icelandic and Mainland Scandinavian have more or less the same
types of referential null-NPs (that is, both Insular and Mainland Scandia-
nvian have null-topics of the Chinese type).

If we wish to maintain 'Taraldsen’s generalization’, then, we are left
with two possibilities. First, it might be relevant for only some NS (or
null-NP) languages. Second, it might be cross-linguistically relevant for
some particular type of referential null-NPs. | shall return to the question
in 5.2.5, suggesting that ’'Taraldsen’s generalization’ is perhaps true for
referential null-subjects that are properly classified as pro and not as
(variables bound by) a null-topic.
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5.2.2 Referential NSs in Icelandic

As pointed out by several linguists, Modern Icelandic has various types of
referential null-subjects (cf. Rognvaldsson 1982b, 1988; Thrédinsson and
Hjartardéttir 1986; Hjartardottir 1987, p. 101 ff.). In the following, I shall
give a short overview over the types mentioned by these authors as well
as other relevant types.3

5.2.2.1 NSs in imperatives

Second person singular imperatives in Icelandic are normally formed by
dropping the final -a of the infinitive (yielding, for instance, far from
fara 'go, leave, begin’). Thus, it is not clear whether these imperatives
are correctly classified as ’finite’ (and the same is true of imperative
verb forms in the mainland Scandinavian languages). On the other hand,
plural imperatives in the language are unambiguously finite (being homop-
honous with the corresponding indicatives (and subjunctives).4 In the

3 1 wrote the first version of this chapter before 1 saw Hjartardottir’s
(1987) interesting study of null-NPs in Old(er) Icelandic. Many of the following
empirical observations are independently noted in chapter 6 of Hjartardottir’s
thesis, where she compares Old(er) and Modern Icelandic.

4 The copula vera ’be’ is exceptional. Not only does it distinguish between
all indicatives and subjunctives (whereas other verbs do not make any such
distinction in first and second person plural in the present tense), it also has
special imperative/optative forms for all persons in the present tense. This is
illustrated in (i):

(i) ind. subj . imp./opt.
sg.1p er sé veri
2p ert sért vert
3p er sé veri
pl.1p erum seéum verum
2p erud séud verid
3p eru séu veri

Compare (i) to (ii), for koma ’come, arrive’:

(ii) ind. subj. imp.
sg.1p kem komi
2p kemur komir kom
3p kemur komi
pl.1p komum komum komum
2p komid komid komid
3p koma komi

Post-verbal pronominal subjects very typically cliticize onto the verb in the
second person, and in the written language, second person singular forms like
ertu, vertu, komdu etc. are very common. However, since nonstressed third and
first person subject pronouns also cliticize onto the verb in the spoken language,
the second person cliticization is not specifically shown in (i) and (ii). - The
imperalive/optative of vera is formed in the same manner as present subjunctives
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second person, they may either take an overt subject or a null-subject. In
the first person, on the other hand, an overt subject is usually unaccep-
table (Modern Icelandic thus differing from Old Icelandic (cf. Nygaard
1906, e.g. p. 202)). This is illustrated in (1) and (2):

(1)a. Faria (pid) bangad.
&0 you there
2.p1 pl
'(You) go there.’

b. Kaupid (pid) midana.

buy you the tickets
2.pl prl
'(You) buy the tickets.’

(2)a. Forum (??vid) Dpangad.
go we there
1.pl
'Let us go there.’

b. Kaupum (??vid) midana.

buy we the tickets
1.pl
'Let us buy the tickets.’

Thus, Icelandic plural imperatives unambiguously either may or must take
a referential pro (compare Adams (1987, p. 15 f.) on pro in Old French
imperatives). The same is true of plural second person imperatives in
German.5 Empty subjects in English imperatives, on the other hand, might
be analyzed as PRO (English not making any morphological distinction
between imperatives and infinitives). Conversely, English imperatives that

of other verbs (i.e. by dropping tha -a of the infinitive stem and adding subjunc-
tive endings to the so reduced stem). In its optative use (but not in its impera-
tive use), it is often found in free variation with the subjunctive.

5 Interestingly, pro is not found in plural first person imperatives in
German, as opposed to Icelandic:

(4)a. Geht (ihr).

&0 you
2p.pl pl

b. Gehen *(wir).
&0 we
1p.pl

The reason for this might be that the first person plural is always homophonous
with the third person plural in German verbs. That 1is, ’Taraldsen’s
generalization” seems to make an essentially correct prediction for referential
pro in Icelandic and German imperatives (with the exception that it does not
predict the obligatoriness of pro in the first person plural in Icelandic).
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take an overt subject might be analyzed as actually being 'optatives’.

5.2.2.2 NSs in conjuncts

The ongoing discussion of pro and the ’Null-Subject Parameter’ sweeps
quite a lot of troublesome data under the carpet. An unconvenient problem
that often does not even enter the discussion is the fact that clausal
coordination seems to involve a missing subject of some sort. The traditi-
onal Conjunction Reduction has simply disappeared from the scene.

It is sometimes maintained (e.g. Gazdar 1981, Sag et al. 1985) that
conjunction structures like (1) involve conjunction of VPs and no missing
subject (the 'bare VP analysis’), as illustrated in (2):

(1) They robbed the bank and [e] ran away.
(2) They [[yp robbed the bank] and [yp ran away]].

Perhaps, some instances of ’predication coordination’ may be successfully
analyzed as involving conjunction of nonclausal constituents. However,
there are also clear cases where we have to analyze the second conjunct
as a full clause with a null-subject. Due to certain facts having to do
with subject-verb agreement, this is particularly clear in Icelandic, as
first demonstrated by Rognvaldsson (1982b); see also Thrdinsson and
Hjartardéttir (1986) and Rognvaldsson (1988). In the following, 1 shall
briefly review ’Rognvaldsson’s argument’. In doing so, I shall use the
terms ’Conjunction Reduction’ and ‘’deletion’ without any reservations.
However, I do so only for expository purposes. In 5.2.5, I shall address
the question whether missing referential subjects in the Germanic languages
really are due to a deletion (suggesting that they are not).

As already illustrated by many authors (e.g. Bernédusson 1982, p. 152
ff.; Rognvaldsson 1982b), Conjunction Reduction is sensitive to grammatical
functions in (Modern) Icelandic, much as in English: normally, only subjects
can delete and they can only do so under identity with a subject antece-
dent. That is, the scheme in (3) illustrates the normal situation:

(3) Antecedent: - missing argument:
a. Subject; - empty subject;
b. *Subject; - empty non-subject;
C. *Non-subject; - empty subject;
d. *Non-subject; - empty non-subject;
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As we shall see in 5.2.5, there are some interesting exceptions to (3d)
(discussed by Rognvaldsson 1988). However, what matters here is that
(3a-c) are true.

Now, as mentioned in 5.0, and as we shall see more clearly in 6.1,
Icelandic has oblique (S-structure) subjects, cf. (4):

(4)a. Mig vantar peninga.
me(A) lacks money
'I lack money. / I need money.’
b. Okkur er illt.
us(D) is ill
'We are nauseated. / We have pains.’

Given (3), we thus expect oblique arguments of this sort to behave like
nominative subjects, and not like objects, with respect to Conjunction
Reduction. This is borne out: these oblique arguments delete under identy
with a preceding subject, nominative or oblique, and not under identy
with a preceding object. Conversely, they trigger deletion of subjects,
nominative or oblique, and not of objects. But what is particularly inter-
esting in the present context is the fact that the finite verb does not
agree in person and number with oblique subjects, as opposed to nominative
subjects; instead, it invariably shows up in the default third person singular
if the clause does not contain any nominative. Thus, both vantar and er
in (4) are third person singular even though the oblique subjects are first
person singular and first person plural. Consider also (5):

(5)a. Via vorum svangir og okkur vantadi peninga.
we were hungry and us lacked money
N.1pl 1ipl D.1pl 3sg
b. Okkur vantadi peninga og Vvid vorum svangir.
us lacked money and we were hungry
D.1pl 3sg N.1pl 1pl

As seen by this, coordination has, of course, no effects on subject-verb
agreement: verbs agree in person and number with nominative subjects
but not with oblique subjects. Now, consider what happens when Conjunc-
tion Reduction applies to the nominative and the oblique subjects; we see
this by comparing (5) and (6):

(6)a. Vid vorum svangir og [e] vantadi peninga.
N.1pl 1pl 3sg
b. Okkur vantadi peninga og [e] vorum svangir.
D.1pl 3sg 1pl
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The verbs show precisely the same agreement or non-agreement as in (5).
We have an account for this if missing subjects are involved. If, on the
other hand, we were dealing with conjoined VPs, we would expect verbal
agreement in the second conjuncts in (6) to depend on the overt subject,
that is, we would expect first person plural in the second conjunct in
(6a) and third person singular in the second conjunct in (6b), but as seen
in (7) below, this is totally out (on the variation svangir/svangt in (7b),
see 5.5.2.1):

(7)a. *Vid vorum svangir og vontudum peninga.
N.1pl 1pl 1pl
b. *Okkur vantadi peninga og var svangir/svangt.
D.1pl 3sg 3sg N.m.pl N/A.n.sg

In a schematized form, then, the logic of 'Rognvaldsson’s argument’ is as
shown in (8) (where "+agr" indicates overt person/number agreement of
the verb):

(8)a1. [+Nom ... og [(-Nom) : 3sg]]
2. *[+Nom ... og [(-Nom) : +agr]]
b1. [-Nom ... og [(+Nom) : +agr]]

2. *[-Nom ... og [(+Nom) : 3sg]]

That is, with respect to subject-verb agreement, the second conjunct
behaves precisely as if it did have an overt subject. Thus, there seems no
doubt whatsoever that ’predication coordination’ may involve empty
referential subjects in Icelandic. As we shall see in 5.2.3, this is also true
of e.g. English and Mainland Scandinavian.

In fact, verbal agreement shows immediately that even in ’simple’ cases
like (9), a bare VP analysis will not do:

(9) Vid keyptum dagblod og (vid) seldum bakur.
we bought newspapers and we sold books
Nom 1pl (Nom) 1pl

Since the second conjunct displays overt agreement, it must at least
contain Infl and involve V-to-I (for a somewhat similar argument for
English, see Van Valin 1986). If V-to-I applies in order for Infl to be
able to assign nominative Case to [NP, IP], this indicates that the second
conjunct in (9) has a (Case-marked) null-subject. That Verb Fronting
indeed does apply in conjuncts is seen by examples like (10):
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(1@) ... og hofdum ekki selt neinar bazkur.
and had not sold any books
ipl

See also on Swedish in 5.2.3.

Finally, note that Conjunction Reduction of oblique subjects in Icelandic
is, in fact, the Chinese type of NP-drop: it involves a missing argument
that does not enter into any phi-feature agreement with the finite verb.
Since Icelandic is a prototypical phi-feature language, this fact alone
immediately refutes Rizzi's (1986) interpretation of ’'Taraldsen’s generali-
zation’, discussed in 5.2.1.

5.2.2.3 ’'The untouchable’

For some unclear reasons, various sorts of data in non-NS languages and
’semi-pro-drop’ languages do not count or ’qualify’ in the ongoing inter-
national discussion of null-NPs. The null-subjects involved in these data
are the ’untouchables’ in the hierarchy of null-arguments in modern
linguistics.6

First, of course, we find ’untouchables’ in the so-called 'telegraphic

style’, typical of letters, diaries, and short messages, for instance postcards
and telegrams:

(1)a. Vaknadi snemma. Rakadi mig

woke-up early shaved myself
1/3sg 1/3sg
I woke up early, shaved myself ...’

b. Komum til London i gar. Saum
came to L. yesterday saw
1pl 1pl
'We came to London yesterday, and saw ...°'

More interestingly, perhaps, the 'Romance type’ in (2) is quite common in
informal Icelandic:

6 On ’untouchables’ in Icelandic, however, see also Hjartardéttir (1987, p.
102 ff.).
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(2)a. Veit pasd.
know it
1/3sg
'I know it.’' / ??(S)he knows it.’
b. bekki hann ekki.
know him not

1sg

] don’t know him.’
c. Hef ekki séd hann.

have not seen him

1sg

'T have not seen him.’

Both these types are largely limited to the first person, above all the
first person singular. The same tendency is, of course, also found in
'genuine pro-drop’ languages. For obvious pragmatic reasons, the first
person singular pronoun, referring to the speaker, is identified most easily
of all missing arguments. Note also that both the ’telegraphic type’ and
the 'Romance type' require some context or scene setting. That is, both
types require a certain minimum of known or presupposed information. In
the ’telegraphic type’, the diary itself, etc. sets the scene, while the
'Romance type’ requires some preceding discourse (cf. Hjartardottir 1987,
p. 102). Sentences like the ones in (2) are typically or exclusively linguistic
responses of some sort, e.g. answers to questions.

"Untouchables’ in the second and the third person are typically found
in two sorts of examples. First, they are often seen or heard in exclama-
tions like (3) (present tense) and (4) (past tense); note that the reading
in (4a2) is the reading of a newspaper headline (where 'untouchables’ in
all persons are quite common, also in declaratives):

(3)a. Fer syngjandi ut!
go(es) singing out
1/3sg

'If (s)he doesn’t leave singing!’
b. Liggur bara og drekkur bjor!

lie(s) Jjust and drink(s) beer

2/3sg 2/3sg

1. "If (s)he isn't Jjust lying (there)
and drinking beer!’

2. 'Aren’'t you just lying (there) and
drinking beer!’

Google



5.2 Referential null-subjects in Germanic languages 141

(4)a. Kyssti drottninguna!
kissed the Queen
1/3sg
1. ’I/(S)he kissed the queen!’
2. '"The person we are going to tell you about
kissed the Queen!’
b. Jaha, keyptir bara heilt hus'!
yeah bought just a whole house
2sg
’So, you Jjust bought a whole house!’

The second common type of second and third person ’untouchables’ is a
'Romance type’, like the first person singular examples in (2). However,
the second and third person differ from the first person in that they
must be anchored in the preceding discourse (typically of someone distinct

from the speaker). This is illustrated in (5) and (6), which we may compare
to (7):

(5)a. Q: Hvad geri ég nuna?
what do I now
'Wwhat do I do now?’

b. A: [e] Ferd og [e] heilsar honum, audvitad.
&0 and greet him of course
2sg 2/3sg

'You greet him, of course.’

(6)a. Q: Hvar eru Jén og Pétur?
where are John and Peter
b. A: [e] Koma hlaupandi bparna.
come running (over) there
3pl

(7)a. Q: Hvada madur er bpetta?

what man is this
b. A: [e] Hef aldrei séd hann. (cf. (2c))
have never seen him
1sg

'I have never seen him.'’

Null-subject sentences like the ones in (1)-(7) are clearly atypical or
'unacceptable’ in formal written style. But then, of course, formal written
style is not our object of inquiry. Conversely, there are some types of
null-subject sentences that are atypical in the spoken language. Thus, for
instance, examples like (8) are typical of literary style:
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(8) Hann gekk nidur gotuna. bad var
he walked down the street there was
1/3sg
engin umferd. [e] Leit til himins
no traffic looked to sky
1/3sg
'He walked ... There was ... (He) looked ...’

This is a rather marked stylistic device. In unmarked and quite common
cases like (9), on the other hand, a null-coordinator might be involved:

(9) Hann gekk nidur gotuna. Leit til
he walked down the street loocked to

Clearly, then, referential null-subjects are quite common in Icelandic.
As we shall see, however, we should probably not classify the language as
a 'genuine pro-drop’ language of the Italian type.

5.2.3 Referential NSs in other Germanic languages

Some of the Icelandic examples above are quite reminiscent of the so-called
'pronoun zap’ in German, pointed out by John Ross (in an LSA paper

cited by Huang 1984). As far as | can judge, examples like (1) are extreme-
ly common in informal German:

(1) Hab(e) dich nicht gesehen.
have you not seen
1sg
'I didn’t see you.'

Moreover, examples like (2), with a missing (topicalized) object, are also
very common:

(2) Hab(e) ich nicht gesehen.
have I not seen
1sg
'I didn’t see it/her/him/them.’

So far, we have not considered the question whether Icelandic has any
object-drop of this kind, but as we shall see in 5.2.4, it does. As far as |

can judge, though, object-drop is much more common in German than in
[celandic.
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Since German, like Icelandic, is usually taken to be ’semi pro-drop’ (but
see 6.5.3), this is perhaps not surprising. However, even the Germanic
non-NS languages all have referential null-subjects. Thus, for instance,

the ’telegraphic style’ is a well-known phenomenon in English (cf. e.g.
Traugot 1972, p. 84):

(3) Woke up early this morning. Shaved myself
(4) Came to London yesterday. Saw

The same is true of Mainland Scandinavian, of course. Moreover, the
Mainland Scandinavian languages have more or less the same ’'Romance
types’ as Icelandic (as pointed out to me by Christer Platzack). Thus, the
Swedish sentences in (5) correspond to the Icelandic sentences in 5.2.2.3(2):

(5)a. Vet det inte.
know it not
'I don’t know it.’

b. Kdnner honom inte.
know him not
'I don’t know him.’
c. Har aldrig sett honom.

have never seen him

As for the second and the third person, on the other hand, the judgements
of my informants are somewhat variable. Some find sentences like (6),
(7b) and (8b) dubious, whereas others find them perfect:

(6) Jaha, [e] ligger bara och [e] dricker o1
yeah lie(s) just and drink(s) beer
’So, you/they/(s)he are/is just lying (there)
and drinking beer!’

(7)a. Q: Vad goér jag nu?

what do I now
'What do I do now?’
b. A: [e] Gar och [e] hdlsar pa honom, forstas.
go and greet on him of course

'You greet him, of course.’

(8)a. Q: Var dr Johan och Peter?
where are John and Peter
b. A: [e] Kommer springande dir.
come running (over) there
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Now, all this of course raises the question why (’non-German’') data of
this sort have not entered the international generative literature on
null-subjects. Perhaps, they have simply been ’disqualified’ as not belonging
to 'core grammar’. Be that as it may, we probably do not wish to exclude
conjunct structures from ’core grammar’. Recall, from 5.2.2.2, that there
is clear evidence that Icelandic conjuncts involve or may involve referential
null-subjects, viz. 'Rognvaldsson’s argument’. This evidence comes from
somewhat complex data, having to do with subject-verb agreement and
oblique subjects in Icelandic. Hence, ’'Rognvaldsson’s argument’ does not
extend to other Germanic languages (except Faroese, perhaps). As we
shall see directly, however, other facts show that even conjuncts in the
Germanic non-NS languages involve or may involve referential null-subjects.

Icelandic verbs that take oblique subjects are ergative (cf. 6.1), that is,
the oblique subject is promoted or raised from [NP, VP] (or [NP, AP]) to
[NP, IP]. As is well known, English also has many ergative verbs (cf. e.g.
Keyser and Roeper 1984; Burzio 1981, 1986), for instance fall. Conjunction
Reduction in English is sensitive to identity of Grammatical Function,
much like Icelandic Conjunction Reduction, that is, subjects (only) delete
under identy with subjects (only) (speaking in traditional terms). Therefore,
English ergative verbs actually also pose a serious problem for a bare VP
analysis of Conjunction Reduction structures. Consider (9):

(9) John hit Peter but fell himself.

If the second conjunct in (9) does not contain a missing subject, then we
seem forced to assume that the overt subject bears two theta-roles, the
agent role assigned by hit (Bill) and the theme role assigned by fall (cf.
also Van Valin 1986). However, this is categorically excluded by the
Theta-Criterion. - The same phenomenon is, of course, seen in cases like
(10) and (11), where one of the conjuncts is passive (but for some com-
plications involved in inerpreting data of this sort, see Williams (1984)
and Van Valin (1986)):

(19) Peter was hit but did not hit anybody himself.
(11) The thief fought wildly but was handcuffed soon.
In passing, note the reflexives in (9) and (10). It seems clear that they

link to the missing subject rather than the overt subject. However, |
shall not pursue this here.

Facts of this sort are also found in the Mainland Scandinavian languages
(as well as in Icelandic). This is illustrated for Swedish in (12)-(14):
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(12) Johan slog Peter men f6l1l1 sjidlv.
John hit Peter but fell himself

(13) Peter blev slagen men slog ingen sjilv.
Peter was hit but hit nobody himself

(14) Tjuven slogs vilt men greps snart.
the thief fought wildly but was-cought soon

Now consider the Extended Projection Principle (EPP), requiring that all
clauses have a subject (Chomsky 1982, p. 10; 1986a, p. 116; 1986b, p. 4).
On the assumption that EPP both can and should be maintained (at least
for English and the Scandinavian languages, cf. 6.5.3), Verb Fronting
offers further evidence that conjuncts involve referential null-subjects in
Mainland Scandinavian. Consider the Swedish (15):

(15)a. Johan kom for sent och hade inte rakad sig.
John came too late and had not shaved
b. *Johan kom for sent och inte hade rakad sig.

The position of the finite verb relative to the sentence adverb shows
unambiguously that the second conjunct in (15a) is a structure that has
all the properties of a usual main clause - except an overt subject.

In sum, then, we either have to give up both the Theta-Criterion and
the Extended Projection Principle or admit that even the Germanic non-NS
languages have at least some instances of referential null-subjects. Indeed,
this might be true of all languages.

5.2.4 Germanic topic-drop

There does not seem to be any doubt that referential null-subjects in at
least Mainland Scandinavian are of much the same nature as referential
null-subjects in Icelandic. In the following, I shall look more closely into
the matter.

The German pronoun zap, mentioned above, is actually a ’topic-drop’
(cf. Huang 1984, p. 546 ff.). Arguments, objects as well as subjects, can
drop in the language, provided that they have been topicalized. This is
illustrated in (1)-(3) below. Note that I use "O" to denote the null-topic,
thus using Chomsky’s (1982, p. 31 ff.; 1986b, p. 27) designation for null--
operators (see also Campos (1986) who uses "OP" for the same purpose;
on the assumption that the null-topic is an operator, see below). For the
trace of the (overt or dropped) element occupying [Spec, CP], I use "t",
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and for nonlexical (nontrace) A-positions, I use "e" (the structures shown
in the parentheses are, of course, gross simplifications since they do not
show any verb movement). In (1), there is no drop, in (2), the missing
element has been moved to [Spec, CP] by Topicalization, whereas it drops
directly from an A-position in (3):

(1)a. Ich kenne sie nicht. ([ich kenne t sie nicht])
I know her not
I don’t know her.’
b. Sie kenne ich nicht. ([sie kenne ich t nicht])

'Her, I don’'t know.’

(2)a. Kenne sie nicht. ([0 kenne t sie nicht])
'T don’'t know her.’
b. Kenne ich nicht. ([0 kenne ich t nicht])

'Her (etc), I don’'t know.'

(3)a. *Ich kenne nicht. ([ich kenne t e nicht])
b. *Sie kenne nicht. ([sie kenne e t nicht])

In (2a), the dropped topic is a subject, whereas it is an object in (2b).
As seen in (3), both subject-drop and object-drop are ungrammatical if
the dropped argument is not topicalized.

Interestingly, all referential null-subjects in Icelandic declaratives must
meet the same condition: they can only drop from [Spec, CP] (see also
Hjartardottir (1987, p. 106). Compare (4) to (5). In (4), the second conjunct
has an overt subject, but in (5), it has a null-subject (here, I do not
show any traces):

(4)a. Pétur elskar Mariu og hann dair Onnu.
Peter loves Mary and he admires Ann
Nom Acc
b. Pétur elskar Mariu og Onnu dair hann.

Peter loves Mary and Ann admires he
'Peter loves Mary and Ann he admires.’

(5)a. Pétur elskar Mariu og [0] dair Onnu.
b. *Pétur elskar Mariu og Onnu dair [e].

There is, of course, nothing wrong with topicalizing a non-subject in the
second conjunct, cf. (4b). In this case, however, dropping the subject
leads to sharp ungrammaticality, cf. (5b). This is further illustrated in
(6)-(7), where the conjunct has a somewhat more complex verbal syntax
(hence showing V2 and other effects of Verb Fronting more clearly):
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(6)a. Pétur ... og hann hafd3i alltaf dad Onnu.
and he had always admired Ann
b. Pétur ... og Onnu hafdi hann alltaf das.
and Ann had he always admired

(7)a. Pétur ... og [0] hafai alltaf das Onnu.
b. *Pétur ... og Onnu hafdi [e] alltaf das.

Consider also again the ’untouchables’ in 5.2.2.3(2), repeated as (8) below:

(8)a. Veit pad. ([0 veit t bad])
know it
I know it.’
b. bekki hann ekki. ([0 pekki t hann ekki])

know him not
’I don’t know him.'’
c. Hef ekki séd hann. ([0 hef t ekki séd hann])
have not seen him
’I have not seen him.’

If the missing subject is dropped from [NP, IP], the result is sharply
ungrammatical:

(9)a. *pbpad veit. ([pad veit e t])
it know
b. *Ekki bekki hann. ([ekki pekki e hann])

not know him
c. *Hann hef ekki séd. ([hann hef e ekki séd t])
him have not seen

The same is true of all the other ’untouchables’ discussed in 5.2.2.3.

Referential null-subjects must meet precisely the same condition in
Mainland Scandinavian (as pointed out to me by Christer Platzack). This
is illustrated for Swedish conjuncts in (10 and (11):

(12)a. Johan dlskar dig men han beundrar henne.
John 1loves you but he admires her
Nom Acc
b. Johan dlskar dig men henne beundrar han.
John 1loves you but her admires he
(11)a. Johan #Hlskar dig men [0] beundrar henne.
b. *Johan Zlskar dig men henne beundrar [e].
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- and for Swedish 'untouchables’ in (12) and (13), cf. (8)-(9) above:
(12)a. [0] Vet det inte.
know it not
'TI don’t know it.’
b. [0] Kidanner honom inte.
know him not
'l don’t know him.’
c. [0] Har aldrig sett honom.
have never seen him

(13)a. *Det vet [e] inte.

that know not

b. *Honom kidnner [e] inte.
him know not

c. *Honom har [e] aldrig sett.
him have never seen

In passing, note that this behavior of referential null-subjects offers an
interesting piece of evidence in favor of Subject Topicalization in main
clauses in the Germanic V2 languages, hence an argument against Travis’s
(1984; consider also Chomsky 1986b, p. 48 ff.) suggestion that SVO main
clauses in V2 Germanic do not involve Topicalization. For other arguments
against Travis’s proposal, see Holmberg (1986, p. 108 ff.). Notice also that
referential null-subjects cannot drop in subordinate clauses in Icelandic
(unless they are first moved to the matrix [Spec, CP], cf. 5.2.5):

(14)a. Maria sagdi [ad hun mundi ekki koma].
Mary said that she would not come
b. *Maria sagdi [ad e mundi ekki koma].

This asymmetry between main and subordinate clauses is accounted for if
sentence-initial subjects move to [Spec, CP] in main clauses only.? Once
again, we find the same kind of data in Swedish:

(15)a. Maria sa [att hon inte skulle komma].
Mary said that she not would come
b. *Maria sa [att e inte skulle kommal].

In Swedish, however, (15b) is ruled out by the That-trace Filter anyway.

7 In passing, note that this explanation is not available in the
Generalized XP Analysis, mentioned in 1.3. In this analysis, subjects are
topicalized in subordinate clauses as well as in main clauses.
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It is perhaps not surprising that referential subject-drop (in declaratives)
is actually a topic-drop in the Germanic V2 languages, Subject-Topicaliza-
tion being the normal strategy in (declarative) main clauses in these
languages. Note that Italian behaves quite differently with respect to
referential null-subjects. Topicalization or emphatic preposing of non-sub-
jects - a rather marked process in Italian - does not render null-subjects
ungrammatical in the language. Consider (16):

(16)a. (Io) ho visto Paolo.
(I) have seen Paul
'] saw Paul.’
b. Paolo 1’'ho visto (io).
Paul him+have seen (1)
'Paul, I saw.’
c. *Paolo ho visto (io).

In fact, an overt subject sounds even more marked in (16b) than in (16a),
I understand. As seen in (16c), V2 is out, no matter whether the subject
is overt or not.

However, this difference between referential subject-drop in Italian and
the Germanic V2 languages is probably not a direct reflection of the
dichotomy +V2 as such. Various facts speak against such an interpretation,
for instance the following ones.

First, as illustrated by Adams (1987), Old French had much the same V2
properties as the (old and modern) Germanic V2 languages. Nonetheless, it
seems to have dropped referential subjects (in main clauses) when they
were not in [Spec, CP], i.e. only when they were in the [NP, IP] position,
namely in V1 questions and imperatives and in V2 declaratives, containing
a topicalized non-subject in [Spec, CP]. The natural interpretation of this
fact is that Old French had pro-drop, but not "topic-drop’.

Second, the Old Scandinavian languages were, of course, V2 languages
(with more or less the same V2/Vl properties as Modern Icelandic, cf.
e.g. Sigurdsson 1983, 1988b). However, they freely dropped subjects (and
objects of Vs and Ps) that were not in [Spec, CP], as mentioned in 5.2.1
(see further 5.2.5).

Third, and perhaps most strikingly, English behaves much the same as

the Germanic V2 languages with respect to missing referential subjects.
Consider (17) and (18):

(17)a. [0O] Woke up early this morning and
b. *This morning [e] woke up early and

(18)a. Peter loves Mary but [0] admires Ann.
b. *Peter loves Mary but Ann [e] admires.
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This seems to indicate that even English applies (string vacuous) Subject
Topicalization to [Spec, CP] in main clauses. It is quite possible, however,
that it does so only at LF (consider Chomsky 1982, p. 31 ff.). If that is
correct, English applies the same strategy for topical declarative subjects
as Chinese and Japanese for wh-elements (cf. Engdahl 1985, e.g. p. 82 ff.;
Chomsky 1986b, p. 48). Note that this is rather natural on the assumption
that topics are operators (cf. Taraldsen 1986b) and that [Spec, CP] must
contain an operator in LF. If that, in turn, is correct, it implies that
imperatives and yes/no-questions have an empty imperative vs. interrogative
operator in [Spec, CP] in languages that do not make use of overt opera-
tors or ’'particles’ in these sentence types, as often suggested in the
literature. In the same manner, Icelandic Narrative Inversion (V1 declara-
tives of a special sort, cf. Sigurdsson to appaer) might be anlyzed as
involving an empty ’continuity operator’ in [Spec, CP]. This is, of course,
rather speculative, but for further discussion of the idea, see 6.3.2.1.

In sum, then, sentences with referential null-subjects in the Germanic
languages involve some sort of a topic-drop. Interestingly, these null-topics
(or the variables they bind) are totally 'immune' to 'Taraldsen’s generali-
zation’, as seen by the fact that they are found in the Mainland Scan-
dinavian languages. In this respect, null-topics in the Germanic languages
are like null-topics in the Chinese type of null-NP languages (cf. Huang
1984, Cole 1987). Nonetheless, there are also some differences between
these language types, it appears. First, the Chinese language type allows
null-arguments in subordinate clauses rather freely. Second, with the
exception of German, the Germanic languages seem to allow null-objects
rather reluctantly as compared to the Chinese language type. As we shall
see in the next subsection, however, these differences are perhaps not as
sharp as they seem to be at first sight.

5.2.5 Topic-drop vs. pro-drop

Leaving the Chinese language type aside for the moment, the principal
question raised by our data is whether referential null-subjects in the
Germanic languages are of the same nature as referential null-subjects in
the Italian language type. In other words, is there a fundamental distinction
to be drawn between null-topics (or the variables they bind) and pro, as
argued by Huang (1984) and Cole (1987)?

The simplest analysis, of course, is that the Italian type of pro is the
same phenomenon as null-topics in other language types. This would,
presumably, enable us to generalize over all referential null-NPs. Moreover,

we would have a simple solution of the 'Case problem’ raised by pro, cf.
below and 5.3.2.
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However, this simple approach has a serious drawback. It entails that
Italian pro is actually a null-topic (or a variable bound by a null-topic).
Clearly, referential null-subjects in Italian must be topical or at least
'themes’, in some functional sense. Nonetheless, it seems implausible to
assume that they are topics in the same sense as referential null-subjects
in the Germanic languages. As we saw in the last subsection, Topicalization
or emphatic preposing of a non-subject does not render Italian pro ungram-
matical. Since Topicalization of a non-subject does render referential
null-subjects ungrammatical in English, another non-V2 language, we
cannot attribute this to the absence of V2 in Italian. This is also confirmed
by the behavior of Old French pro-drop, as we saw.

Moreover, Icelandic has some instances of null-NPs that do not seem to
be due to topic-drop. First, this is (of course?) true of all nonreferential
null-subjects in the language (as of nonreferential null-subjects in the

other Germanic 'semi-pro-drop’ languages). Consider the impersonal passives
in (1):

(1)a. Var [e] hlegid ad radherranum?
was laughed at the minister
'Did poeple laugh at the minister?’
b. Verdur [e] farid pangad nuna?
will-be gone there now
'Are we/Are people going over there now?’

As seen in (2) below, Topicalization of a non-subject does not render the
null-subjects ungrammatical:

(2)a. Ad radherranum var [e] hlegid.
b. Pangad verdur [e] farid nuna.

These data stand in a sharp contrast with the sentences in (3) and (4),
where the null-subject is referential:

(3)a. Pétur ... en [0] hlé ad radherranum.
Peter but (he) laughed at the minister
b. *Pétur ....en ad radherranum hlo [e].
(4)a. [0] Fer ekki bangad nuna.

&0 not there now
’I'm not going over there now.'
b. *bangad fer [e] ekki nuna.

Second, null-subjects in finite plural imperatives (cf. 5.2.2.1) are probably
not dropped from [Spec, CP]. Rather, they are in [NP, IP]:
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(5)a. Kaupid [e] midana strax.
buy the tickets at once
2pl

b. Kaupum [e] midana strax.
1pl

This is not only suggested by the fact that overt subjects in Icelandic
imperatives always show up post-verbally; it is also indicated by the fact
that Icelandic imperatives tolerate no kind of Topicalization (which perhaps
follows if they must have a special imperative operator in [Spec, CP]).
Thus, the imperatives in (6) below contrast sharply with the indicative
(declarative) commands in (7). Since imperatives and indicatives are always
homophonous in the plural (except in vera ’be’, cf. fn. 4 above), I use
examples with singular verbs. It is easy to demonstrate precisely the same
facts in the plural by using examples with vera ’be’, but the singular
examples in (6) and (7) illustrate the point clearly enough. On the optional

cliticization of the (optional) overt subjects in second person imperatives,
see OresSnik (1980a, 1980b):

(6)a. Kaup(tu)/Kaup pu midana strax.
buy(-you)/buy you the tickets at once
2sg.Imp
'Buy the tickets at once.’

b. *bu kaup(tu) midana strax.
c. *Midana kaup(tu) strax.

(7)a. *Kaupir PG midana strax!
buy you the tickets at once
2sg.Ind

b. PG kaupir midana strax!
'You (will) buy the tickets at once!’
c. Midana kaupir bpu strax!

'The tickets, you (will) buy at once!’

Third, as discussed by Rognvaldsson (1988), Icelandic has some referential
null-objects that do not seem to form a chain with [Spec, CP]. As pointed
out by Rognvaldsson, many of his examples of this have only a variable
acceptance. Thus, for instance, I can only accept some of them. Consider
also Hjartardottir (1987, p. 106 ff.). However, as already pointed out by
Thrainsson (1979, p. 470), referential null-objects seem to be accepted by
all speakers in sentences like (8):
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(8) Pbeir 16mdu hann og bordu [e].
they hit him and beat
"They hit him and beat him.’

The construction is rather heavily constrained. The null-object must have
the same Case as its antecedent in 'my grammar’ (more strictly than in
'Rognvaldsson’s grammar’, it seems). In this respect, my judgements seem
to be more or less the same as Thrdinsson’s (cf. 1979, p. 470):

(9) Pbeir 16mdu hann og hentu *(honum) ut.
A D
they hit him and threw (him) out

In addition, the second conjunct must not contain an overt subject (for
all speakers, I believe; see also Hjartardéttir (1987, p. 108)). Compare (10)
to (8):

(10) *peir 1o6mdu hann og Dpeir boérdu [e].
they hit him and they beat (him)

A similar construction is found in some Norwegian dialects, cf. Afarli and
Creider (1987). Moreover, Elisabet Engdahl points out to me that (11) is a
grammatical Swedish sentence:

(11) Han tog en nidve jordndtter och gav [e] mig.
he took a fist of-peanuts and gave (it) to-me

Like the Icelandic (10), on the other hand, (12) is totally impossible:

(12) *Han tog en nidve jordndtter och han gav [e] mig.

]"he same contrast is also found in the Norwegian dialects, discussed by
Afarli and Creider (cf. their example (8), 1987, p. 340).

Null-object sentences like the Swedish (11) and the Icelandic (8) and
(for some speakers) (9) are perhaps the only surviving 'descendants’ of
the extremely free pro-drop in Old Scandinavian, mentioned in 5.2.1. As
illustrated by Thrainsson and Hjartardéttir (1986) and by Hjartardottir
(1987), Old(er) Icelandic, for instance, freely dropped referential subjects
and objects (of both Vs and Ps) in situ. This is demonstrated for subjects
in (13), verbal objects in (14), and for prepostional objects in (15):8

8 The subject gap in (12) is filled with a pronoun in the unreliable
edition | am citing (a better edition being nonexistent), but in the manuscript,
the senu)ence contains no overt subject (cf. Sigurdsson 1983, p. 142, fn. 15, and
p. 148 f.).
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(13) ok kom hann pangat, ok var Hoskuldr uti,
and came he there and was H. out
er [e]l] reid i tun
when (he) rode into field
'And he came there and H. was outdoors when
(he) rode into the field.’
(Brennu-Njalssaga, p- 35)

(14) ... melti, at sa baugr skyldi vera hver jum
said that that ring should be for-anybody
hofudsbani, er atti [e]
a headbane who had (it)
(Nygaard 1906, p. 17)

(15) =tla ek, at pu nytir eigi boga minn,
believe I that you use(-can)not bow my
péttu spyrnir fétum i [e]

although-you tread with-feet in (it)
(Nygaard 1906, p. 20)

Examples like (14)-(15) are particularly interesting since they involve ECs
in unambiguous Case positions (cf. 5.3.2).

At first sight, it is tempting to say, simply, that Old Icelandic was
more extremely ’topic-drop’ than Modern Icelandic However, this is probably
incorrect. Note, for instance, that the ECs in (14)-(15) simply do not
have an available [Spec, CP] to drop from (whereas the [Spec, CP] position
in the ok- ’and’ conjunct in (13) is available, but presumably not 'used’,
cf. below). Second, the gap sentence in (14) is a headed relative clause.
That is, if the gap were due to an extraction, the derivation would violate
Subjacency (more specifically, the Complex NP Constraint, cf. the discussion
in Chomsky (1977, 1980), Huang (1984, p. 560 ff.), and Cole (1987)).
Moreover, the gap clauses in (13) and (15) are adverbial clauses, that is,
an extraction out of them would violate (the Adjunct Condition of) Huang’s
(1982) Constraint on Extraction Domains (CED) (saying, roughly, that
extractions out of non-theta-marked (or nonproperly governed) categories
are always illicit). See also Elliot (1985) and Chomsky (1986b, p. 31 ff.
(where Chomsky reduces CED to Subjacency)). All extractions out of
adverbial clauses are impossible in the modern Germanic languages, and as
far as | know, there are no indications that such extractions were possible
in Old(er) Icelandic. Finally, the missing arguments in (14)-(15) are corefe-
rential with a superordinate or at least a preceding argument (in situ). As
argued by Huang (1984, p. 555 ff.) (for null-subjects only) and Cole (1987)
(for null-objects as well as null-subjects), this is a rather clear indication
that we are actually dealing with a null-pronominal (pro) and not a variable
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(bound by a null-topic). Consider (14). The superordinate subject is in an
A-position from where it c-commands the subordinate gap position. Thus,
if the gap were due to an extraction over the c-commanding antecedent,
the result would be a ’strong crossover’ violation:

(16) (0] ... sa baugr ... er atti [t]
that ring who had

- ¢f. (17) and the Modern Icelandic (18):
(17) *Who did he say Mary loved [t]?

(18)a. *Hver sagdi hann [ad Mariu leiddist t]?
who said he that Mary was-bored-by
b. *0lafur sagdi hann [a?d Mariu leiddist t].

If the sentences in (17) and (18) do not involve crossover (i.e. if the
operator in [Spec, CP] and the matrix subject are not coreferential), they
are, of course, perfectly grammatical.

In sum, then, Old(er) Icelandic seems to have had referential pro objects
of Vs and Ps as well as referential subject pro (consider Cole (1987) on
referential pro objects of Vs in Korean and Thai). Moreover, there are
certain indications that it also had 'topic-drop’ of the Modern Germanic
type (cf. Nygaard 1894, p. 8, fn. 1; Hjartardéttir 1987, p. 75), but I shall
not go into that here. Rather, let us briefly return to Modern Icelandic
examples like (8) and (10):

(8) Pbeir 1omdu hann og bordu [e].
they hit him and beat
'They hit him and beat him.'

(10) *beir 1omdu hann og beir bordu [e].

It does not seem feasible to analyze the null-object in (8) as a 'mormal’
pro, cf. Rognvaldsson (1988); if Modern Icelandic did have referential
object pro, we would expect (10) to be grammatical. Rognvaldsson (1988)
suggests that the null-object in cases like (8) is a special type of a
null-pronominal, differing from ’'normal’ referential pro in not having
'independent reference’ (making use of Thrainsson’s (1988) classification
of overt NPs). I have no better proposal, but I must admit that I am
somewhat skeptical. As we shall see in 5.4 and 5.5.1, referential pro always
seems to be contextually ’'recovered’ or identified (e.g. by inheritance of
reference (or phi-features) through coindexing), i.e. it is not clear that
pro ever has ’'independent reference’. In any case, we would like to have
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some explanation of the peculiar contrast between (8) and (10) (and the
same contrast in other Scandinavian languages). Since I do not have any
explanation to of fer, | shall leave the problem raised by (8) unresolved.9

Other referential null-objects in the modern Scandinavian languages
seem to be null-topics. As mentioned a couple of times, the Scandinavian
languages allow object null-topics rather reluctantly as compared to German
(and the Chinese language type). However, as pointed out to me by Elisabet
Engdahl, at least objective third person singular neuter bad/det ’that, it’
and petta/detta/dette ’this’ may drop from [Spec, CP] in the Scandinavian
languages. This is illustrated in (19) for Icelandic and in (20) for Swedish;
as indicated in the a-sentences, the object may be a P-object as well as
a V-object:

(19)a. (bad) hefdi ég att ad vita (um) [(t].
that had I ought to know about
'(That,) I should have known (about).’
b. (bPetta) vissi ég [ad pu mundir segja [t]]
this knew I that you would say
'I knew you would say this.’

(20)a. (Det) skulle jag ha vetat (om) [t].
that should I have known about
b. (Detta) visste jag [att du skulle sidga [t]].
this knew I that you should say

The sentences in (19b)/(20b) are particularly interesting. They illustrate
that Scandinavian has at least some instances of missing referential
arguments in subordinate clauses. In Icelandic ad- 'that’ sentences, the
missing argument may also be a subject:

(21) (bpetta) vissi eég [ad [t] mundi koma fyrir].
this knew I that would happen
'T knew this would happen.’

- whereas similar examples in Swedish are ruled out by the That-trace
Filter. As we would expect, however, compatible examples are possible in
Swedish in the absence of att ’that’:

(22) (Detta) visste jag [(*att) [t] skulle hdndal.
this knew I would happen

9 Possibly, sentences like (8) involve double topic-drop, which, in turn,
would perhaps suggest that [Spec, CP] may host two empty operators at LF but
not a lexical operator plus an empty one. I shall not pursue this here (but for
related considerations for the Chinese language type, see 5.2.6).
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Interestingly, then, the difference between Modern Scandinavian and
Chinese with respect to null-NPs in subordinate clauses is not as sharp as
it might seem to be at first sight. Clearly, however, both phenomena are
more heavily constrained in Modern Scandinavian than in Chinese. Crucially,
the null-argument must be bound by a null-operator in the matrix [Spec,
CP] in Modern Scandinavian. When this is not the case, the null-argument
is ungrammatical. Compare (23) and (24) to (19b) and (21):

(23) Eg vissi [a3 pi mundir segja *(petta)].
I knew that you would say this

(24) Eg vissi [ad *(petta) mundi koma fyrir].
I knew that this would happen

This condition is not operative in Chinese, of course (cf. Huang 1984).
For some reflections on the matter, see 5.2.6.

Leaving null-objects aside, it seems clear that Modern Icelandic has two
types of null-subjects: On the one hand, referential null-subjects in
declarative clauses; on the other hand, referential null-subjects in (at
least plural) imperatives and nonreferential null-subjects. Thus, the typology
of Icelandic null-subjects seems to be, roughly, as illustrated in (25)
below (but see further 5.3.1); by the term ’syntactic topic’, I simply mean
topicalized elements:

(25) Icelandic null-subjects:

a. Syntactic topics:
referential null-subjects in declaratives
b. Syntactic non-topics:
1. nonreferential null-subjects
2. referential null-subjects in imperatives

How do we account for this? Let us make the minimal assumption, with
Huang (1984) and Cole (1987), that a fundamental distinction is to be
drawn between only topic-drop and pro-drop. If that is correct, the types
in (25b) are presumably of the same nature as Italian pro (but see further
5.3.1), whereas null-topics in all the Germanic languages, including the
Icelandic (25a), are of the same nature as null-topics in the Chinese type
of null-NP languages.

This distinction perhaps enables us to maintain ’Taraldsen’s generalization’
specifically for referential pro. However, since some languages that have
no V/P-object agreement, e.g. Old(er) Icelandic (and Korean and Thai, cf.
Cole 1987), have referential object pro, the generalization has or would
have a rather narrow scope, holding for only referential subject pro.
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The fundamental difference between topic-drop and pro-drop is that
topic-drop involves a variable bound by a null-topic in an A’-position,
wereas pro-drop does not involve any A’-binding. Hence, null-NPs bound
by a null-topic are unproblematic for Case Theory, as argued by Huang
(1984). Being variables, they are legitimately Case-marked, cf. 5.1. Accor-
dingly, we expect to find null-subjects and null-objects of this kind even
in languages that cannot Case-mark (or identify) pro. This, as we have
seen, is borne out.

This approach raises several questions. Most important, how do we
account for the null-topic itself, namely the empty element in [Spec, CP]
(in the modern Germanic languages at least)? Do we want to add a special
category, say top, to the inventory of ECs in UG? For the sake of
argument, let us assume that this would be the correct step. How, then,
is top itself licensed and how is it identified? Would we want to stipulate
a special top-drop parameter, along with a special pro-drop parameter (cf.
Huang 1984, Cole 1987)? I must admit that I do not find the idea very
appealing. It does not actually explain anything, as far as [ can see.
Above all, it does not explain the fact that null-topics in the Germanic
languages must bind a variable (in contrast with Chinese and Portugese, it
seems (cf. Huang 1984, Cole 1987)).

In the light of this, it might seem more promising to assume that
null-topics are derived by a topic-deletion in PF. If that is correct, the
topic is a lexical NP at S-structure, hence being obligatorily Case-marked
(or rather, the A’-chain formed by the topic and the variable it binds
must bear Case). This is perhaps not a fatal problem. We could say that
the NP satisfies the Case Filter prior to deletion. The conceptual drawback
is, of course, that we are forced to assume PF-deletion (of arguments; as
we saw in 2.2, we probably have to allow PF-deletion of complementizers).
Moreover, a deletion approach turns out to be rather implausible when
one looks at ’recovery’ or identification from the point of view of language
aquisition and language perception (see 5.4).

There is an alternative non-deletion approach. As mentioned in 5.2.4,
Topicalization of lexical arguments seems to turn them into overt operators
(cf. Taraldsen 1986b). Thus, we may perhaps assume that null-topics are
null-operators, derived by Topicalization of a null-argument (compare
Chomsky 1982, p. 31 f.). This has several advantages. Above all, we have
a natural account for the fact that null-topics (in the Germanic languages,
at least) always bind a variable, that is, form an A’-chain with a missing
Case-marked argument.

If this is on the right track, it entails that referential null-subjects in
the Germanic languages are actually pro ’'prior to’ Topicalization. Accor-
dingly, the difference between Italian/Spanish pro-drop and Germanic
topic-drop has nothing to do with ‘'having’ or ’not having’ pro. Rather,
the difference is accounted for if Italian and Spanish have means to
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idendify (and Case-mark) referential pro in situ (cf. 5.4), whereas the
Germanic languages are incapable of doing so (in declaratives), hence
being forced to ’transform’ referential pro into a variable by topicalizing
it.

5.2.6 Conclusion

Our analysis leaves certain problems unresolved. For example, we would
like to know why the Chinese language type seems to allow missing
arguments in subordinate clauses more freely than the Germanic languages.
It would seem promising to relate this to the fact that the Chinese
language type typically applies wh-movement in LF, as mentioned in 5.2.4.10
Be this as it may, the restrictions on null-topics in subordinate clauses in
the Germanic languages seem, at least partly, to be due to the general
restrictions on extraction in these languages (on these, see e.g. Zaenen
1985, Engdahl 1985). This hypothesis gets support from German facts like
the following:

(1)a. Das wupte ich [t].
that knew I
b. [0] Wwupte ich [t].

(2)a. *Das wupte ich [dap [t] passieren wiirde].
that knew I that happen would
b. *[0] Wupte ich [dap [t] passieren wiirde].

(3)a. *Das wupte ich [dap du [t] sagen wirdest].
that knew I that you say would
b. *[0] Wupte ich [dap du [t] sagen wiirdest].

As is well known (cf. e.g. Hawkins 1986, p. 87 ff.), extractions out of
finite complements are much more heavily constrained in German than in
the Scandinavian languages. Plausibly, this is the reason why examples
like (2b) and (3b) are ungrammatical, just like (2a) and (3a).

Second, we would want to have an explanation of the fact that Icelandic
allows referential subject pro to remain in situ precisely in imperatives.
Note that it does not have referential pro in V1 yes/no-questions (as

10 Ag illustrated by Huang (1984), Chinese sentences may contain two
null-topics. This is normally impossible in Germanic languages (but see fn. 9
above). Perhaps, one of the topics in Chinese cases of this sort is derived by
WH-movement in LF.
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opposed to e.g. Old French, cf. Adams 1987, p. 15), nor does it allow
referential pro in V1 declaratives.1l More generally, we would want to
have some explanation of the fact that Germanic ’'semi-pro-drop’ languages
allow nonreferential pro in situ, as opposed to referential pro, in yes/no--
questions as well as in declaratives (cf. 5.3.1 and 5.4).

[ shall not pursue these problems any further for the moment. Instead,
let me summarize my major results (for declarative claues):

1.  All the Germanic languages have some referential null-NPs, 'immune’
to 'Taraldsen’s generalization’.

2. However, these referential null-NPs are variables bound by a
null-topic (with the possible exception of a highly constrained
null-object construction in the Scandinavian languages).

3. Hence, these null-arguments do not bear on the question whether
or not pro (in situ) is Case-marked

It follows that we have to consider ’true’ pro specifically, for instance
nonreferential pro in Icelandic, if we want to come up with an answer to
the question whether pro bears Case. I shall do so in the next subsection.
Another important question raised by our data is how null-NPs in general
are identified or ’'recovered’ in the Germanic languages. Somehow, it

11 This undermines Adams’ (1987, p. 13 ff.) theory of pro-drop rather
seriously. According to Adams’ theory, pro is licensed in languages like Old
French when it is governed from the left by a verbal head (i.e. pro must always
be governed in the ’canonincal direction’, the ’canonical direction” being
right-to-left in Old French). This gives the desired results for Old French main
clauses: pro occurs to the right of the finite verb in Old French main clauses,
that is, in declaratives with a topicalized non-subject and in V1 imperatives and
questions. As noted by Adams (1987, fn. 16 p. 13), on the other hand, her
theory wrongly predicts that Icelandic (and Yiddish) should have referential pro
in these postitions also. The problem might be ’eliminated’ on the provision that
Icelandic (and Yiddish), as opposed to Old French, cannot identify referential
pro. Then, however, it would seem to be an insoluble puzzle that Icelandic has
referential pro in plural V1 imperatives, as opposed to V1 questions and
declaratives. - Note also that it plays no role at all for the acceptability of
nonreferential pro in Icelandic whether the finite verb is to the left (Comp) or
to the right (Infl) of the subject position, cf. (i):

(i) Vi3 forum [pegar [e] hattir ad rigna].
we will-go when (it) stops to rain

The same is, of course, true of referential pro in Italian and Spanish, at least
in subordinate clauses (whereas one might perhaps claim that the finite verb
moves to Comp in null-subject main clauses in these languages, cf. Adams
(1987, p. 17)). In addition, Old French exceptionally allowed for null-subjects
in embedded clauses (Adams 1987, p. 2) and Old(er) Icelandic did so quite freely
in adjunct clauses (but only seldom in complement clauses) when the
null-subject had an overt NP-antencedent (cf. Hjartardottir 1987, p. 47 ff.). In
short, Adams’ theory gives, roughly, the correct results for Old French main
clauses.
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seems unsatisfactory to say, simply, that referential null-topics in these
languages are identified by virtue of being topical; clearly, their phi-fea-
tures must be identified by some means. I shall discuss this problem as
well as identification and visibility in general in 5.4,

5.3 Pro

As we have seen, the Modern Germanic languages have referential null--
subjects that are variables (bound by a null-topic), whereas they do not
have referential subject pro (in declaratives). Somewhat surprisingly, on
the other hand, the Germanic 'semi-pro-drop’ languages (Icelandic, Faroese,
Dutch, German and Yiddish, but see 6.5.3) seem to make more extensive
use of nonreferential null-subjects than, for instance, Italian (cf. below).
Of these, in turn, Icelandic is probably most extensively ’'semi-pro-drop’.
In this subsection, I shall discuss Icelandic nonreferential pro, its distri-
bution and its Case-marking.

I shall start out by giving a descriptive overview over pro in Icelandic
(5.3.1), comparing its distribution with the distribution of pro in Italian
(and O1d Icelandic). The comparison reveals that Italian is not unambiguous-
ly 'more pro-drop’ than Icelandic. Then, in 5.3.2, I shall discuss the Case
properties of these null-elements. As we shall see, pro indeed seems to
bear Case. This suggests that the Case Filter applies to all NPs in Icelan-
dic, and, more generally, that the pro-option is deducible from a parame-
trization of the Case Filter.

5.3.1 The typology of pro in Icelandic

Nonreferential null-subjects are most typically found in four constructions
in Icelandic (cf. e.g. Thrdinsson 1979, Platzack 1987a): The impersonal
'weather construction’ (which is by no means limited to 'weather verbs’,
cf. 6.3.1), the impersonal passive, the Existential/Presentative Construction
(the E/P Construction), and the ’extraposition construction’. This is
illustrated in (1)-(4) below.

The ’weather construction’:

(1)a. 1 ger rigndi [e] mikia.
yesterday rained much
b. Oft er [e] leidinlegt a kvoldin.
often is boring in the evenings
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The impersonal passive:

(2)a. Stundum var [e] hlegid ad radherranum.
sometimes was laughed at the minister
b. Um petta mal er [e] aldrei talad.
about this matter is never talked
c. Verdur [e] farid til Italiu & morgun?
will-be gone to Italy tomorrow

In passing, it is worth pointing out that the impersonal passive is extremely
common in Icelandic (cf. Fridjonsson 1987), for example much more common
than in German, I believe (German very typically replacing it by a an
active man- ’one’ construction).

The E/P Construction (i.e. sentences with a null-subject and a ’logical
subject’):

(3)a. Voru [e] stundum mys 1 badkerinu.
were sometimes mice in the bathtub
'There were sometimes mice in the bathtub.’
b. A Dpessu ari hafa [e] sokkid prir batar.
in this year have sunk three boats
'In this year, three boats have sunk.’

The ’extraposition construction’:

(4)a. Er [e] pvi ekki 6liklegt [ad Maria komi].
is thus not wunlikely that Mary will-come

'Thus, it is not unlikely that Mary comes.’

b. Ekki er [e] alltaf gaman [ad lzra mal].
not 1is always pleasant to learn languages
It is not always pleasant to learn languages.’

[ shall discuss the constructions in (1)-(3) more thoroughly in chapter 6.
In passing, note that (3a) and (4a) are declarative V1 sentences (cf.
Sigurdsson to appear). Declarative V1 is also possible (under certain
discourse conditions) in other null-subject contructions in the language.

These four constructions are, of course, well known. On the other
hand, three other Icelandic null-subject constructions have received little
or no attention in the generative literature. First, consider the present
participle construction in (5):

(5)a. Ekki er [e] hlzjandi ad pessu.

not 1is laughing(/’'laughable’) at this
'One cannot laugh at this.’
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b. Vid Olaf er [e] ekki talandi.
with Olaf is not talking(/’®talkable’)
'Olaf is impossible to talk with.’

We may refer to this as the IMPERSONAL PRESENT PARTICIPLE CON-
STRUCTION. It always involves the copula.
Now, consider the modal constructions in (6) and (7):

(6)a. Ekki skal [e] harma pbetta.

not shall deplore this
"This should not be deplored.’

b. Hér Dber [e] ad geta Olafs.
here shall to mention Olaf
"Here, Olaf should be mentioned.’

c. Nu er [e] ad gzta pess ad
now is to heed it that
"Now, it should be heeded that ...’

(7)a. parf [e] ad kaupa mjoélk?
needs to buy milk
'Do we(/people, etc.) need to buy milk?’
b. Ekki mad [e] gleyma radherranum.
mot may forget the minister
'The minister must not be forgotten.’
c. Hér a [e] ad byggja hus.
here shall to build a house
'They are going to build a house here.’/
A house will be built here.’

At first sight, (6) and (7) might seem to be nondistinct. As we shall see
in 6.1, however, they are not. The modals seem to lead to an optional
’ergativization’ of the main verb in (6), whereas they 'impersonalize’ it in
(7) (in a sense to be discussed in 6.1.5). Accordingly, I shall refer to
these constructions as the OPTIONALLY ERGATIVE CONSTRUCTION vs.
the IMPERSONAL MODAL CONSTRUCTION.

In declaratives, all these constructions may have a sentence-initial pad
'it, there’. This is illustrated in (8)-(14):

(8) Pad rigndi [e] mikiad i gar. cf. (1a)
it rained much yesterday

(9) bPad var [e] stundum hlegia ... cf. (2a)
it was sometimes laughed
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(10) bpad voru [e] pvi stundum mys ... cf. (3a)
there were thus sometimes mice

(11) bpad er [e] pvi ekki 6liklegt [ad ...]. cf. (4a)

it 1is thus not wunlikely that

(12) Pad er [e] ekki hlazjandi ad pessu. cf. (5a)
it 1is not 1laughing at this

(13) Ppad skal [e] ekki harma pbetta. cf. (6a)
it shall not deplore this

(14) Ppad parf [e] ad kaupa mjolk. cf. (7a)
it meeds to buy milk

As convincingly argued by Thrdinsson (1979), this pad is not a subject, as
opposed to the corresponding English there, it, French il, and Mainland
Scandinavian det (and the Danish der 'there’, cf. Erteschik-Shir 1985): for
most speakers, it fails to pass all subject tests. In particular, it cannot
take the [NP, IP] position in any of the seven constructions, neither in
V1 nor V2 sentences. This is illustrated in (15) and (16) for the ’'weather
construction’ and the impersonal passive:12

(15)a. Rigndi (*pad) mikid i ger?
rained (it) much yesterday
b. Var (*pad) hlegid ad radherranum?
was (it) laughed at the minister

(16)a. 1 gar rigndi (*pad) mikio.
b. Ad radherranum var (*pad) hlegiod.

Thus, as mentioned in 1.3, the natural assumption is that expletive bad is

12 As shown by Thrainsson (1979, chapter 4), Icelandic has an
’extraposition construction’ (typical of main clause predicates that are ’true
factives’), where the extraposed clause is extraposed from a noun-head of a
complex NP subject. The noun-head may be the demonstrative bad ’it’ (referring
to the extraposed clause). As opposed to expletive bad, this demonstrative bad
freely occurs in the [NP, IP] position:

(i) Er (pad) ekki hrazdilegt [ad Pétur skuli sla Mariu]l?
is it not terrible that Peter shall beat Mary
'Isn't it terrible that Peter beats Mary.'

In the bad-less version of this sentence, the extraposed clause is not the right
branch of a complex NP.
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inserted in [Spec, CP], cf. Zaenen (1985), Platzack (1983a), Rognvaldsson
(1984a), Thréinsson (1984b), etc. Therefore, even the sentences in (8)-(14)
have null-subjects, as indicated. - 1 shall discuss bad-insertion in more
detail in 6.3.

Although the other Germanic ’semi-pro-drop’ languages are not as
extensively ’'semi-pro-drop’ as Icelandic, they all seem to make more use
of nonreferential pro than Italian, as mentioned above and as pointed out
by Haider (1987, 1988). Thus, Italian has no impersonal passives (as opposed
to German, Dutch, Icelandic, etc.). Moreover, it does not seem to have
any constructions that resemble the Impersonal Present Participle Construc-
tion, the Optionally Ergative Construction, or the Impersonal Modal
Construction. Instead of all these types, it uses the active (impersonal)
si- ’one’ construction, where the clitic si seems to be a subject (cf. Burzio
1986, p. 42 ff.).

In the sense of Chomsky (1981, p. 325), nonreferential NPs (empty or
not) may either function as ’quasi arguments’ (in the ’weather construc-
tion’) or as nonarguments (in the ’extraposition construction’; Chomsky
does not discuss other constructions with respect to these notions). Noting
the well-known fact that Italian has 'weather’ pro (cf. Piove. ’It rains.’,
etc.), Haider (1987, 1988) suggests that Italian pro can either be an
argument or a quasi argument, not a nonargument, the idea being that
this should explain that Italian does not have any impersonal passive. As
we shall see in 6.4.2, however, there does not seem to be any instrinsic
relation between the option of having nonargumental pro and the option
of having impersonal passives. Moreover, Burzio (1986) analyzes ’'Free
Inversion’ and the ’extraposition construction’ in Italian as having a
null-element in the [NP, IP] position. If this (standard) analysis is correct,
Haider’s claim cannot be maintained. What Italian does not seem to have
is arbitrary subject pro.13

I must admit that it is not clear to me whether Chomsky’s distinction
between quasi arguments and nonarguments involves a very insightful
generalization.14 Be that as it may, there is at least an important distinc-

13 The impersonal 8i construction, of course, has arbitrary
interpretation, but this does not necessarily mean that it involves arbitrary
subject pro, as Rizzi (1986, p. 520) maintains. It does not if Burzio (1986, p. 42
ff.) is right that si occupies the subject position. Rather, the impersonal si
construction is like the English middle construction in not linking the
'suppressed’ role to the subject position, cf. 6.2.2.3.

14 Note that German has no ’'weather’ pro (es ’it’ being obligatory in
'weather sentences’ in the language, as opposed to impersonal passives, for
instance). The same is true of the Finland-Swedish ’semi-pro-drop’ dialects,
discussed by Holmberg (1987). This fact might seem to lend support to
Chomsky’s distinction between ’quasi arguments’ and nonarguments. However, if
'weather predicates’ take some sort of an argument, 'quasi’ or not, it seems
clear that the argument does not bear a subjective or an external theta role.
That is, the argument must then be raised from [NP, VP] by NP-movement, cf.
chapter 6. - It seems more plausible to assume that 'weather’ pro or it, is
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tion to be drawn between nonreferential arbitrary NPs and nonreferential
expletive NPs (including ’weather’ pro). As argued by Rizzi (1986, p. 517
f.; see also Jaeggli 1986a, p. 55), ’arbitrary interpretation’ actually is not
entirely arbitrary; rather, NP,,, always seems to be [+human]. Consider
(17):

(17)a. It is natural [to roll down hills].
b. It is natural for stones [to roll down hills].

Plausibly, it is always natural for stones to roll down hills, but not so
natural for people. However, PRO can only be interpreted ’stones’ when
it is controlled by stones, as in (17b); when it is ’arbitrary’, as in (17a),
it must have a human interpretation. The same is true for [talian (Rizzi
1986, p. 518), Spanish (Jaeggli 1986a, p. 54 f.), and Icelandic.

The feature [thuman], then, is a semantic feature that is 'grammatically
relevant’. That is, it is relevant above the lexical level, whereas, for
instance, the semantic feature [tgrown up] is only lexically relevant (in
the languages under discussion, at least), cf. pairs like man : boy, sheep :
lamb, etc. We may refer to semantic features that are ’'grammatically
relevant’ as theta-features.15 Presumably, arguments are not theta-visible
unless they have at least one positively marked theta-feature.16 That is,
theta roles must link to some positive theta-feature(s) (and all positive
theta-features must link to some theta role). This is fairly natural. Let us
therefore assume the THETA-FEATURE CONDITION in (18):

(18) There is no theta-role without a positive
theta-feature and vice versa

This, then, is a crucial condition on argumenthood. Being [+ human],
arbitrary NPs satisfy it minimally, whereas expletive NPs do not.

Now, as we shall discuss more thoroughly in 5.4, pronominal phi-features
(person, number and gender in the languages under discussion) may also
be theta-features. When they are, we may refer to them as theta phi-fe-
tures. In pronominals, it seems, reference is only dependent on theta
phi-features. As we shall see in 5.4, arbitrary NPs, as well as expletives,
do not have any such features (i.e. they have only 'dummy’ phi-features).
Accordingly, arbitrary PRO is nonreferential, like expletives, in spite of

simply an expletive, bearing no theta role.

15 For a somewhat different conception of this term, due to Joseph Aoun,
see Chomsky (1981, p. 117).

) 1.6 On Case-marking as a condition on theta-visibility, the ’visibility
~ondition’, see Chomsky (1986a). | shall consider the idea in 5.4 below.
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its [4+human] marking.

For nonreferential PRO, then, there is a distinction to be drawn between
expletives and ’arbitraries’. The same distinction is found for pro. As
shown by Suner (1983) and Jaeggli (1986a), Spanish has subjects that are
pro,,. The same is true of Icelandic. Icelandic subject pro is arbitrary in
at least the Impersonal Modal Construction, cf. (19):

(19) Pad verdur [e] ad bjarga skipinu.
it must to save the ship
'Someone(/People, We, etc.) must save the ship.’

The Optionally Ergative Construction optionally involves either arbitrary
or expletive pro, it seems, cf. 6.1.5. In all other cases, subject pro seems
to be expletive in Icelandic. Consider the impersonal passive in (20):

(20) Var [e] talad mikid um forsetann?
was talked much about the president
'Did people talk much about the president?’

The ’suppressed’ external role gets an arbitrary interepretation. As we
shall see in 6.4.3, however, the role is probably borne by the participle
suffix. If that is correct, the [4+human] feature links to (the role borne
by) the participle suffix, not to the null-subject. The Impersonal Present
Participle Construction, on the other hand, has somewhat similar theta
properties as the English middle construction, cf. (21):

(21) Ppad er [e] ekki talandi wid forsetann.
it 1is not talking with the president
'The president is impossible to talk with.’

As in English middles (cf. 6.2.3.3), it is unclear whether the ’suppressed’
external role links to any syntactic position in this construction, cf. 6.5.2.

As mentioned above, Italian does not seem to have any instances of
arbitrary subject pro, differing rather sharply from Spanish and Icelandic
in this respect. Another peculiar typological ’'gap’ in Italian (as well as
Spanish) is that it does not have any referential object pro, cf. our
discussion of Old Icelandic object pro in 5.2.5.

On the other hand, Italian makes rather extensive use of arbitrary
object pro, cf. Rizzi (1986).17 As illustrated by Rizzi (ibid), this is, for
instance, seen by the fact that objective arbitrary pro qualifies as a
controller of PRO in Italian. Hence, sentences like the ones in (22) are

17 The Theta-feature Condition in (18) of course excludes that object

pro be expletive, complement positions always being theta-positions (cf.
Chomsky 1986a, p. 93)).
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grammatical in the language (provided that pro has a generic human
interpretation), cf. Rizzi (1986, p. 503); as indicated by the stars, the
corresponding sentences are, of course, ungrammatical in English:

(22)a. *This leads [PRO to conclude what follows].
b. *The nice weather induces [PRO to stay].
c. *Ambition often pushes [PRO to make mistakes].
d. *A general can force [PRO to obey his orders].
e. *In these cases, generally Gianni invites
[PRO to eat with him].

Like Spanish (cf. Jaeggli 1986a, p. 48 and fn. 3), Icelandic accepts arbitrary
object pro much more reluctantly than Italian. Thus, in all the sentences
in (23), omission of a lexical object results in unacceptability:18

(23)a. betta leidir *(f61k) til [ad draga
eftirfarandi alyktun].
'This leads (people) to draw the following
conclusion.’
b. Géda vedrid feékk *(folk) til [ad vera lengur].
'The nice weather got (people) to stay longer.'’
c. Metnadur kemur *(folki) oft til [ad gera
mistok].
*Ambition often leads (people) to make mistakes.'’
d. Hershofdingi getur pvingad *(folk) til [ad
hlyda skipunum sinum].
'A general can force (people) to obey
his orders.’

In some cases, though, Icelandic would seem to allow arbitrary object pro,
as illustrated in (24):

(24)a. Skiltid ©bannar [ad ganga & grasinu].
the sign forbids to walk on the grass
'The sign forbids people to walk on the grass.’

18 0On the other hand, the same verbs may be intransitive, of course, if
no control is involved, cf. (i)

(i) Petta leidir til eftirfarandi nidurstodu.
this 1leads to (the) following conclusion

For a discussion of compatible facts in English, see Rizzi (1986).
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b. Logreglan varar vid [ad vera uti a
the police warns against to be out in
naturnar].
the nights

'The police warns people against being
outdoors at night.’

c. Sumir laknar radleggja [ad drekka vatn].
some doctors advise to drink water
'Some doctors advise people to drink water.’

As pointed out to me by Eirikur Rognvaldsson, however, it is not clear
what status these examples have (see also the discussion in Rognvaldsson
1988). All the matrix verbs in (24) may be monotransitive, i.e. it seems
possible that the arbitrary object role is not assigned to an argument
position in the syntax. If that is correct, all the infinitivals in (24) involve
an unbound PRO. This would contradict Manzini’s (1983) claim that PRO
in object clauses must be bound, but as we shall see in 5.5.1, Manzini’s
claim cannot be maintained in any case.19

Genuine null-objects are syntactically active and should not be confused
with optional transitivity, discussed in 4.1 Thus, in (25a), as opposed to
(25b), there is simply no structural object:

(25)a. Maria las allan daginn.
Mary read all the day
'Mary was reading all day.'’
b. Maria las skaldsodguna allan daginn.
Mary read the novel all the day

Accordingly, (25a) has a corresponding impersonal passive:

(26) Pad var lesid allan daginn.
it was read all the day
'People were reading all day.'

- but since transitivity blocks impersonal passivization (cf. 6.4.2), (25b)
has no corresponding impersonal passive (i.e. it has a corresponding
'personal passive’):

19 Christer Platzack teils me that (i) is a grammatical Swedish sentence:

(i) Polisen varnar mot att vara ute pi nitterna.
the police warns against to be out in the nights

Thus, at least for Swedish, Eirikur Rognvaldsson’s suggestion that no object

pro is involved is presumably correct: Swedish cannot identify or Case-mark pro
(cf. 5.4).
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(27) *bad var lesid skaldsoguna allan daginn.

it was read the novel all the day

- that is, (25b) has a syntactically active object, whereas (25a) has not.

In 5.2.5, we saw that Old(er) Icelandic (until around 1800) had referential
pro objects of Vs and Ps, as well as referential subject pro. It also had
expletive as well as arbitrary subject pro (cf. Nygaard 1906, p. 14 ff.),
and arbitrary pro objects of verbs (cf. Nygaard 1906. p. 18 f.). It is
interesting to compare this to the typology of pro in (declaratives in)
Modern Icelandic and Italian. Let us conclude this subsection by doing so.

Modern Icelandic:

(28) Referential Arbitrary Expletive
a. Subjects: - + +
b. V-Objects: -/? ? -
c. P-Objects: - - -
Italian:
(29) Referential Arbitrary Expletive
a. Subjects: + - +
b. V-Objects: - + -
c. P-Objects: - - -
Old Icelandic:
(30) Referential Arbitrary Expletive
a. Subjects: + + +
b. V-Objects: + + -
c. P-Objects: + ? -

As seen by this, Italian has at least three ’typological gaps’, as compared
to Old(er) Icelandic. Moreover, it is not unambiguously ’'more pro-drop’
than Modern Icelandic. Recall that Modern Icelandic has referential subject
pro in (at least plural) imperatives. If we also take topic-drop and the
extreme frequency of the impersonal passive in the language into account,
Modern Icelandic clearly makes a rather extensive use of 'argument-drop’.
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5.3.2 Licensing of pro

As we have seen, referential null-arguments (in declaratives) in the Modern
Germanic languages do not bear on the question whether pro bears Case.
In the following, I shall consider this question for null-arguments that
are correctly classified as being pro. Rizzi (1986) suggests that the licensing
and the ’recovery’ of pro should be kept strictly apart, Case-marking
being the crucial licensing factor or mechanism. I shall adopt this point
of view, by and large. As we shall see in 5.4, however, Case-marking in
fact seems to license expletive pro by 'recovering’ or identifying it.

As for subject pro, one can think of at least two ways to block that it
gets Case. First, one might postulate that Agr or Infl[+pron] absorbs
nominative Case, along the lines of Rizzi (1982), sketched in 5.1. This is
rather problematic. In the first place, Agr does not seem to be [+N], cf.
the discussion in 2.2. If it is not, it can hardly be conceived of as being
(pro)nominal. Second, in a rich case language like Icelandic, where even
bound [+4N] morphemes like the suffixed article inflect for morphological
case, we would expect Agr to show overt case if it were [+N] (Agr being
phonologically realized). However, it does not, of course. Third, if Agr
absorbs nominative Case, it seems natural to assume that it also absorbs
the external or the subjective theta role (cf. Plazack 1987a, p. 394 f.).
But if this were the case, it is not clear in what sense the [NP, IP]
position would ’be there’ (i.e. what makes it visible, cf. 5.4). Fourth, the
Case absorption approach assigns a unique and a rather suspicious property
to Agr or Infl[+4pronoun], at least unless we make some auxiliary stipula-
tions: Agr is an element that sometimes must and sometimes must not
bear Case. In null-subject sentences, it must absorb or bear Case, but in
sentences with an overt nominative subject, it must not (since the overt
subject would be Caseless if Agr did absorb the Case). Clearly, an overt
(pro)nominal that has no Case is a rather troublesome thing. Arguing the
other way around, that Agr in null-subject languages may ’'choose’ between
being pronominal or nonpronominal does not seem to be very insightful or
promising. Thus, this is a rather serious drawback. Technically, however,
there is perhaps a way to overcome it: We could postulate that overt
subjects inherit the nominative of Agr by virtue of being coindexed with
Agr (cf. e.g. Borer 1986). This would enable us to maintain that Agr is
always pronominal in NS languages and that it always bears nominative
Case in these languages. However, if we want to maintain that pro is
Caseless, then this forces us to assume that there is some auxiliary
'mechanism’ that blocks pro from inheriting the Case of Agr by means of
(precisely the same sort of ) coindexing.

There are further problems with this approach. One is that Agr is both
a Case assigner and a Case assignee (of one and the same Case). Again,
there is perhaps a technical way out, namely that [-+Tense] rather than
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Agr is the Case assigner (cf. e.g. Raposo 1987, p. 93 ff.). But obviously,
this is not a very appealing solution for overt nominatives in nontensed
clauses in languages like Portugese and Icelandic (studied in 3.4.2.2 and
5.5.2.2), cf. the discussion in Raposo (1987). However, the most serious
problem for all versions of this Case apsorption or Case (non)inheritance
approach to subject pro is, of course, that it is not clear how it should
extend to or account for object pro.

There might seem to be another way to block Case assignment to pro,
objective as well as subjective. Recall that I take Case percolation or
Case assignment to be basically free. As we saw in 4.1, this seems to be
a promising approach to optional transitivity. Accordingly, we could simply
say that we get pro when a Case assigner ’chooses’ not to percolate its
Case feature. Like the absorption idea, however, this nonassignment
approach is rather problematic. First, it masks the difference between
optional transitivity (structural object-NP present vs. absent) and pro.
Second, it renders it totally unexpected that languages like, for example,
Icelandic and English are generally much alike with respect to optional
transitivity but quite different with respect to pro.

In short, I do not see any promising way to maintain the ’old’ idea
that pro is Caseless. Thus, I take it that Rizzi’'s (1986, p. 524) claim that
pro always must bear Case is essentially correct, cf. 5.1. As mentioned
several times, this suggests that the Case Filter is parametrized, applying
to nonlexical as well as lexical NPs in NS languages. Or, to put it slightly
differently, it suggests that the Case Filter incorporates the Case Ban in
5.1(4) in non-NS languages as opposed to NS languages. Let us tentatively
assume that the Case Filter takes the following form, where [yp p] means
'an NP that has phonetic content’:

(1)a. *[np p] if [nNp p] has no Case
b. *[np €] if [nNp €] has Case and is not a trace

As clearly seen in languages that have morphological case, the Case Filter
should in fact be stated for [+N] categories, but this is beside the point
in the present context (on the other hand, it is important that we keep
this in mind when considering nominal Case agreement, cf. e.g. 4.2-3 and
5.5.2.1).20

Non-NS languages take a positive value for both (la) and (1b), whereas
NS languages take a positive value for (la) only. On the assumption that

20 Nominal phi-feature agreement in languages like Icelandic perhaps
indicates that [+N] categories must even satisfy a general phi-feature filter,
incorporating the Case Filter. However, there are some discrepancies that make
this suspect. Thus, the declarative complementizer in Icelandic bears only Case
(cf. 2.5). Conversely, PRO in non-NS languages has number, gender and person
but no Case, cf. 5.5.3 and Chomsky (1981, p. 322).
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the [NP, IP] position in finite clauses is obligatorily a position of (some)
Case, (1b) immediately rules out all sentences with subject pro in non-NS
languages. In addition, it rules object pro out in non-NS languages if [NP,
VP] and [NP, PP] are obligatory Case positions.21

It follows, then, that there is no special 'Null-Subject Parmeter’ in
Universal Grammar. This is the ideal solution, requiring minimal mechanism.
Rizzi (1986, p. 519) suggests that there are languages, e.g. French, that
have object pro without having subject pro - but it remains to be shown
that the null-objects in question really are pro rather than variables. For
our purposes, however, the difference between the Case Filter Approach
in (1) and Rizzi’s Head-Licensing Approach (cf. 5.1) is not vitally important.
What matters for us is that Infl (containing V) assigns Case to empty
subjects in Icelandic, pro as well as PRO (see further 5.5.2). We can
translate this into Rizzi’s (1986) approach by saying that the set of
licensing heads contains [; V-I] (and perhaps V) in Icelandic. On this
provision, the Head-Licensing Approach and the Case Filter Approach are
empirically equivalent for Icelandic. For several reasons, however, the
Case Filter Approach seems to be preferable. First, it is more general and
relates directly to the principles of UG, i.e. it is conceptually preferable.
Second, the notion ’licensing’ is rather unclear in Rizzi’s approach: how
do we block potential licensers (Case assigning heads) from assigning Case
to pro, thus licensing it, in languages like English? Third, the Head--
Licensing Approach must be stated for PRO as well as for pro if we wish
to extend it to Icelandic. This would imply that PRO must be licensed in
the same way as pro, which is clearly rather problematic: Given that both
must be licensed in the same way, why should non-NS languages license
only PRO? - For these reasons, I shall assume the Case Filter Approach
here although it also involves some problems, as we shall see in 5.5.3.

In the next subsection I shall consider ’recovery’ or identification,
making the suggestion that at least expletive pro is identified precisely
because it is Case-marked.

5.4 Identification and visibility

As we have seen, Icelandic (and Universal Grammar, cf. e.g. Cole 1987)
has (at least) two types of null-arguments in finite clauses: pro and empty

21 However, note that I am only assuming that these argument positions
are obligatory Case-postions in so far as they ’are there’. Thus, this does not
involve any weakening of my hypothesis in 4.1 that assignment or percolation of
Case is basically free. - As we shall see in 6.1.6, also, the [NP, IP] position is
always a position of some Case in Icelandic. Infl-Case remains unassigned in
(l:celandic iff [NP, IP] contains an NP that is already marked for nonnominative
ase.
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variables bound by a null-operator (’null-topics’ for short). In 5.2.5, I
suggested that ’'Taraldsen’s generalization’ perhaps holds for referential
subject pro in languages like Italian. On the other hand, it clearly does
not hold for null-topics in the Germanic languages. Moreover, it seems
natural to assume that it is irrelevant for nonreferential pro (cf. 5.2.1
and below). This raises the question how these elements are identified. I
shall consider this in the following.

It seems to be necessary to distinguish between theta-visibility and
structural visibility (and between theta identification and structural
identification). Chomsky (1986a, p. 94 ff.) explores the possibility that
Case-marking is a necessary condition (the ’visibility condition’) on
theta-visibility. That is (attributing the idea to Joseph Aoun), he suggests
that an element (or a chain) is visible for theta-marking only if it is
assigned Case, noting, however, that this is problematic for PRO. I believe
the correct approach is almost the reverse. If an element has a theta-fea-
ture it is theta-visible (cf. the Theta-feature Condition, suggested in
5.3.1(18)). Therefore, it does not need Case to satisfy theta-visibility
(being ruled out, however, if it does not satisfy the Case Filter in 5.3.2(1)).
Conversely, an NP that is not theta-visible (has no theta-feature) must be
made structurally visible by Case assignment - if it is to ’'be there’.
Elements that are theta-visible are always structurally visible also, but
they do not require Case for this purpose. Accordingly, PRO is both
theta-visible and structurally visible in non-NS languages, even though it
does not bear Case, cf. 5.5.3.

Let us start out by briefly considering the nature of the phi-features
(number, person and gender in Germanic and Romance languages). Nominal
phi-features seem to be somewhat varying in nature. Thus, third person is
a categorial feature of the wole category of nouns, whereas (some speci-
fication of) gender is a lexical feature of individual nouns in most gender
inflecting languages, for instance Icelandic. Plural (but not singular) is
also a lexical feature of some, rather few, Icelandic nouns (cf. Thrdinsson
1983). Generally though, number, as opposed to person and gender, is a
'semantic’ inflectional feature in nouns, in Icelandic as in other Germanic
languages. In nouns, then, the phi-features may be lexical, ’categorial’, or
semantic.

In pronouns, the phi-features are at least dual in nature: they are
normally lexical in the sense that their differing values link to differing
lexical stems; thus, for instance, the stem we has the lexical marking
[+plural], whereas I has the marking [-plural]. But furthermore, the phi--
features may be theta-features in pronouns, in the sense discussed in
5.3.1. That is, they are typically 'grammatically relevant’ semantic features
in pronouns, even when they are not 'lexically linked’. This is most clearly
seen for gender in the first and the second person. In languages that
have no gender agreement, it would seem possible that first and second
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person pronouns are simply unspecified for gender. However, this will not
do in languages like Icelandic. Consider the gender agreement in (1):

(1)a. Eg er gladur.
I am glad(Nom.masc.sg)
b. Eg er glod.
I am glad(Nom.fem.sg)

This is a normal (obligatory) instantiation of Icelandic Subject-Predicate
Agreement, briefly discussed in 4.3. Thus, the only possible source of the
gender of the predicative adjective is the semantic gender of the first
person singular subject: (la) is only ’'grammatical’ or felicitious when the
speker is a male and (1b) only when the speaker is a female.

Pronominal phi-features, then, are both potential lexical features and
potential theta features. That is, they may link to individual lexical items
already in the lexicon and/or to specific semantics, but they need not do
so. When they do, I call them lexical phi-features and theta phi-features,
respectively, but when they do not, I shall call them dummy phi-features
(see further below). Like other theta features (e.g. [human]), theta phi-fea-
tures are input to semantic interpretation, whereas dummy phi-features
are not.

Now, what is the nature of the phi-features of referential pro? What
we would like to avoid is to assume that the lexicon contains any nulls.
That is, we would like to avoid the absurd assumption that grammatical
features can link to ’phonetic nothingness’ in the lexicon, the essential
nature of the lexicon being that it links sound and grammar.22 Therefore,
I propose the following principle:

(2) The Lexical Phi-feature Principle:
a. All lexical pronouns have at least one lexical
phi-feature
b. All lexical (specifications of) phi-features
link to some phonetic substance
¢c. Lexical phi-features are theta-features
in pronouns

(2c) is perhaps too strongly formulated. Gender often seems to violate it.
Thus, pad ’'it' may refer to neuter skipid ’the ship’ and hann ’he’ may
refer to masculine baturinn 'the boat’ but not vice versa. In such cases,
the pronominal gender might seem to be due to a mechanic syntactic
copying of the purely lexical gender of the antencedent noun. However, it

22 Note, however, that Chomsky (1981, p. 323) talks about base generated

as well as contextually determined phi-features of pro/PRO, thus being rather
unspecific on this point.
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seems natural to assume that the reference of referential pronouns is
crucially dependent on their being fully specified for the pronominal
phi-features (see further below). Thus, we may conceive of pronominal
gender as being a theta phi-feature in the sense that it takes part in
identifying the referent of the pronominal, that is, we can probably
maintain (2c). - In nouns and other R-expressions, we may note, reference
is largely independent of the phi-features.

Given this natural approach, pro is a nonlexical or an ’empty’ A-position
(like traces), not a lexical element. Thus, it is slightly misleading to talk
about ’'recovery’ of its phi-features. The Lexical Phi-feature Principle
leaves us two possibilities as to identification of the phi-features of
referential pro. First, referential pro could perhaps be due to a PF-deletion
of a lexical pronoun. A necessary prerequisite for this to work would
seem to be that the deletion would leave the referential index of the
pronominal intact, its lexical phi-features linking to the index. This part
of the idea, namely that phi-features link to referential indices, is plausible,
I find (cf. 5.5.1). The deletion idea itself, on the other hand, is probably
not. From the point of view of aquisition (and perception), it does not
seem to make much sense. How does the child (or the addressee) ’see’ the
referential index and its phi-feature specifications?

The second possiblity (suggested to me by Hoskuldur Thrainsson) is that
referential pro is theta identified by some sort of an interpretive procedure.
Deviating minimally from standard viewpoints, we may then assume that
its person and number are identified through the person and number of
the finite verb in languages like Italian and Spanish: pro must not have
any feature specifications that contradict intrasentential clues. Coindexing
of pro and Agr might be a necessary prerequisite for this to work success-
fully, pro inheriting the features of Agr by virtue of bearing the same
index as Agr (cf. our approach to referential PRO in 5.5.1). Be that as it
may, we should note that this interpretive approach involves more than
just saying that the feature specifications of Agr are assigned to pro (as
suggested by Rizzi (1986, p. 520, fn. 17)). If there were nothing more
involved, we would not expect pro to have any specification for gender
in, for instance, Italian and Spanish. Since it is specified for gender (as
seen by Subject-Predicate Agreement for gender in null-subject sentences
in these languages), it seems clear that we are dealing with an interpretive
procedure that is rather powerful, interpreting not only intrasentential
clues but also sentence external linguistic clues as well as nonlinguistic
(pragmatic) clues. As seen by the existence of referential object pro in
languages like Old Icelandic (and Korean and Thai, cf. Cole 1987, p. 602
f.), interpretive procedures indeed seem to be able to identify all the
phi-features of the missing argument (but see further 5.5.1). Moreover,
the gender (and sometimes both the gender and the number) of lexical
first and second person pronouns in languages like the Germanic and the

Google



5.4 Identification and visibility 177

Romance languages are identified by interpretive means.23

Languages like Italian and Spanish seem to have means to ’'assign’ theta
phi-features to referential subject pro, thereby theta identifying it. Once
it is theta identified, it is both theta-visible and structurally visible.
Accordingly, it does not need Case to be visible. However, it cannot ’'pass
through’ the Case Filter unless it is assigned Case, I assume. Expletive
pro (e.g. in the Italian ’extraposition construction’), on the other hand,
must be Case-marked in order for it to be visible, cf. below.

If this is on the right track, we perhaps have an explanation of the
fact that the Germanic languages have referential null-topics. Apparently,
these elements can be interpreted as having specific values for person,
number and gender even in languages that have no phi-feature marking
on the finite verb, like the Mainland Scandinavian languages (note that
the Chinese language type does not bear on the matter if it makes no use
of phi-features at all, cf. 5.2.1): Together, sentence external clues and
intrasentential clues seem to provide sufficient information for succsessful
interpretation. Plausibly, the relevant intrasentential clues are the theta
properties of the relevant theta role assigner (V, P or VP) and, simply,
the gap itself, namely a nonlexical Case-marked position (a variable bound
by a null-operator). Due to its Case-marking, the gap or the gap-chain is
structurally visible. In other words, the addressee 'sees’ that the sentence
contains a gap because the gap is Case-marked. ’'Seeing’ the gap, (s)he
assigns a theta phi-feature marking or an interpretation to it that matches
the theta-properties of its theta role assigner and makes sense in the
linguistic and/or pragmatic context of the sentence. Being assigned theta
phi-features, the gap is theta-visible, i.e. can bear a theta role.

On the natural assumption that theta phi-features necessarily link to
reference (i.e. a referential index), expletive and arbitrary pro have no
theta phi-features. Rather, they only have dummy phi-features. Presumably,
these dummy-features are always default. Thus, the default phi-feature
combination ’assigned’ to arbitrary object pro in Italian and arbitrary
subject pro in Spanish is third person plural masculine (cf. Rizzi 1986, p.
517; Suner 1983; Jaeggli 1986a, p. 45 ff.). In Icelandic, on the other hand,
the default feature specification, assigned to arbitrary and expletive subject
pro, is third person singular neuter. We may assume that it involves
negative values of binary phi-features: [-1p/-2p; -pl; -masc/-fem], cf.
Rognvaldsson (1986, p. 64 ff.). In passing, note that this entails that
languages differ in their selection of ’feature labels’. Thus, ’singular’ is
[-plural] in Icelandic (unmarked, hence the minus marking), whereas it is
[+singular] in Italian and Spanish (marked, hence the plus).

23 As for (co)reference of lexical pronouns, interpretive theories have, of
course, been around quite long (cf. e.g. Jackendoff 1972). Note, however, that I
am not claiming that pronominals are assigned referential indices by
interpretation, i.e. | am not arguing against Chomsky’s (1981, p. 186 f.) ’free
indexing’ (but see further 6.3.2).
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How does nonreferential pro get the default phi-feature markings?
Presumably not from Agr, by coindexing or whatever. At least for arbitrary
object pro (in Italian and perhaps Icelandic), this would seem to be rather
implausible. Hence, I take it that a total absence of a definite phi-feature
marking is automatically interpreted as a set of default or minus valued
phi-features (in the ’interpretive components’ of grammar, PF and LF, cf.
Chomsky 1981, p. 34). See also 5.5.2.1 on other instances of default
phi-feature marking in Icelandic.

As for arbitrary pro, it is 'minimally theta-visible’ by virtue of being
[+human]. However, this does not extend to expletive pro. Expletive pro
has no lexical features (of course), no theta-features, hence no theta role
and no referential index. That is, it is totally theta-invisible. Accordingly,
it will also be structurally invisible, that is, it will plainly not 'be there’,
unless 1t is assigned Case. If expletive pro is nonexistent, we are forced
to give up the Extended Projection Principle, a step I would not like to
take (for Icelandic, but on German, see 6.5.3). Therefore, I assume, exple-
tive pro must be assigned Case.

Clearly, there is more to be said about the interaction of the Case
Filter in 5.3.2(1) and identification. Thus, for instance, I still have not
come up with any satisfactory solution of the peculiar typological problem,
noted in 5.2.6, that Modern Icelandic allows referential pro (a nonvariable)
in imperatives only. In this respect, it contrasts sharply with Old(er)
Icelandic, Old French, Italian, etc. as we have seen. For the purpose of
successful (structural and theta) identification, it seems, referential
null-arguments must be topicalized in declaratives in all the modern
Germanic languages. The sharp contrast between Old(er) and Modern
Icelandic with respect to referential subject pro is quite astonishing since
the rich phi-feature marking on Agr has, basically, remained intact from
old to modern times (cf. Sigurdssom 1981b), that is, the contrast has
nothing to to with subject-verb agreement or feature sharing of [NP, IP]
and Agr. In addition, plural imperatives in Modern Icelandic show precisely
the same subject-verb agreement as corresponding plural indicatives and
subjunctives.

This is not the only unresolved typological puzzle. Why, for instance,
does Italian not have referential object pro, in contrast with Old(er)
Icelandic, and why does it not have arbitrary subject pro, in contrast
with Old(er) and Modern Icelandic as well as Spanish?

We may sum up as follows: If we assume the Case Filter Approach in
5.3.2(1) to the licensing of pro, we have a general account for the canoni-
cal difference between NS and non-NS languages: The first language type
allows some types of pro, whereas the second one does not.24 On the

24 Adopting standard viewpoints, [ am thus assuming a clear cut distinction
be_tvyeen pro-drop languages and non-pro-drop languages. However, even this
minimal assumption is not entirely without problems, as noted in fn. 1 above.
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other hand, this approach does not account satisfactorily for typological
differences between different NS-languages - nor does any other approach,
as far as | know.

I shall leave these typological problems unresolved. What is crucial for
our purposes is that Case-marking is a prerequisite for successful identi-
fication of expletive pro.

5.5 PRO

We cannot leave the subject matter of nonlexical NPs and Case without
briefly discussing the nature of PRO. I shall do so in this subsection.
First (5.5.1), I shall argue that PRO is, basically, the same phenomenon as
pro, i.e. a nonlexical A-position and not a lexical element. Like pro, it
gets an interpretation or features in the interpretive components of
grammar, PF and LF. In spite of this, [ shall keep using the standard
notion 'PRO’ (for nonlexical infinitival subjects), for ease of reference. In
5.5.2, 1 shall illustrate that Icelandic PRO is Case-marked. Finally, in
5.5.3, I shall briefly discuss PRO in non-NS languages. If our Case Filter
Approach to pro/PRO is on the right track, PRO must be Caseless in
non-NS languages, as opposed to NS languages.

5.5.1 The nature of PRO

In the standard theory (Chomsky 1982, Rizzi 1986, and related works), pro
is governed whereas PRO is not. This draws a line between nonlexical
infinitival subjects and all other null-arguments: The untensed Infl is not
a proper governor in the standard theory, that is, PRO is the only EC in
the [NP, IP] position of infinitivals that is not ruled out by ECP, as
discussed in 3.3. However, we have several reasons to believe that this
distinction between PRO and other ECs is unfounded. First, given my
approach to government (in 2.3), [NP, IP] and other Specs are always
ungoverned.25 Accordingly, there is no ’categorial’ difference between pro
and PRO (in the standard sense of these notions) with respect to govern-
ment.

Furhtermore, if there are no lexical nulls, then PRO is simply a nonlexi-
cal argument position in S-structure. It is not clear that it has any content

25 0On the other hand, of course, Spec may have a governed mother node.
As we saw in 3.4.2.1, for example, Acl infinitivals themselves, but not their
subjects, are governed by Acl verbs.
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to say that such positions are different elements even though they show
variable behavior. Certainly, nonlexical argument positions differ with
respect to the Binding Principles. Thus, for instance, empty variables are
A’-bound while 'PRO’ and ’pro’ are not. Moreover, ’'pro’ is always (A- and
A’-) free (in its governing category) whereas 'PRO’ is either free or
A-bound. However, this does not mean that we are dealing with different
elements’. Rather, different derivations and different structures require
that ’gaps’ or nonlexical argument positions behave differently (see Chomsky
1981, p. 322 f.). We can of course say that an A’-bound EC must be a
'variable’ (and this is clearly a convenient and a pedagogical ’abbreviation’).
Conversely, however, we can also say that certain derivations require an
empty argument position that is A’-bound: a WH-moved NP violates both
the Case Theory and the Theta-Criterion unless it is in an A’-position
and binds a trace in an A-position. This is all we need to say about the
matter (cf. Chomsky 1981, p. 323).

Consider this for PRO. Why can PRO be A-bound as opposed to most
overt pronominals? In the standard theory (cf. Chomsky 1982, e.g. p. 78),
the answer is that PRO is an anaphor as well as a pronominal:

(1)a. PRO = [+anaphor, +pronominal]
b. pro = [-anaphor, +pronominal]

That is, in its governing category, PRO may freely be either A-bound
(like overt anaphors) or free (like overt pronominals). However, it is not
clear that this has any content if PRO and pro are not lexical elements.
If they are not, they do not link to the features [tanaphor] and [tprono-
minal in the lexicon (like most lexical pronouns do). Rather, the values of
these features are set for PRO/pro in LF, by interpretive means, depending
on derivational or structural requirements. In other words, nonlexical
argument positions may freely ’'pick up’ whatever values for these and
other features, as long as the values satisfy the requirements of the
principles of UG. - Besides, there are clear cases of overt pronouns that
behave similarly, i.e. have no lexical linking to the features [tpronominal],
[tanaphor]. Thus, for instance, English his correspeonds to both pronominal
hans ’his’ and reflexive sinn ’his’ in Icelandic (and corresponding items in
other Scandinavian languages).26

Recall that pro may be referential, arbitrary or expletive. In this respect,
there does not seem to be any difference between PRO and pro. (2) and
(3) illustrate the basic possibilities for 'PRO’:

26 For a somewhat different approach, where his is [-anaphor,
-pronominal], see Thrainsson (1988).
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(2)a. [Ad PRO synda] er hollt.

to swim is healthy.
b. bad er [e] hollt [ad PRO syndal].
it 1is healthy to swim

(3)a. Mér virdist [PRO vera 1leidinlegt hérnal].
me seems to-be boring here
'It seems to me that it is boring here.’
b. Pall reyndi [ad PRO synda].
Paul tried to swim

Note that PRO is uncontrolled in (3a). The dative mér 'me’ is an oblique
subject (cf. 3.4.2.2 and 6.1), that is, the matrix clause contains no empty
subject, hence no possible controller of the embedded expletive PRO. In
both (2) and (3a), then, PRO is nonreferential and free, whereas it is
referential in (3b) (being bound by P4ll ’Paul’). In (2), it is arbitrary, but
in (3a) it is expletive.

How does referential bound PRO get its reference?  The simplest
assumption is that it inherits the intrinsic phi-features of its controller
or binder. Reasonably, it does so by virtue of bearing the same referential
index as the antecedent (theta phi-features link to referential indices, cf.
54 and 6.3.2). - Note that inheriting pronominal reference or theta
phi-features through coindexing is quite different from inheriting Case
that way: Theta phi-features link naturally to reference or referential
indices, whereas Case has nothing to do with reference.

Interestingly, referential object pro seems to be ’antecedent-identified’
in a somewhat similar manner as referential PRO. Hjartardéttir (1987, p.
59 ff.) notes a difference between referential subject pro and V/P-object
pro in Old(er) Icelandic: as opposed to subjet pro, referential object pro
seems to have been impossible without a linguistic discourse antecedent.
The Korean and Thai data presented by Cole (1987, p. 602 f.) indicate
that object pro is constrained in the same manner in these languages.
Thus, it seems that referential object pro must always inherit the theta
phi-features of an NP-antecedent by coindexing, like PRO. Unlike bound
PRO, but like overt pronominals, however, referential object pro is free
in its governing category and does not have to be c-commanded by its
antecedent (see the examples in Hjartardéttir 1987, p. 56 ff.).

Manzini (1983, p. 423 ff.) suggests the following generalizations:

(4) A PRO in an object sentence of a sentence S
is bound in S

(5) A PRO in a subject sentence (co)refers freely
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There is no doubt that these are good descriptive approximations, also for
Icelandic. However, (4) cannot be maintained: (3a) violates it (I take it
that raising infinitivals qualify as ’object sentences’ although they are not
full clauses or CPs). (6) and (7) contain further examples that violate (4):

(6)a. Mér virdist [PRO rignal.

me seems rain
'It seems to me that it rains.’

b. Mér virdist [PRO vera liklegt ad Maria komi].
me seems be likely that Mary comes
"It seems likely to me that Mary will come.’

c. Mér virdist [PRO purfa ad kaupa mjolk].
me seems need to buy nilk
'It seems to me that we(/people etc.) have
to buy milk.’

(7)a. Eg taldi [PRO rignal.
I believed rain
'l believed it to rain.’
b. Eg taldi [PRO vera liklegt ad Maria kaemi].
I Dbelieved be likely that Mary came
c. Eg taldi [PRO purfa ad kaupa mjolk].
I Dbelieved need to buy milk

Note that (6¢c) and (7c) involve the Impersonal Modal Construction, with
an arbitrary reading of PRO (cf. 5.3.1). As we would expect, Italian does
not seem to have any corresponding infinitivals (not having any instances
of arbitrary subject pro either). On the other hand, it has cases that are
somewhat similar to (7a,b), cf. Rizzi (1986, p. 542).

In the standard theory, the missing argument is in a governed position
in (7) and would therefore presumably be analyzed as pro (as pointed out
to me by Tarald Taraldsen). Be that as it may, (6) and (3a), at least,
seem to be clear violations of Manzini’s (4). This suggests the generaliza-
tion in (8), instead of (4)-(5):

(8)a. Nonreferential PRO may be free
b. Referential PRO must be bound

Obviously, we have an account for (8b) if PRO has no inherent phi-features
of its own, i.e. must inherit the theta phi-features of an antecedent if it
is to have reference. As for nonreferential PRO, on the other hand, we
may assume that it gets dummy phi-features in the interpretive components,
PF and LF, in the same manner as nonreferential pro, cf. 5.4.

Referential PRO, then, is just like referential pro in that it never has
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any inherent phi-features of its own (referential subject pro being assigned
phi-features by an interpretive procedure, and, perhaps sometimes to some
extent, coindexing with Agr, as discussed in 5.4). This is what we expect
if both are simply nonlexical argument positions in S-structure. As already
stated, however, I shall keep on using the standard notations ’pro’ and
'PRO’ for ease of reference.

5.5.2 The Case of PRO

As mentioned in 5.4, Chomsky (1986a, p. 94 ff.) explores the possiblity
that Case-marking is a necessary condition on theta-visibility (the ’visibility
condition’). This is of course rather problematic for PRO, the standard
assumption being that PRO must be Caseless. Therefore, Chomsky (1986a,
p. 104) assumes "that PRO has an inherent Case, noting, however, that
this suggestion conceals a problem rather than solving it." In this subsec-
tion, I shall demonstrate that Icelandic PRO, like Icelandic pro, bears
syntactic Case (structural or lexical, like overt NPs in the language).
There are two quite clear kinds of evidence for this. First, Icelandic PRO
occurs in some positions that are unambiguously Case positions. Second,
Icelandic control infinitivals normally behave the same with respect to
phi-feature agreement as if they did contain an overt subject. I shall
illustrate some of these agreement facts in 5.5.2.1, turning to PRO in
unambiguous Case positions in 5.5.2.2.

5.5.2.1 PRO and long distance agreement

As we have seen, Icelandic (like many other morphological case languages)
has several types of long distance agreement, involving Case, number, and
gender. The first instance we saw of this (in 3.4.2.1) was Subject-Small
Clause Agreement, as in (1):

(1) bpeir féru til hennar [PRO fullir].
they went to her drunk
N.m.pl N.m.pl

Furthermore, Icelandic has Subject-Quantifier Agreement, as in (2), and
Subject-Predicate Agreement, as in (3):
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