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Transition Variables in the Markov-switching Model:
Some Small Sample Properties
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Abstract

This paper researches small-sample properties of the Markov-switching model
with time-varying transition probabilities. By mean of simulation, it is shown that
the likelihood ratio statistic is over-sized for sample sizes relevant in many empirical
applications. The number of regime switches occurring in the sample rather than
the total number of observations is central to the magnitude of the distortion, with
other factors such a persistence in transition equation variables and the precision
at which states are inferred being influential on size. In an application to possible
predictors of switches to recessions in U.S. data, it is shown that critical values for
the likelihood ratio statistic need to be adjusted far upwards to reflect true confi-
dence levels.
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Introduction

The Markov switching (MS) model of Hamilton (1989) remains a quite popular al-
ternative to linear models. It has been used jointly with the (G)ARCH-family of
models and has also been applied in the multivariate setting. Although the hypoth-
esis underpinning these applications is the existence of different states with differing
dynamics, few contributions in the literature focus on predicting states rather than
the dynamics. At a first glance, this seems paradoxical.

The process of predicting states is referred to a using time-varying transition
probabilities (TVP) in contrast to the constant transition probability (CTP) switch-
ing model. In econometrics, this perspective was first advocated by Diebold, Lee
and Weinbach (1994). Except for Filardo (1998), there have been - to our knowl-
edge - no direct studies of the statistical properties of the transition equation part of
the TVP model. Filardo (1998) shows a few relatively non-restrictive assumptions
that have to be fulfilled in order for maximum likelihood estimation of the MS-TVP
model to be consistent.

This paper attempts to make an addition to this picture. Specifically, we study
the small sample properties of the model. Since the model is non-linear in general
and the transition equations in particular, one could suspect small sample effects
to still exist in data with a relatively large number of observations. In the general
regression setting, the econometrician seeks a relationship between an observed de-
pendent variable on the left hand side, and the observed independent variables on
the right hand side. At the surface, this is also what happens in the MS model. But
the second part of the MS regression - that of the probabilities governing the states
- differs from the general setting. The realizations of the states is only observed
indirectly, so that the left hand side of the transition equation is inferred from the
parameters of the model itself.

Our simulations suggest that the extra non-linearity has quite negative effects
for standard asymptotics even in what can be considered quite large samples. We
focus on the properties of the likelihood ratio statistic, and conclude that these ap-
ply only for data with many regime switches in relation to the noisiness of the data.
In other cases, the standard x? test has a larger size than suggested by ordinary
asymptotics.

The distortion is large enough to have real impact in terms of model building. In
order to derive the non-distorted distributions of the statistics, we opt for a simula-
tion method where we generate a large number of likelihood ratio statistics based on
the empirical parameter estimates. The method is straightforward although com-
putationally demanding.

We illustrate the method by looking at variables suggested to predict U.S. re-
cessions. When applying the x? distribution we find 13 variables to significant at
the 5% level. The corresponding figure for the simulated distribution is 10. At the
1% level, the ratio is 8 to 1. These findings have a considerable effect for further
model building in a general-to-specific process.

In section 2, we introduce the general MS-TVP framework and the estimation



process. The short effective sample bias and the suggested solutions is discussed
in section 3, followed by the empirical application in section 4. The last section
concludes.

Model and Estimation Procedure

We base the discussion on a simple form of the Hamilton (1990) Markov regime
switching model. The baseline model with constant transition probabilities (CTP):

Ayt = lu’St + et (1)
where € ~ N (0,02) and S, is a state variable that follows a first order Markov chain
with transition probability matrix:

P= P11 P12 (2)
P21 P22

where, in turn, p;; denotes the probability to go from state i to state j. The
number of extensions made to this simple model, and the combinations thereof,
can be counted in the hundreds. Most of these seek to engineer to model in a way
as to have a better fit to the data, modifying the elements of equation 1, e.g. by
introducing exogenous variables, auto-regressive parameters and ARCH effects. A
smaller number of studies, e.g. Diebold, Lee and Weinbach (1994), have focused on
modeling the probability to switch to other regimes, as in equation 2, noting that
P by no means have to be constant. In the general 2 state case:

1 _ 1
rum=] 2,

where g, h — [0,1].! This will be referred to the time-varying transition probability
(TVP) model, as opposed to the CTP model. The functional form of f, g is usually
chosen to be of probit or logit type. We will assume the logistic functional form for
both h, g such that:

he) = 9(0) = T (W

In order to estimate the Markov regime switching model we follow Hamilton
(1994) and iterate on the following equations:

Eje—1 O My

e = v (ft\t—l © "7t)

()

and
§t|t—1 = Pt—l(Zt—l)/ ) ft—1|t—1 (6)

IExtending the number of states to N is straightforward in theory, but harder in practice since the
number of coefficients grows exponentially.



where 7, is a (NxT') matrix of each N states conditional density based on the
parameter vector § and £ is a NxT' matrix of inferred probabilities for each of NV
states to have occured. For the 2 state case:

, *(ytféq)g *(ytféiz)Q
N = 1l o 207 . 1 o 29 (7)

2mo ’ 2mo2

The log likelihood to be maximized is given by:

T
L(0) =Y log1 (€1 @ n,) (8)

t=1

We note from the above that &, ; is the vector of inferred probabilities given
time t—1 information that the process will be in state ¢ at time t. Another measure of
our inference on the state at time ¢ can be useful; namely the smoothed probabilities
that assign probabilities of each regime using full sample information T'. They are
given by the algorithm developed by Kim (1994):

Sy =&t © {[Pt]/ {ft+1\T - §t+1|t}} 9)

which is iterated from time T'— 1,7 — 2, ..., 1.

Short effective sample bias

As shown by Dacco and Satchell (1999), one condition for the Markov switching
model to be efficient in terms of forecasting is considerable persistence in regimes.
This is also seen in much of the empirical papers where the elements along the
principal diagonal of P generally exceed 0.5 (see e.g Hamilton 1989, Gray 1996,
Ang and Bekaert 2002) in the constant transition probability model. This implies
that we observe relatively few regime switches in the data compared to the total
number of observations.

For the transition equation parameters of TVP model, the dependent variable is
in principle the number of regime switches - i.e. the number of transitions - rather
than the total number of observations. Too see this, we assume that &, and &,
are exogenously given and manipulate (6) to get

Pt(zt)/ = §t+1|tf{£\t [§t|t§{t|t}71 (10)

For most of the time, if we have persistent Markov processes the distance between
&1 and &y will be small. If we let both of these matrices — [1 0] (N = 2), we see
that the right hand side of (10) converges to the identity matrix. The same happens
when &), and &, — [0 1]. When &), and &, instead goes towards the oppo-
site positions (eg. &1, — [1 0] and &, — [0 1])the right-hand side has Os in its
principal diagonal and 1s in the off diagonal elements. The latter opposite direction
case happens when regime switches occur. Hence, we can see that all the variation
in the right-hand side of (10) comes from the time periods where we observe regime



switches.

For purposes of the TVP parameters whose values essentially are found by ob-
serving the variation in the right-hand side of (10), one could have suspicion that
the number of regime switches rather than the total sample size is the effective sam-
ple size. Once this line of thought is established, the questions about small sample
properties of standard tests must also be raised.

To study whether this effect is actually in the data, we have simulated a large
number of time-series with Markov switching dynamics with parameters p, = —0.5,
ty = —0.5, 0, =1, p;; = pyy = 0.95. We have then estimated a CTP model on the
each series and calculated the corresponding log likelihood value denoted ¢€. In the
second step, we estimated a TVP model such that Z; = [1 z,] and Z? = [1]. In
order to investigate how the persistence of the 2, process influence results, the first
order autoregression DGP was used:

R = ¢izt—1 + Uy (11)

where u;, ~ N (0,02), 02 = 1. We conducted the experiment over a range of

u
¢' € ® =[0,0.25,0.5,0.75,0.95] and for differing sample sizes of 100, 150, 250, 500,
750 and 1000. For brevity, we present the cases for ¢* € ® = [0,0.95] below. The
log likelihood value of the TVP model was computed and denoted ¢7. The likeli-
hood ratio statistic LR = 2(¢T — ¢¢) should then be distributed according to a x?
distribution with 1 degree of freedom. The actual results in terms of probability
values are plotted in figure 1.

The size of the LR test increases significantly for the lower range of effective sam-
ple sizes as the variance is increased. For data with only one switch to the studied
regime, the acceptance frequency is 25.7%/32.2% for the non-persistent /persistent
case. With 10 switches to the investigated regime, we still find 8.7%/11.2% of the
statistics exceeding the standard x3 5% critical value. We require almost 30 switches
before the size of the test is close to its nominal level.

To illustrate the differences in the empirical distributions vis-a-vis the theoreti-
cal one, we calculated probability density functions for the simulated statistics using
an Epanechikov kernel estimator. The plots of these density functions compared to
a x? can be seen in figure 1, panel (b). The solid line marks the pdf of the statistics
based on 3 effective observations. It has markedly fatter tails than the pdf for the
25 effective observation case (broken line) and the x3 distribution. The pdf of the
25 switch distribution definitely converges towards the theoretical distribution rel-
atively to the 3 observation case. A battery of test do however, for both the cases,
reject the null hypothesis of the empirical distribution being x?2.

To continue the investigation, it is useful to note that what essentially happens
when the estimates of the regressors in the TVP equation are calculated, is a re-
gression between the TVP independent variables and the inferred states. If we have
strong inference on what state occurs when, it should be easier to quantify the re-
lationship between the TVP variables and the unobserved states. If, however, the
inference is weak, it seems logical that the relationship would be harder to quantify.

Our inference will be dependent upon how noisy the data is, so it is useful to
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Figure 1: Case o, = 1, ¢ = 0 full lines and ¢ = 0.95 dotted lines. Panel (a): Percentage
of simulated statistics exceeding the 5% critical value for different effective sample sizes
proxied by the number of observed regime switches (horizontal axis). Panel (b): approxi-
mated probability density functions for the ¢ = 0 case, solid line for the case of 3 effective
observations, dotted line for 25 effective observations and the bold line indicates the pdf
of a x? distribution.



have a measure of the noisiness. The MS model is essentially a mixture of distri-
butions where the timing of the draws is governed by a Markov process. Stronger
inference on whether one draw belong to one distribution or the other will lead to
stronger inference regarding the governing process. The following measure will be
used to quantify the noisiness of data generated under a MS model:

Qmidzo.f)- {‘I)(M,U%) + [1_(I>(:U’27U%)] +0'5}_1 (12)

2

where 1y < o, and @ is the cumulative distribution function of the normal dis-

tribution. This measures the mass of the right-hand distribution to the left of the
mean of left-hand distribution added with the mass of the left-distribution to the
right of the right-hand distribution relative to the total mass. A richer measure
would include the effect of high or low transition probabilities on the noisiness, but
we leave that for future work. For now, the noisiness measures are conditional on a
given set of transition parameters.

A similar measure is based on making confidence intervals for a given significance
level a and measuring the magnitude of the intersection of the probability distri-
bution functions inside the intervals. This answers the question ”Given the 1 — «
significance level, how often will we erroneously classify the generating distribution
of any given draw?”. The relevant statistic is then:

Q=0 {2 (i +0()01.03) +[1-2 (1, + O (1 - ) 03.07)] + O (@)}

(13)
where © is the probability distribution functions of the standard normal distribu-
tion.

For the data generated so far, the first measure Q™ of noisiness equals 75.9%
meaning that if we pick an observation which is either to left of the intercept of
the left-hand distribution or to the right of the right-hand distribution, we have
a 75.9% chance to classify it correctly. If we instead pick a draw that is within
the 95% left-hand mass of the left-hand distribution, we have a 54% chance to be
correct, and analogously for the right hand distribution since they are assumed to
be symmetrical with p; = —pg; 07 = 09.

To test whether a reduced noisiness has effect on the size distortion of the likeli-
hood ratio test, we conducted a similar Monte Carlo but with the variance parame-
ters set to o, = 0.25. In other words, we let the simulated data be less noisy with
Q™4 > 0.999 and Q%% = 0.979 as yardsticks. Thus our inference on the hidden
states is sharper. The results of this simulation is presented in figure 2.

We note that the size distortion is drastically reduced compared to the earlier
experiment. For effective sample sizes exceeding 10, the size seems to be close to its
nominal 5% level. For smaller samples it still is oversized. Again, we observe a con-
vergence of distributions towards the theoretical one as the effective sample size is
increased. In this case, we cannot reject the null of the empirical distribution being
a x7 distribution for either the 3 or the 25 sample size. The tendency is clear: as
the variance in the non-TVP part of the model decreases, the closer the properties
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Figure 2: Case o, = 0.25,¢ = 0 full lines and ¢ = 0.95 dotted lines. Panel (a): Percentage
of simulated statistics exceeding the 5% critical value for different effective sample sizes
proxied by the number of observed regime switches (horizontal axis). Panel (b): approxi-
mated probability density functions for the ¢ = 0 case, solid line for the case of 3 effective
observations, dotted line for 25 effective observations and the bold line indicates the pdf
of a x? distribution.
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Figure 3: Size distortions for differing levels of volatility in the TVP equation, 02 =

[0.5,1,2,3], depicted by the flat line, squares, crosses and plus signs in the same order.

of the likelihood ratio test are to the theoretical ones.

A relevant question is whether the size distortion in the persistent cases are
related to the persistence itself, or the increased variance. The variance of an au-
toregressive process such as (11) has the following well known property:

2
2 Oy

To determine if the persistence has effect directly or through the indirect volatility
increase, we conduct a similar experiment but allow o2 to vary between [0.5, 1,2, 3].

g

From figure 3, we conclude that changing the variance o2 does not systematically
influence the size of the LR test. Consequently, the sole factor explaining the dif-
ferences in the size of the tests should be the persistence of the process.

For empirical purposes, these findings are discomforting. One can suspect that
the problem is exacerbated by the introduction additional variables in the transition
equation. If so, once runs a very large risk of introducing spurious inference about
the suggested transition variables and the true transition process. Inference on
possible explanatory variables for the transition probabilities may well come from
overfitting rather than a true causality. In the end, this would also be reflected in
non-sensible point estimates and poor out-of-sample forecasting properties. Since



the MS model generally is less than trivial to estimate, a too large number of
variables in a general-to-specific methodology comes with considerable estimation
difficulties.

As shown above, short effective samples for many cases distorts the size of the
likelihood ratio statistic. Moreover, the magnitude of this distortion seems to be
dependent both upon the dependent variable in question, as well as the regressor
2 Therefore, it is prohibitively burdensome to
produce tables of relevant critical values to correct for the bias.

variable in the transition equation.

Instead, we propose a generic parametric bootstrap method to produce the dis-
tribution under the data-specific conditions:
1. Estimate the set of empirical parameter values for the CTP and TVP models,
collected in the vectors 6°TF and §7VF. Compute the log likelihood values /€ and
(T and compute the empirical likelihood ratio LRFMP = 2 (¢T — ﬁc). Calculate
the effective sample size proxy by computing the sum of absolute first differences of
the series of smoothed state probabilities.
2. Estimate the persistence of the transition variable as the AR(1) coefficient in
equation (11), denoted ¢EMF
3a. Generate a new series of observations based on é, with the same effective sample
size as the empirical series. Generate the transition variable as an AR(1) process
with persistence coefficient ¢EEMP . Estimate the CTP and TVP models on the
simulated data, and compute the corresponding likelihood ratio statistic, denoted
LRAM,
or
3b. Generate a new series of observations based on é, with the same effective sample
size as the empirical series. Generate TVP regressor series by simulating a set of AR
processes with a grid over values of ¢. Estimate the CTP and TVP models on the
simulated data, and compute the corresponding likelihood ratio statistic, denoted .
4. Perform M repetitions of step 3.
5. Calculate the p-value of the empirical likelihood ratio test as the number of
LRIM LR%M that exceed LR¥M? divided by the total number of simulations.
When the number of TVP variables to test is small, one may consider using
step 3a., whereas when a larger number of variables should be tested, step 3b. is
to prefer. In the latter case, one compares the empirical likelihood ratios with the
corresponding « percentiles in the grid; preferably with the one closest above the
empirical persistence level to avoid Type I errors.

Earlier we noted that the effective sample size, that is, the number of switches
to the regime under study, has a a large effect on the size distortion. Since the
Markov chain is generally assumed to be hidden, this number has to be estimated

2The size of the test is also decreasing in the total sample size given a specific effective sample size.
This is related to the noisiness of the data; more switches in a given sample size yields noisier data.
Hence, we do not probe further into this issue. Details on this is available upon request.
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Figure 4: Smoothed switches estimator of true number of regime switches. Panel (a)
depicts the o, = 1 case, panel (b) the o, = 0.25 case. Solid line indicates the 45 degree
line, crosses the median of the estimates &, broken line the root mean squared error of &
vis-a-vis the real number of switches.

from the data. The question is whether the smoothed probability estimate of the
number of regime switches is a good one. As a byproduct of earlier simulations, we
have calculated a measure of the number of regime switches as

=y

t=1

. (14)
0 otherwise

{ Lif &g 205 and & )5 <05

We see that for the less noisy case, the estimate of the actual number of switches
works quite well. For the noisier data, performance deteriorates markedly and can-
not be considered particularly reliable. Our suggestion in this case is to use visual
inspection of the data and the smoothed probabilities to determine the effective
number of switches, and to use a conservative (low) estimate. Experience also sug-
gests that as noisiness increases, tests are less inclined to reject a null test of no MS
dynamics, so that at some level of noisiness the above analysis is rendered irrelevant
since no evidence of MS dynamics is found at all.

11



Empirical Application

Now we will illustrate this testing procedure with an empirical example. Data have
been obtained from the Fconomagic data base and the National Bureau of Economic
Research (NBER).? Similarily to Hamilton (1989) and subsequently Filardo and
Gordon (1998), we analyze quarterly GDP figures over the sample 1964:1-2004:1V.
We consider a simple model of Markov switching with the level equation following

Ayt = /~‘St + eRt,t (15)

where €g, , ~ N (0, 0%). S; and R; are two possibly different Markov processes.
The first step is to validate that we have regime switching at all, which is tested by
comparing a model where R, = S; with the simple single-regime benchmark process

Ay, = p+ € (16)

As pointed out in earlier literature (e.g. Hansen (1992)), testing this is a non-
standard statistical problem. Under the null of (16), the transition matrix parame-
ters in the alternative are not identified, and standard statistical procedures are no
longer applicable. The likelihood ratio statistic does consequently no longer have
its ordinary y? distribution. Cheung and Erlandsson (2004) propose a testing pro-
cedure based on simulation to obtain the empirical distribution of the statistic both
under the null and the alternative. Holding model (16) as the null, and (15) with
R, = S, as the alternative, we reject the null with a p-value of 0.004. When revers-
ing the null and the alternative, we are unable to reject the null based on a p-value
of 0.574. Hence, we conclude that there are Markov switching dynamics with at
least 2 states in the data.

A correct classification of states is essential to the empirical results in this model
so we continue to test the null of model (15) with R_. =S, 7 ={1,2,...,T - 1,T}
to the alternative of R, # S.. This is a test of a 2 state model vis-a-vis a restricted
4 state model, where we again obtain the empirical distribution of the likelihood
ratio statistic via simulation. We reject the null of R = ST with a p-value of 0.008,
and are unable to reject the null of R # S_ with a p-value exceeding 0.99. These
findings lead us to proceed with model (15) in its unconstrained form.

The resulting model replicates the NBER recession dates almost exactly in terms
of the S, state process. The volatility process R, seems to indicate a much more
volatile behavior of real GDP up till the mid-eighties. After that, the movements
have been much smaller. We find neither any significant auto-correlation in the
(standardized) residuals, nor ARCH effects.

The final objective is to evaluate the usefulness of a number of exogenously sug-
gested predictors of the business cycle on the data. These indicators are given as
"business cycle indicators” in the Economagic data base, and are presented in table
2. In terms of policy, it seems most reasonable to focus on predicting recession.
Hence, we let the transition probability from the p > 0 (denoted S, = 1) state to

3

WWW.economagic.com
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Figure 5: NBER dates (black) and smoothed probabilities of the contractionary state
(grey) using the constant transition probability model. U.S. real GDP is plotted with
dots (normalized to 0 in 1965Q4).

the p < 0 (S, = 2) state be time varying. In terms of the transition probability
matrix: . .
P, (Z,) = 9(Zf) 1-g(Z) (17)
P21 P22
where Z, is the set of predictor variables to be evaluated.

One advantage of analyzing this data is the fact that the number of regime
switches is exogenously given by the NBER dating. But one should also note that
the model itself actually replicates the same number of regime switches to the reces-
sion states, which is 6. The variance of the two states is 0.4778 for the low volatility
states and 1.0645 for the high volatility state. Conditioning on the low volatility
state, noise-measures are Q™% = 996 and Q%% = .838, and for the high volatility
state Q™4 = 832 and Q"% = .564. For the latter state, we cannot expect the
smoothed estimator of the number of regime switches to be particularly precise,
and should complement it with a qualitative analysis. From figure 5, we can infer
that the estimate of 6 switches to the recessionary state of the economy - as indi-
cated by our estimate - seems to be correct. Given the earlier simulation exercises,
we can suspect the size of the likelihood ratio test to be distorted in this setting.
Hence, we conduct the bootstrap procedure proposed above to obtain non-distorted
distributions of the likelihood ration test. The 5% critical values for different levels
of persistence are presented in column 2 of table 1. In the third column, the num-
bers presented are the counterpart x? probability values based on the empirical 5%
critical values. Rather than being their nominal 5%, they are between 1.1% and
1.7%.

13



¢ 5% Crit. Val. (x%)71(5%)

0 5.743 0.017
0.2 5.709 0.017
0.4 5.783 0.016
0.6 5.864 0.015
0.7 6.142 0.013
0.8 6.148 0.013
0.9 6.178 0.013

0.925 6.405 0.011
0.95 6.331 0.012
0.975 6.336 0.012

Table 1: Critical values and corresponding x? probability values for different ¢.

In table 2, we present the probability values for each of the suggested indi-
cator both in terms of the x? distribution and calculated based on the simulated
probability density function. We note that 13 variables are significant using the x?
distribution and the 5% significance level, whereas only 10 are using the empirical
likelihood ratio distributions. At the 1% significance level, the problem is exacer-
bated, only 1 variable is found significant with the empirical test in contrast to 8
using the standard statistic. The figure is 14/14 at the 10% level. It seems that
for purposes of further investigating the inter-relationships between these variables,
deriving the empirical distribution for the tests has marked effects at the lower tra-
ditional significance levels.

Conclusion

In this paper, the properties of the likelihood ratio test on the variables in the tran-
sition equation of the Markov switching model are investigated. It is argued that
the non-linear features of the model itself, and the regression of a set of variables
on an unobserved dependent variable may give arise to small sample effects even in
relatively large sample. This is shown to be the case via a number of simulation
exercises. In practice, we tend to reject the null of no significance of TVP variables
too often using the widely applied likelihood ratio test.

To what degree the test is oversized is shown to depend upon the noisiness of
the MS process, the number of regime switches in the data, and the persistence
of the TVP regressor in question. The magnitude of the size distortion is quite
large in the not too unrealistic cases we study. We propose a simulation procedure
to generate empirical distributions of the likelihood ratio statistic and in that way
obtain statistics with their actual size equalling the nominal.

In an empirical setting, we study the U.S. business cycle based on quarterly
real GDP. Our model captures the NBER business recession dates quite well. Cal-

14



ibrating our simulation procedure the model, we show that the probability for an
orthogonal TVP regressor to be significant at the 5% level using the standard 3
distribution lies around 10.5%-13.5%, so the small sample problem indeed exists
even if the data exceeds 150 observations. When the empirical distributions are
applied to a set of business cycle indicators, we see that at the 5% level, 10 rather
than 13 variables are deemed significant. At the 1% level, the corresponding figures
are 1 vis-a-vis 8 variables significant. For further modeling purposes, this should
have considerable implications.
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Indicator

Frequency

Index number

Emp. p x%p

Total private: Indexes of Aggregate Weekly Hours, SA
Average Weekly Hours; Private Nonagricultural Establishments; SA
Total Borrowings at Federal Reserve Banks; Billions of Dollars; NSA
Change in Business Inventories; SAAR Billions of Dollars
Corporate Profits After Tax with IVA and CCAdj; Billions; SAAR
Consumer Price Index All Urban Consumers: Total; 1982-84=100; SA
Consumer Price Index All Urban Consumers: Less Food and Energy; 1982-84=100, SA
Employment Ratio; Civilian Employment/Civilian Non. Inst. Pop.; Percent SA
Gross Savings; Billions of Dollars SAAR
Index of Help Wanted Advertising; in Newspapers; 1987=100; SA
Total Industrial Production Index; 1992=100 SA
M2 Money Stock; Billions of Dollars; SA
Bank Prime Loan Rate
Nonfarm Business Sector: Output Per Hour of All Persons; SA; 1992=100
Private Business Sector: Output Per Hour of All Persons; SA, 1992=100
Payroll Employment; of Wage and Salary Workers; Thousands; SA
Personal Consumption Expenditures; Billions of Dollars SAAR
Personal Income; Billions of Dollars SAAR
PPI - Capital Equipment; 1982=100 SA
PPI - Crude Materials for Further Processing; 1982=100 SA
PPI - Finished Consumer Foods; 1982=100 SA
PPI - Finished Goods; 1982=100 SA
PPI - Intermediate Materials; 1982=100 SA
Personal Saving; Billions of Dollars SAAR
Civilian Unemployed for 15 Weeks and Over; Thousands; SA
Manufacturing Sector: Unit Labor Cost; SA, 1992=100
Nonfarm Business Sector: Unit Labor Cost; SA; 1992=100
Consumer Sentiment; University of Michigan; 1966Q1=100; NSA
Unemployment Level; All Civilian Workers; Thousands; SA
Capacity Utilization: Manufacturing (SIC); SA
Industrial Production Index: Consumer goods; 1997=100; SA

EEO0O0LOELEEEZEEZEOLOEZEEZELOEZOOOEEE

30
31

730
244
.540
435
.589
.017
.030
613
491
.036
.081
.568
.030
325
535
387
761
532
.086
.043
.186
.021
.022
.090
.696
.003
.014
.056
392
.380
.026

Table 2: Evaluated predictors of the transition probability to the contraction state.

.663
170
488
.339
.540
.003
.006
518
436
.010
.032
485
.008
253
482
284
741
482
.029
.014
114
.005
.004
.039
.653
.000
.003
.019
312
.261
.006



