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Preface

This volume is the proceedings of the IUSSP (Inteonali Union for the Scientific
Study of Population) seminar on “Demographic Responses to Sad@aomic and
Environmental Change.” The seminar took place in Kashiw&haCldapan, May 21-
23, 2009. The fourteen papers presented at the seminar aidethah this volume.
The seminar was followed by a public symposium “Lessan® the Past: Climate,
Disease, and Famine” in which five participants of the sampresented and
discussed issues related to the seminar to an audienicedh@ed 245 scholars,
students and members of the public. Two additional papersepied at the

symposium are also included in this volume.

The seminar was organized by the IUSSP Scientific PaneHistorical
Demography and hosted by Reitaku University. The seminarvescsupport from
Reitaku University and was held in cooperation with thent@e for Economic
Demography, Lund University and the Population Associatiofapan. The public
symposium was organized as part of a series of everdsminemorate the 50th
anniversary of Reitaku University.

The topic of the seminar was timely not only in the agadeense, but also in
a practical sense, with the simultaneous worldwidéreak of HIN1 flu. The local
organizer had to prepare for various scenarios accordingttadtisns given by the
prefectural education commission that changed almosy etber week. In early
May, Japan went to the highest alert level and requsadening of all airline
passengers from abroad upon arrival. Some travelers $edpeicbeing infected
were quarantined for more than a week. The prefecturahadoccommission even
announced that all schools in the six neighboring citiesld be shut down if even
one infectious case was found among students, teachanyame else connected to
the schools. In mid-May, after an infectious case fwamd domestically among
someone who had not been abroad and had not been expased\isitors from

abroad, the government drastically reduced the screeningdpireseat all airports.

This exemplified how people as well as government reaantoutbreak of a
disease, and therefore was an interesting and edudagperience. Luckily, no

participants were quarantined on their arrival and tharse and symposium were



held as originally planned. Since one of the topics i@l/é the symposium was the
Spanish Flu in 1918-20, the symposium attracted greateesntieom the public.

We are grateful to Reitaku University for hosting and spong the IUSSP
seminar, and for publishing this volume. We thank ProfessamQ Nakayama, the
president of Reitaku University, Mr. Mototaka Hiroike, theatub director of the
Hiroike Institute of Education, and many staff memberdReitaku University as
well as those at the Population and Family Historyjdetoat Reitaku for their
support. We also thank Ms. Tomomi Hasegawa for helpiny thi# copy-editing of
this volume.
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I ntroduction

The focus of the papers in this volume is the effeatshe demographic behavior of
individuals and families of various crises that threatemost people in the past and
many people even today. Such crises may be socialicpablior economic in origin,
stemming for example from financial shocks, harvesturfajl violent food price
fluctuations, regime change, or war. Alternatively tinegy be associated with natural
disasters, stemming from earthquakes, unusually hot or cokhets, and droughts.
Responses differ because while some changes were bethn@severe and therefore
almost impossible to prepare for, others were milder sgliént enough to plan for.

Analyses of variations of demographic outcomes have dibsifollowed two
paths. The first one takes a time series model approacalyzing causes of
demographic variation over a certain period of time.his approach linear or non-
linear responses to such external factors as real wageksprices, temperature, etc are
analyzed. The focus is thus on testmgpothesesbout determinants of demographic
outcomes. The other path takes an entirely differenagf, focussing on one or a few
demographic crises, and in this way takesea&ploratory approach (see Walter and
Schofield 1989 or Bengtsson and Reher 1998 for an overview).

The influence of various forms of economic and environmetminge on
demographic behavior is already well-documented in conteanpaaind historical
empirical studies that apply a time series approach.ekample, based on numerous
studies of aggregated data from preindustrial populationsknegs that economic
fluctuations, as reflected in short-term changes in fogxes, influenced demographic
behavior, particularly fertility, but also mortality édimigration (Galloway 1988; Lee
1981, 1990; for an overview see Bengtsson and Reher 1998). Corteynfuoancial
crises, economic uncertainty, climatic fluctuationsd aatural disasters all influence
social and demographic outcomes, though response patterrdivarse, varying by
time and place (Henry et al. 2004; Pértner 2008; Thomas amkénberg 2006). The
long term demographic effects of such crises, whethesrluat or modern, are in most
cases limited since various population mechanisms make upefanitial losses rather
quickly. Prominent exceptions included the Black Dewathich erupted repeatedly and
took centuries to overcome. However, even if mostesrihad only transitory effects,
these effects can be severe.



Response patterns that appear quite modest from a conmpafiaggregated data
may conceal great diversity within a society and amevesponse in a subset of the
population. For example, evidence suggests that even thiilsmagnitude of mortality
responses to economic conditions in different poparatappeared similar, underlying
patterns of responses by socioeconomic status, housatmlobsition, and individual
context were diverse. While some groups were not affec¢tall, athers suffered a lot
(Bengtsson, Campbell, Lee et al. 2004; Bengtsson and Z4if1).

The diversity of responses reflects the multiplicityy aptions available to
households and individuals. The precise configuration ofablaioptions depends not
only on economic structure and social and cultural sonbeit also on household and
individual factors. Some options are explicitly demograpimcjuding delaying or
foregoing marriage or childbearing. Some options werespetifically demographic,
but affected demographic outcomes indirectly. Reductionsnauwption, for example,
may increase mortality risks. Short-term migratiomldareduce fertility by increasing
spousal separation. Reduced savings, meanwhile, might imgleations years later,
by causing a delay in marriage, or reducing living standards duatingment.

Advances in data and methods allow for more detailed iesdion and
comparison of demographic responses to economic and envintaimgressure.
Application of combined event history and time series teples to longitudinal,
individual and household level data allows for differemmbf demographic responses
to changing economic conditions by individual socio-ecoitoand demographic
characteristics (Bengtsson 1993; see also Lee 1993), dsaweby household
characteristics (Bengtsson, Campbell, Lee et al. 2@ibh analyses show that patterns
of demographic responses by socio-economic status, hodisebatposition, and
individual characteristics to economic fluctuations wekerdie (Allen, Bengtsson, and
Dribe 2005; Bengtsson, Campbell, Lee et al. 2004; BengtszbrSaito 2000; Tsuya,
Wang, Alter, Lee et al 2010).

While this approach has been pursued most extensively foribé populations,
especially by participants in the Eurasia Project opufation and Family History
(Bengtsson, Campbell and Lee et al 2004; Tsuya, Wangr, Alee et al 2010), it is
amenable to application in a number of other recenthstcocted historical datasets
based on household registers, family reconstitutiongalegies, and other sources (e.g.



Engelen and Wolf 2005; Chuang et al. 2006), as well as contargpdatasets
generated by panel surveys and administrative registrsggiams.

One problem with the time series approach, whetherexppdi macro or micro
data, has been that it has not provided answers abouhevhgemographic crises
fundamentally differ from less pronounced demographic flactos: in terms of root
causes. While the time series model approach had bepteddar use for analyses of
extreme environmental situations by accounting for non4liedfacts, it has not been
used to study whether extreme demographic crises are ggndisgehct from typical
patterns of annual variation, or just “more of the sam

The papers in this volume used both the explorative andekmanatory
approaches in analyses of demographic variations during years&s. Many of the
studies applied new methods to novel historical and contempalatasets with
individual level information and thereby yielded new insigiito the processes by
which economic and environmental pressure translate indogels in demographic
behavior. Several studies dealt explicitly with the qoastwhether extreme
demographic crises are genuinely distinct from typicatepas of annual variation.
Taken together they dealt with a variety of criseextérnal origin across a wide range
of time—the seventeenth century to the presesd space-including Europe, Asia,
the United States and Africa. Studies looked at the estt@tmanges stemming from
natural as well as political and economic origins.s€xi included economic stress,
political turmoil, harvest failure, famine, disease bweék, earthquake, drought, and
climate change.

The first six papers examined demographic responses to suddeges in
preindustrial period. By combining life-event and time-setieshniques to analyze
individual and household level data, these studies explarddtail processes by which
economic and environmental pressure translate into chamgksnographic behavior.
Bengtsson and Brostrom (Chapter 1) analyzed mortatises in a rural area in
southern Sweden between 1766 and 1870 using a new approach tat firicether the
causality during years of mortality crises differs framher years. They found that it
differed in a number of ways, most notably with respectffects of food prices. While
high food prices almost always caused problems for therlgocial strata, crises years
were much different. Dribe, Olsson, and Svensson (€h&)tlooked at the impact of

Xi



regional economic fluctuations on demographic behavior boua400 parishes in the
province of Scania in southern Sweden. They demonstratdmanorial parishes
exhibited a much smaller response to economic fluctusatiman parishes dominated by
freeholders, and argued that the manors helped insure agakystvhich benefitted
inhabitants by smoothing their consumption.

Two papers on Italy took a similar approach but comparedpteutiemographic
responses-mortality, fertility, and nuptiality—by socioeconomic background in
different regions. Breschi, Fornasin, Gonano, Manfriecand Seghieri (Chapter 3)
examined demographic responses to both short-term econothiepidemic stress in a
Tuscan community 1819-1859 that had an economy largely basedamc®pping.
The demography of the poorest classes emerged as beingagpsamsitive to the
epidemiological environment and, to a lesser extent,t$@on economic crises.
Cholera, in particular, altered the entire demograpkgtesn of the poorest social
groups by increasing mortality at all ages as well as holdeout-migration, and
depressing fertility. Another paper by Breschi with co-atgh(Chapter 4) applied the
same approach to the region of Friuli in North-EasytContrasting two populations, a
mountain community and a parish of the plain, they dodhnat in the mountain
community, short-term economic stress affected mainfgtiality and fertility, while in
the plain, bad economic conditions influenced mortalfley suggested that the
complex interaction between social and economimfadhat existed in different areas
of Italy were the basis of the differences in dempfgi@responses.

In the Asian context, Tsuya and Kurosu (Chapter 5) e@x@mdemographic
responses of men and women in preindustrial rural Japarutime economic stress in
normal years and to the two greatest famines in tHg psrdern period, the Tenmei
famine in the 1780s and the Tenpo famine in the 1830s. Modeling dedt out-
migration as competing risks, they found men were mkedylto suffer death not only
in the periods of the great famines but also in thesyebitess serious local economic
downturns. But they were less likely to suffer deathtandave the village if they were
in a wealthy household. Women responded to economic singssvhen it was severe
and widespread, for example during the times of the twssiw@ famines. Campbell
and Lee (Chapter 6) also examined the demographic impatimatic fluctuations in
northeast China in 1749-1909, distinguishing three periods during wieck were
cool summers of unusual frequency or intensity: 1782-1789, 1813-181%33t-1841.

Xii



The results demonstrated that extended periods of adveethaer were associated with
dramatic fluctuations not just in mortality, but also iertifity. The nature of
demographic responses appears to have varied. They ddacassaxture of the
expected and unexpected patterns of responses revealed dpyrefsdion by gender,
age, socioeconomic status and other individual and fazhdyacteristics.

The next two papers discussed responses to external stfootbtical origin in
the twentieth century. Cai and Wang (Chapter 7) dealh wite demographic
consequences of the Great Leap Forward famine, focuminghe mechanisms of
fertility reduction. Their analysis revealed that, ttary to the popular periodization
that the famine was a three year ordeal (1959-1961), 195%e/asgle year that made
the most difference. Their results further reinforice view that the famine was caused
mostly if not entirely by political miscalculations camistakes of enormous historical
proportions, rather than only poor harvests in 1959 to 1961. tweer the socialist
system that was in place at the time of the fantihe effects of the famine varied by
socioeconomic status: Urban Chinese as well as indigdaglhigher occupational
status, such as professionals and officials, fared stemgly better than others.
Schoumaker, Vause, and Mangalu (Chapter 8), using recengpettive data and event
history models, demonstrated that international migratmhpolitical crises are closely
related in DR Congo. They argued that international riggrarom DR Congo since
the mid-1970s had been clearly influenced by political troublés @ a lesser extent,
by economic crises. Periods of political instability awdrs have contributed to
significantly higher risks of migration, especially tarBpe and North America, but also
to other places in Africa.

The next two papers discussed the influence of majorceekies in Taiwan. Liu
(Chapter 9) investigated measures of reconstruction after rhajor earthquakes
undertaken by both the government and nongovernmental grotpsiwio major
earthquakes, the 1935 Hsinchu-Taichung Earthquake and the 1999 Chjghi
Earthquake, were compared in terms of their demographicnespas indicated by the
crude death rate, in and out-migration rates, and widowhatas$. Lo (Chapter 10)
studied the impact of the 1999 earthquake on residents in uhgicand Nantou
Counties in Taiwan to see whether or not property danaaglethe loss of family
members had an effect on fertility, mortality, maggaand divorce. Other things being
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equal, those who experienced death of family members mere likely to have new
children and subject to a higher probability of death thasd who did not.

The impact of natural disasters on more widely definedodgaphic responses
including land use and care for the aged were examined meitéwo papers. Leonard,
Gutmann, Deane, and Sylvester (Chapter 11) examined charfpesuise of household
labor on farms experiencing drought by applying multi-leyelwth models to data
from over 25 townships in Kansas between 1875 and 1930. The letabos
relationship was unaffected by drought. However, drought did glewprocess of farm
building through cash cropping and farm expansion. HerrmBobjne, and Michel
(Chapter 12) focused on the aftermath of European heat dwaieg August 2003
which brought about 40,000 additional deaths. They assessedl@osisanges in
individual and family broad demographic behaviors after the Hi@8pean heat wave
regarding the oldest old, as well as public health and tragraolicies related to their
care.

Two papers examined the effectiveness of measures agasmitex in historical
Japanese populations. Murayama and Higashi (Chapter 13) exaimnedplications
of differences in measures taken against the spread afpsm by two neighboring
villages of the Southwestern tip of Japan in 18 and d&tkuries. The two villages
provide examples of successful and unsuccessful measurbsitt the impact of
smallpox. Comparison between the two villages suggestsighiating patients and
quarantining their household members was an effective Wéynibing the spread of
smallpox. Kawaguchi (Chapter 14) discussed the role of tredinction of vaccination
into villages in the outskirts of Tokyo around 1850 in reduiin childhood deaths
attributable to smallpox. By analyzing quantitative datanftemple death registers and
gualitative data from diaries and paintings, he demaestraow people responded to
smallpox before and after the introduction of vaccorati

The last two papers are from the open symposium thaséacon the Japanese
past. Saito (Chapter 15) set out a new, revised chroynolbi@mines from the eighth to
the nineteenth century and found that there was virtuallygarrelation between the
frequencies of famines and the alternating phases ohgoahd warming over the so-
called Medieval Warm Period and the Little Ice Age tfrdibwed. As a corollary, a
major reduction in the frequency occurred half a centurjieeahan the start of

Xiv



Tokugawa rule. Hayami (Chapter 16) re-estimated the numbeleath during the
Spanish Influenza in 1918-1920 in the home land of Japan as widl eslonies in
southern Sakhalin, Korea, and Taiwan at the time. ldpgzed a method to estimate
“excess deaths” due to influenza from the number of dégthsspiratory diseases. The
new estimates are much larger than earlier oneswia widely accepted. Moreover,
the impact was much larger in the colonies of Impelgdan than on the Japanese
mainland.

In conclusion, this seminar successfully integrated iplalt demographic
outcomes of diverse exogenous impacts across timepae,soffering novel insights
to demographic responses to economic and environmentas.cAseange of new
themes emerged from the papers: First, the demographic tsnphsudden changes
varied according to the type and extent of the exteshacks. The diversity of
responses reflected the multiplicity of options avadaiol households and individuals.
Second, individuals responded in different ways accordirtipeir age, gender, family
context, and socioeconomic status. Who was protectechgduriortality crisis or
economic stress very much depended on political, saulafaanilial organization of the
study population that experienced the shock. Third, howé#vere seems to be a nearly
universal tendency for higher socioeconomic status atdhseehold or individual level
to help insulate individuals from various risks. Forthdividual responses during
mortality crises such as famine and pandemic differedh fresponses to routine
economic fluctuations. Fifth, the demographic responseoranl the effectiveness of
political measures taken in response to urgent situationsally; the seminar also
generated ideas for new comparative studies of demograppacts, for example, of
extended periods of adverse weather and poor harvese inottthern hemisphere in
1780s when Laki volcano erupted in Iceland, disrupting weaithethe northern
hemisphere for several years.

The contemporary and practical implications of the pajpetise volume are clear.
While the long-term population impacts of most crisescdrite modest, the immediate
consequences are sometimes severe. Certain groupspté peandividuals, depending
on the social and familial context, are much moreexdble to sudden change and the
accompanying stress than others. Moreover, the effecteatural disasters and
epidemics, which appear to be beyond the control of hubwngs, are in fact
conditioned by policy measures and social context. Timealm consequences of natural
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disasters, climatic fluctuations, and epidemics, ih $kase, reflect interactions between
exogenous changes in conditions and sociopolitical contex
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Mortality Crises in Rural Southern Sweden 1766-1860

Tommy Bengtsson and Goran Brostrom

Abstract

In this paper mortality crises in a rural area in southern Sweden are analysed by using
a new approach. We start off with a combined life-event and time-series analysis
approach in which the influences of food prices, agricultural production and air
temperature on mortality by age, sex and socio-economic status is analyzed, much in
line with our previous work. Special attention is given to years when food prices
were particularly high, production particularly low and climate particularly
unfavourable. We then identify years with mortality crises defined as two succeeding
years with at least 25 percent more deaths than normal (often much more). This takes
place five times between 1766 and 1860, which is the period we analyse. We analyse
whether the causal factors for these crises differ from other years of excess mortality,
or if it is just a matter of “more of the same”. The data for five rural parishes in
southern Sweden analyzed comes from the Scanian Demographic Database. Food
prices are local, temperature data stems from a nearby town, and production refers to
Scania, the southernmost county of Sweden where all five parishes are located. We
find that the mortality crises differ from other years with respect to its causal
mechanisms, in particular with respect to effects of food prices.

Introduction

Analyses of excess mortality basically follow two traditions: studies of mortality crises
and studies of annual variation in mortality (for a comprehensive overview, see Walter
and Schofield 1989; see also Bengtsson 2004a). While the mortality crises approach
samples on the outcome variable, mortality studies of mortality variation sample on
causal factors. While the former approach pays focus to one specific crisis, or a few
cases of such, the latter covers a rather long time period with fluctuations in for example
food prices, temperature, and so on.

Numerous studies, based on annual aggregated data from preindustrial
populations, show that fluctuations in food prices affect demographic outcomes,
particularly fertility, but also mortality and migration (Bengtsson 1993a; Galloway
1988; Lee 1981). The results refer not only to preindustrial Europe but also to other
parts of the world, as well as for later periods (Lee 1990; for an overview, see
Bengtsson and Reher 1998). Most of these studies are based on total number of events
for the entire population of a certain area, often a country. From an analysis of age-
specific mortality for Sweden, we know, however, that it was in particular children in
ages five years and above and adults that were vulnerable to short-term economic stress
(Bengtsson and Ohlsson 1985, 317). The mortality among infants seems to follow its
own rhythm (Bengtsson and Ohlsson 1985, 317; Utterstrom 1957). Not only
fluctuations in food prices influence demographic events; cold winters and warm
summers affect demographic outcomes too (Lee 1981; Richards 1984; Tromp 1963).
Most studies are based on estimations of distributed lag models with up to five years



delay (for other methods, see Bengtsson and Brostrom 1997). Special attention has,
however, been taken to the demographic response to extraordinary situations by
analyzing thresholds and runs (for example, see Lee 1981). Response patterns of
aggregated data may, however, conceal great intra-societal diversity in patterns of
demographic responses, not only regarding age, as demonstrated by Bengtsson and
Ohlsson (1985), but also with respect to other factors, such as socio-economic status
and sex.

Advances in data and methods allow for more detailed examination and
comparison of demographic responses to economic and environmental pressure.
Application of combined event-history and time-series techniques to longitudinal,
individual- and household-level data allow for identifying demographic responses to
changing economic conditions by individual socio-economic and demographic
characteristics (Bengtsson 1993b) as well as by household characteristics (Bengtsson,
Campbell, Lee et al. 2004). Such analyses show that patterns of demographic responses
by socio-economic status, household composition, and individual characteristics to
economic fluctuations were diverse (Allen, Bengtsson, and Dribe 2005; Bengtsson,
Campbell, Lee et al. 2004; Bengtsson and Saito 2000). This approach also allows for
analyses of extreme environmental situations by investigating thresholds (Bengtsson
2000). Still, it has not previously been used to study whether mortality crises are
particular in terms of their causes or just “more of the same”.

The new approach differs from previous developments of combined time-series
and life-event techniques in that we pay special attention to the outcome variable, that
is, mortality, by pre-defining years of mortality crises. One might then argue that we
are creating bias by violating the principle of non-selection on the outcome variable.
That is, however, not the case as we are not analysing just the years of mortality crises,
but all years.

The first step is then to identify years of mortality crises. Various methods have
been suggested (for example, see Dupaquier 1989). Here we have simply selected pairs
of succeeding years in which the number of deaths was at least 25 percent above the
average in the years following a previous crises, and most often much more. This occurs
five times in the period 1766 to 1860 in the five rural parishes in Scania included in this
study, as shown in Figure 1, namely in 1772/3, 1785/6, 1831/2, 1846/7, and 1852/3. In
detecting the first crises we used data back to 1750. The main questions are whether
these mortality crises are an outcome of particularly high food prices or of other factors,
such as famines and extreme weather situations. To what extent did children and adults,
or both the landed and the landless groups suffer from elevated mortality? Do these
years fundamentally differ from other years of high mortality or is it a matter of “more
of the same”?
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Figure 1. Total number of deaths by year in five parishes, 1766-1860.
Note: Circled years are pairs of successive years having very high mortality.

Data and Context

Longitudinal demographic data on individuals and household socio-economic data have
been combined with community data on food prices, agricultural production and
temperature. The individual-level data comes from the Scanian Demographic Database,
which covers nine rural parishes and one town situated in Scania in the southernmost
part of Sweden. Five of the rural parishes are included in this study: Hog, Kévlinge,
Halmstad, Sirekdpinge, and Kagerdd. The material for two of the parishes dates back to
1646 and for the others to the 1680s. While the publicly available records end in 1895,
we end in 1860 when industrial activities evolved in this part of the country. Our
interest in socio-economic position further limits our dataset since the data for the 18th
century shows some gaps, which is why we choose 1766 as the starting year.

The parish register material is of high quality and shows no gaps for births,
deaths, or marriages. Migration records are less plentiful, but a continuous series exists
from the latter part of the eighteenth century. Information concerning farm size and
property rights, in addition to various kinds of information from poll-tax records, land
registers, and household examination records, are linked to family reconstitutions based
on the parish records of marriages, births, and deaths. Taken together, we have very rich
information on the household size and structure as well as socio-economic conditions.
In addition, we have good information on food prices, production, and temperature.
Data on food prices is available for the local area and refers to the fall. We are using the
price of rye, since this was the most common grain in this part of the country. Data on
temperature comes from Lund, apart from 1821 to 1833, for which we have used data
for Copenhagen instead. Finally, the data on agricultural production stems from an
investigation of agricultural output from a number of farms in different parts of Scania,
with concentration on the southern and western parts (Olsson and Svensson 2008).



The sampled parishes are compact in their geographical location, showing the
variations that could occur in peasant society with regard to size, topography, and
socioeconomic conditions, and they offer good source material. Life expectancy at birth
follows the same development as the entire country, but is about one year higher
(Bengtsson and Dribe 1997; Bengtsson 2004b). The entire area was open farmland,
except for northern Halmstad and parts of Kagerdd, which were more wooded.
Halmstad, Sirekdpinge, and Kagerod were predominantly noble parishes, while freehold
and crown land dominated in K&vlinge and Hog. The parishes each had between 400
and 1,700 inhabitants in the latter half of the nineteenth century. The agricultural sector
in Sweden, and Scania, became increasingly commercialized during the early nineteenth
century. New crops and techniques were introduced. Enclosure reforms and other
reforms in the agricultural sector influenced population growth, particularly in
Sirekdpinge, which experienced fast population growth. In Kévlinge, the establishment
of several factories and railroad communications led to rapid expansion from the 1870s
onwards.

Land was the most important source of wealth in these societies. The social
structure of the agricultural sector is often difficult to analyze since differences in
wealth between various categories of farmers and occupations are unclear and subject to
change with the passage of time. Data from land registers on different types of tenure
must be combined with information from poll-tax records concerning farm size in order
to arrive at a better understanding of each household’s access to land. We differentiate
between two social groups: those with land enough to feed a family and those who
needed to work for someone else to be able to support a family. The dividing line is set
to 1/16 mantal based on well-founded arguments from numerous studies in this field of
research, stating that peasants with smaller farms were not self-supporting (for an
overview, see Bengtsson 2004b; Bengtsson and Dribe 2005).

We also take into account whether the parish of residence is the same as the
parish of birth. If not, it means that a person has in-migrated into the parish, probably
having smaller networks in terms of, for example, kin, neighbours, and so on.

The nineteenth century was also a period of considerable social change in the
countryside. It has been described as a period of proletarization and pauperization. The
share of landless increased (Carlsson 1968). Downward mobility was significant since
many children of farmers were unable to obtain a farm themselves. This was true both
for Sweden in general and for the area we study (Lundh 1998). Not only did the share of
the lower strata increase but their economic situation worsened as well. They became,
for example, more vulnerable to short-term economic stress than before, as shown by
their mortality and fertility responses to food prices (Bengtsson 2000, 2004b; Bengtsson
and Dribe 2005). What actions were then taken to reduce the negative impact of high
food prices?

The Swedish poor relief system involved the state, the county administration, the
local community and church, the employer and the family (Skoglund 1992; Amark
1915). As stated by laws from the 1760s, local communities were obliged to take care of
very poor people that were permanently sick or handicapped, or elderly without
relatives or former employers to take care of them. On average, only a small fraction
(2.1 percent), of the population received parish relief as shown by a public investigation
in 1829 (Skoglund 1992); the figure for Malmohus County, in which the five parishes in



this study are located, was even lower (1.4 percent).

The Swedish poor relief system in the beginning of the nineteenth century was
obviously not designed to take care of large groups of people in temporary need during
years of high food prices. Furthermore, the granary system, which was abolished in
1823, was intended to provide loans to producers, not consumers (Olofsson 1996, 26).
Social tensions grew and efforts were made by the state to create work in years of bad
harvests. Finally, a new poor law system was introduced in 1847 (Skoglund 1992;
Banggaard 2002) after which individuals and families could receive some temporary
assistance. Before that time, while the poor temporarily might be granted a tax
exemption, they were not given any direct support (for more details on the area we
study, see Banggaard 2002; Bengtsson 2004b).

Thus families in the area we study had to rely on themselves when conditions
deteriorated. While farmers with land were able to get loans, the situation for the
landless was worse. Migration was not really an option to them, since conditions were
similar throughout this part of the country (Dribe 2000). Instead they tried to avoid
pregnancies (Bengtsson and Dribe 2006).

Famines, Weather, and Mortality Crises

Scania has been known as the granary of Sweden ever since the province was acquired
from Denmark in 1658. Food prices often peaked, as shown in Figure 2, sometimes due
to bad harvests in other parts of Sweden, like in 1797, sometimes due to demand from
abroad, and sometimes due to bad local harvests. From the harvest evaluations, which
are based on official inspections of the fields prior to the harvests, we know that Scania
experienced famines in 1771 and 1783 with dramatically increasing prices as a
consequence (Weibull 1923, 115).
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Figure 2. Yearly local food prices, 1766-1860 (logged, detrended prices of rye).
Note: Circled years are pairs of successive years having very high mortality.



While the harvests in the part of Scania we analyze here were below average in
1811, 1826, 1837, 1841, 1842, and 1853, these years should not be defined as weak
years, even less as years of crisis (Sommarin 1917, Vol 1, 208-11). Thus the last famine
in our area was in 1783. This makes the situation quite different from the rest of Sweden
where four famines during the course of the nineteenth century occurred, namely in
1812, 1816, 1826, and 1841 (Sommarin 1917, Vol 1, 208-11).

The picture drawn from the harvest evaluations is quite consistent with new
estimates of grain production, shown in Figure 3. The new estimates are based on a
sample of farms throughout Scania and show that production increased from around
1790 and onward; even the worst years of the nineteenth century were well above good
years of the eighteenth century (Olsson and Svensson 2008). This, however, does not
mean that food production was stable. On the contrary, it varied a lot, which is evident
from Figure 3. The fact that food prices did not only respond to local supply and
demand means that the correlation with production is rather weak (the correlation
coefficient of detrended series is 0.6).
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Figure 3. Production by year in Scania, 1766-1860 (logged and detrended).
Note: Circled years are pairs of successive years having very high mortality.

Information on temperature stems from daily observations in the city of Lund
located 10-25 kilometres from the five parishes we analyze, with the exception of the
years 1821-1833, for which we use data for Copenhagen. Winters are on average mild
and summers not very hot, as shown in Figure 4. Still, the winters of 1785, 1789, 1799,
1800, 1809, and 1845, were very cold with monthly averages of 5 degrees centigrade
below zero, occasionally 10 degrees below zero. Cold winters were not only hard for
humans as people risked running out of stored firewood, but also for the cattle. In hard
winters, as food became more and more scarce, the farmers were left with no other
option than to feed them on grain, forcing poor people to bake barkbrod (bark bread) as
was the case in 1727 (Weibull 1923, 115).
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Figure 4. Monthly averages in temperature (centigrade) in Lund, 1766-1860.
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Figure 5. Monthly averages in temperature (centigrade) in Lund, 1766-1860.

Note: From top to bottom: summer (July and August), spring (solid line, April, May, and June), fall
(dashed line, September, October, and November), and winter (January, February, March, and
December previous year). Circled years are pairs of successive years having very high mortality.

Turning to the mortality crises—the years of 1772/3, 1785/6, 1831/2, 1846/7, and
1852/3—what are their characteristics in terms of age-specific mortality, patterns of
causes of death, famines, food prices, temperatures, tax exemption, and so on? While
the infant mortality during the five crises was only 23 percent above the average, the
mortality in ages 1-15 year was 73 percent, in ages 25-55 years 78 percent and in ages
55+ years 99 percent above the average. It shows, again, that infant mortality followed
its own rhythm. Years of high infant mortality were instead years of whooping cough



and, in particular, smallpox mortality (Bengtsson and Lindstréom 2003). Although some
overlap with mortality in other are-groups did occur, like in 1772/3, 1831/2 and 1852/,
infant mortality often differed not only with respect to its annual changes but also
causes of death. While peaks in infant mortality was typically due to outbreaks in
smallpox and whopping cough, mortality crises among children and adults were
primarily due to various fevers, typhus, pneumonia, malaria (1831/2), scarletina
(1852/3) and others, several of which have a fatal outcome only for weak persons
(Rotberg and Rabb 1985).

Food prices are higher than during surrounding years in all years with mortality
crises, except for 1832 and 1852, but very high prices are also found in numerous years
with no crisis (Figure 2). Production is generally low in years of mortality crises but low
in many other years as well (Figure 3). One famine occurred in 1771, the year before
one of the mortality peaks (1772/3), and again in 1783, two years before another
mortality peak (1785/86). Since the famine in 1783 was the last one in Scania, the
mortality crises of the nineteenth century have no relation to famines. Winters were
sometimes colder during a mortality crisis, sometimes not, and quite cold in many other
years as well, like in the beginning of the nineteenth century with no excess mortality as
a consequence (Figure 5). Thus, the economic and climatic conditions during the five
mortality crises varied and no common pattern is easily identified, and conditions in
other years were sometimes equally bad without causing the mortality to peak.
Succeeding years of high prices, bad harvests and harsh winters were rare and not
systematically related to the mortality crises.

We now turn to a systematic analysis of the impact of economic and climatic
factors on mortality, excluding infants as their mortality followed a different pattern.
Thus we analyze the mortality among children ages 1 to 15 years, all presently or
previously married persons at the age of 25 to 55 years, and 55 or above, between 1766
and 1860, paying special attention to mortality crises. The reason for choosing persons
who are or have been married is to control for presence in the parish. Unmarried adults,
though they are rather few, move a lot and are difficult to follow before the time that
they marry. Most children below age 15 years, on the other hand, live with their parents
(Dribe 2000).

A proportional hazards model (Cox 1972) is used for the mortality analyses. We
assume that the relative effect on mortality of any covariate is constant over age. The
model allows time-varying covariates. It is very important to check the underlying
assumptions behind this model, especially the proportionality assumption. We have
therefore routinely tested all models for deviations from the proportionality assumption.
The test we have used is based on the correlation between log(t) and the Schoenfeld
residuals for each covariate. A high correlation indicates that the corresponding
coefficient varies with time; in other words, that the hazards are not proportional (for
details, see Therneau and Grambsch 2000, 127-52). We found no sign of non-propor-
tionality, neither on any of the covariates, nor globally. The statistical analyses are
performed in the R statistical computing environment (R Development Core Team
2009), especially with the aid of the package eha (Brostrom 2009). Test of non-linearity
for the time-varying community variables (food prices, temperature, and production)
was done by categorizing, coding them as orthogonal polynomials and including them
in the models.



Results

Table 1 shows the effects of food prices, summer and winter temperatures, and
agricultural production on mortality in ages 1 to 15 years controlling for year at birth (to
pick up a linear trend), sex, parish of residence and whether the person is born in the
parish of residence or not. We also control for socio-economic status, whether their
parents belong to the landed group or not. The period is 1766 to 1860 and the parishes
are Hog, Kavlinge, Halmstad, Sirekdpinge, and Kagerdd. The number of deaths in age-
group 1 to 15 years is 1,258. Model 1 is a basic model with no interactions. Model 2 is a
reduced form of Model 1 in which time-varying covariates that are not significant at 5
percent level are left out in order to improve the efficiency. In Model 3 we have
categorized the food prices to find out whether there are threshold effects or not.
Finally, in Model 4 we are testing whether the effect of food prices during the mortality
crises years differs from other years by making an interaction between food prices and
an indicator of crises years. Tables 2 and 3 show the same set of models for ever-
married persons in ages 25-55 years and in ages 55-100 years.

Table 1. Mortality in ages 1-15 years (Number of deaths 1,258).

Model 1 Model 2 Model 3 Model 4

Covariate Mean Rel.risk Wald p | Rel. risk Wald p | Rel. risk Wald p | Rel. risk Wald p
birthdate 1811.935 | 0.994 0.000 | 0.994 0.000 | 0.994 0.000 | 0.994 0.000
sex

male 0.508 | 1(ref) 1(ref) 1(ref) 1(ref)

female 0.492 | 1.021 0.711 | 1.021 0.713 | 1.020 0.721 | 1.022 0.705
parish

Hog 0.112 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

Kavlinge 0.128 | 1.300 0.021 | 1.299 0.021 | 1.299 0.021 | 1.310 0.018

Sirekdpinge 0.185 | 0.993 0.947 | 0.992 0.943 | 0.995 0.961 | 0.996 0.971

Halmstad 0.199 | 0.973 0.801 | 0.973 0.803 | 0.971 0.786 | 0.987 0.902

Kagerod 0.376 | 0.440 0.000 | 0.440 0.000 | 0.435 0.000 | 0.450 0.000
birthparish

same as living ~ 0.706 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

other 0.294 | 3.458 0.000 | 3.459 0.000 | 3.490 0.000 | 3.388 0.000
ses

landless 0.603 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

landed 0.397 | 0.989 0.849 | 0.989 0.849 | 0.991 0.838 | 0.983 0.769
food prices 0.000 | 1.504 0.018 | 1.614 0.001 1.024 0.887
temperature

winter -1.537 | 0.994 0.729

summer 14.791 | 0.995 0.780
production -0.001 | 0.797 0.461
food prices

very low 0.197 1 (ref)

low 0.201 1.252 0.017

normal 0.212 1.438 0.000

high 0.193 0.992 0.939

very high 0.197 1.498 0.000
crises year 1.498 0.000
food prices* 2.386 0.051
crises year
Overall p 0.000 0.000 0.000 0.000




Table 2. Mortality for ever-married in ages 25-55 years (Number of deaths 1,023).

Model 1 Model 2 Model 3 Model 4
Covariate Mean Rel.risk Waldp [ Rel. risk Waldp | Rel.risk Waldp | Rel. risk Wald p
birthdate 1780.92 | 0.996 0.004 | 0.997 0.010 | 0.997 0.008 | 0.997 0.006
5

sex

male 0.482 1(ref) 1(ref) 1(ref) 1(ref)

female 0.518 1.039 0.540 | 1.039 0.537 | 1.040 0.536 | 1.042 0.515
parish

Hog 0.108 1 (ref) 1 (ref) 1 (ref) 1 (ref)

Kavlinge 0.128 1.333 0.036 | 1.332 0.037 | 1.332 0.037 | 1.342 0.032

Sirekdpinge 0.177 1.347 0.022 | 1.347 0.022 | 1.347 0.022 | 1.345 0.022

Halmstad 0.191 1.280 0.058 | 1.279 0.058 | 1.279 0.058 | 1.290 0.050

Kagerod 0.396 1.318 0.021 | 1.318 0.021 | 1.319 0.021 | 1.318 0.021
birthparish

same as living  0.418 1 (ref) 1 (ref) 1 (ref) 1 (ref)

other 0.582 1.432 0.000 | 1.434 0.000 | 1.434 0.000 | 1.422 0.000
ses

landless 0.635 1 (ref) 1 (ref) 1 (ref) 1 (ref)

landed 0.365 0.981 0.776 | 0.981 0.777 | 0.981 0.782 | 1.034 0.703
food prices 0.000 1.414 0.068 | 1.514 0.010 1.140 0.854
temperature

winter -1.545 0.952 0.004 | 0.956 0.008 | 0.954 0.006 | 0.947 0.002

summer 14.799 1.028 0.166
production -0.001 0.868 0.679
food prices

very low 0.198 1 (ref)

low 0.199 1.106 0.320

normal 0.213 1.005 0.961

high 0.191 1.077 0.473

very high 0.200 1.199 0.068
crises year 1.427 0.005
food prices* 2.252 0.120
crises year
Overall p 0.000 0.000 0.000 0.000
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Table 3. Mortality for ever-married in ages 55-100 years (Number of deaths 1,814).

Model 1 Model 2 Model 3 Model 4

Covariate Mean Rel.risk Waldp | Rel.risk Waldp | Rel.risk Waldp | Rel.risk Wald p
birthdate 1756.425 | 0.998 0.032 | 0.998 0.046 0.998 0.053 0.998 0.047
sex

male 0.514 | 1(ref) 1(ref) 1(ref) 1(ref)

female 0.486 | 1.062 0.205 | 1.061 0.206 1.062 0.206 1.061 0.209
parish

Hog 0.104 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

Kavlinge 0.112 | 0.951 0.640 | 0.950 0.637 0.950 0.632 0.958 0.692

Sirekdpinge 0.162 | 1.001 0.989 | 1.002 0.987 1.000 0.996 1.003 0.975

Halmstad 0.170 | 1.004 0.963 | 1.004 0.963 1.005 0.962 1.001 0.989

Kagerod 0.452 | 1.233 0.012 | 1.233 0.012 1.233 0.012 1.226 0.015
birthparish

same as living 0.386 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

other 0.614 | 1.045 0.390 | 1.045 0.384 1.045 0.385 1.041 0.431
ses

landless 0.829 | 1 (ref) 1 (ref) 1 (ref) 1 (ref)

landed 0.171 | 0.993 0.924 | 0.993 0.920 0.993 0.926 0.982 0.800
food prices 0.000 | 1.500 0.005 | 1.501 0.005 1.127 0.446
temperature

winter -1.495 | 0.954 0.000 | 0.955 0.000 0.955 0.001 0.946 0.000

summer 14.824 | 1.012 0.417
production -0.001 | 1.846 0.017 | 1.763 0.024 1.713 0.032 1.767 0.026
food prices

very low 0.197 1 (ref)

low 0.201 0.941 0.432

normal 0.212 1.015 0.846

high 0.193 1.098 0.224

very high 0.197 1.178 0.049
crises year 1.178 0.114
food prices* 2.589 0.023
crises year
Overall p 0.000 0.000 0.000 0.000

The parameter estimates for the fixed covariates, and for socio-economic status of
parents as well, are as expected for age-group 1-15 years (Table 1, Model 1). While the
sex difference in mortality is negligible, socio-economic differences is larger but still
not significant. Being born one year later lowers mortality with 0.6 percent, while
having in-migrated is very negative with mortality 3.5 times higher given everything
else equal. In addition, considerable differences between the parishes of residence exist.
These results are much the same as in other studies; no or minor differences between
sex and socio-economic status but substantial regional differences (see Bengtsson and
Dribe 2008).

The effect of food prices is strong and as expected; the higher the price relative to
surrounding years, the higher the mortality in the year to come. But we find no effects
of production and temperature, which is why we reduce the model to only include food
prices (Table 1, Model 2). From our previous analyses of mortality, fertility, and
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migration, we know that the group of landless suffered from high food prices in the first
half of the nineteenth century, less so in the periods before and after that (Bengtsson
2004b; Bengtsson and Dribe 2005; Dribe 2000). Here, when studying the period 1766 to
1860, we find no evidence of any difference between the two socio-economic groups
(interaction not significant, tables not shown here).

To find out whether the effect of food prices is linear or not, we have categorized
the detrended logged food prices into five groups. We find a slightly peculiar pattern of
non-linearity (Table 1, Model 3), with low, normal and very high food prices being
significantly different from very low food prices. A formal test confirms non-linearity
(results not shown here).

The next question is whether mortality crises years are different from other bad
years or just exhibit “more of the same” with regard to number of deaths. To test
whether the effect of food prices during the mortality crises years differs from other
years, we have made an interaction between food prices and an indicator of crises years.
The result is that food price effects during mortality crises differ substantially from
other years in all age groups (Table 1, Model 4). While the effect of one unit change in
food prices (277 percent) is very modest in non-crises years and not significant, a one
unit change in the crises years more than triples the mortality risk. Transforming the
results to more “normal” food price changes, say a 50 percent increase, shows that
mortality increases by 1 percent in a non-crises year and by 44 percent in a crises year.
Thus, the mechanisms in play during these crises are very different from other years.
This is also shown by the fact that the crises years have an effect of their own. We have
also estimated models with interactions between mortality years and winter temperature
and production, but found no effects (not shown here). Thus the effects of winter
temperature and production on children are not different during years of mortality crises
comparative to other years, but only the effects of food prices.

We then repeat the same exercise for ever-married persons in ages 25 to 55 years
(Table 2). The total number of deaths in this age-group is 1,023. While the effects of
sex, residence, and birth year is similar to what we found for children, the effects of
being an in-migrant or not is smaller but still significant. Furthermore, we find that not
only food prices but also air temperature during the winter (December to March)
matters (Table 2, Model 1). The effect of cold winters is not only statistically significant
but also strong. One degree lower winter temperature drives up mortality by 5 percent.
We find no threshold effects of food prices for this age group (Table 2, Model 3). The
effect of food prices follows the same pattern as for children (Table 2, Model 4). A 50
percent increase in food prices makes mortality go up by 5 percent in a non-crises year
and by 47 percent in a crises year.

We now turn to ages 55 to 100 years, for which there are 1,814 deaths. While
effects of sex and parish of residence are similar to those for children and adults, the
mortality decline is slower (Table 3, Model 1). A major difference is that the effect of
being an in-migrant has vanished among the elderly, which may be a result of
improvements in integration into the parish and larger social networks by age.

Like children and adults in working ages, the elderly are vulnerable to food prices
changes, more so to very high food prices (Table 3, Model 3). The threshold effect for
the elderly seems, however, to be somewhat smaller than for children—only very high
food prices differ from very low food prices—and a formal test shows that the effect of
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food prices is not linear (not shown here). Testing for food price effects during mortality
crises years, yields almost identical results as for children and working adults (Table 3,
Model 4). A 50 percent increase in food prices makes mortality increase by 5 percent in
a non-crises year and by 54 percent in a crises year.

The elderly also show vulnerability to harsh winters, the size of effects being
about the same as for working adults. Mortality among the elderly also differs in that it
is affected by variations in production, and here we find evidence for non-linearity. The
effect is, however, in the opposite direction of the one assumed. From estimations for
smaller age-groups, we have found that production affects mortality in the “wrong
direction” from around age 50 years onwards (not shown here). Presently, we have no
viable explanation for this result.

Summary and Discussion

Excess mortality in years of mortality crises, here defined as two succeeding years of
high mortality, does not have the u-shaped curve typical to age-specific mortality. While
infant mortality increased to 23 percent above the average, mortality in ages 1 to 15
years rose by 73 percent, in ages 25-55 years by 78 percent and in ages 55 to 100 years
by 99 percent. Causes of deaths show a very different pattern too, not only relative to
average years but also by age. While infants suffer from small-pox and whooping
cough, as in other years of outbreaks in these diseases, most death in other ages are due
to fevers, typhus, pneumonia, malaria, scarletina etc. As shown elsewhere, infants show
an entirely different pattern with small impact of external factors, such as food prices
and temperature, and are left out of the analyses here.

We find strong evidence for the fact that food prices have a much stronger effect
on mortality during years of mortality crises—succeeding years of unusually high
mortality—than during other years, for which the effect is close to zero. This is a
consistent pattern in all remaining age groups. For the mortality of adults and elderly,
we also find strong effects of harsh winters with a range in the crises years much like in
other years. Thus the mortality crises years differ not with respect to temperature but
only with respect to food prices, and from the data we have on causes of death, we
know that several of the diseases that have a fatal outcome for weak persons flourished
during these years.

In future research, we plan to move in three directions to better understand the
underlying mechanisms for why the effects of food prices are so different in years of
mortality crises compared to all other years. First, we plan to develop the models to
explain why food prices in some years have such devastating effects. Such models will
include more details on occupation and access to land, as well as on household structure
and location of residence. It will also include interaction between prices, production and
temperature. Furthermore, we will make comparisons between crises years, the way we
have defined it, with other years of high mortality and not only with all other years as in
this article. Second, we plan to adopt a different approach by focusing on within-family
differences. Third, we will take a nested case-control sampling and matching approach
in order to handle confounding.
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Economic Crisis, Manorialism, and Demographic
Response: Southern Sweden in the Preindustrial Period

Martin Dribe, Mats Olsson, and Patrick Svensson

Abstr act

Previous research has consistently found demographic resptmsgrain price
fluctuations in preindustrial Europe, both at macro andranievel. Grain prices
serve as a summary measure of the workings of the preintiestsizomy, reflecting
not only local harvest conditions but trade patterns andenartegration. All over
preindustrial Europe the manorial estate was an impomaftitution in the rural
economy. It offered opportunities to insure tenantsrsfjagxtreme events such as
harvest failures, impossible to achieve for independentaptas a society without
well-functioning markets for capital or insurance, andtlwe absence of state
subsidies. In this paper we look at the impact of regionathaic fluctuations on
demographic behavior and study whether the presence of sestatered the
demographic impact of economic crises on the population. Wedwilthis by
utilizing a newly developed database on agrarian output tageitie county-level
grain price data and parish level information on vitanévand land tenure for about
400 parishes in the province of Scania in southern Sweden. Jilitsrghow a clear
response in births and deaths in ages 1-25 to fluctuatiogrsiim prices and output
levels. Manorial parishes show a considerably lower responsiee year of the
economic change, but the same response as in other panighesyear after. This
indicates that the manors, at least partially, functiaeeasurers against risk, which
had beneficial effects of its inhabitants by smoothing wowypgion.

Introduction

Previous research has consistently found demographic sespoio grain price
fluctuations in preindustrial Europe, both at the aggregatd (&alloway 1988; Lee
1990; Bengtsson and Reher 1998) and at the individual leveb{&am et al. 2004,
Allen, Bengtsson and Dribe 2005; Bengtsson and Dribe 2010). dodigi in
preindustrial society could not insulate themselvesnfithese short-term economic
fluctuations by migrating or by deliberately adjusting fegtilwhich lead to increases in
mortality. Grain prices serve as a summary meadutteeavorkings of the preindustrial
economy, reflecting not only local harvest conditidng trade patterns and market
integration as well. In most of the research in #rsa, however, grain price variations
have been interpreted as variations in grain productiomeality, grain prices entail
much more information than the local harvest outconm@chvmakes it important to
study not only demographic responses to prices but alsactadtions in output.

The strong demographic response to economic stresssioaesn interpreted as
an important dimension of the standard of living of peopliénpast. Being unable to
deal with economic uncertainties to avoid premature delthrly indicates a low
standard of living (Bengtsson 2004; Allen, Bengtsson and 208%), and hence being
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able to hedge against the risks of economic crisis wdsldconsidered a major
improvement in the standard of living, regardless of therage level of income, life
expectancy, etc.

The older research in this field usually was done at aggrdgeel, often using
data at the country level, although more disaggregated(ea&taprovince or county)
have frequently been used as well. More recently merel research has also
appeared, which has enabled studies of the differentsplorse by socioeconomic
status, household context, etc. (e.g. Bengtsson et al. 2804a et al. 2010). This line
of research has shown that the mortality and igrtilesponse was much more
prominent among lower socioeconomic strata, furthexssing the importance of the
demographic response to economic stress as a crucialdtandards indicator.

All over preindustrial Europe the manorial estate wasrgortant institution in
the rural economy. Especially in Marxist scholarship thadtention has been directed
towards the exploitative character of the estated,the relation between the tenants
and the landlord (e.g. Brenner 1985; Dobb 1963; Hilton 1976; IseeHatcher and
Bailey 2001). One hypothesis, however, going back at ledaketearly writings of new
economic history, is that the relation between tersamd landlord was contractual,
where the tenant worked for the landlord in exchangevdoious forms of protection
(e.g. North and Thomas 1971). It could be protection against wdence or legal
protection more generally, but it could also be protedigainst severe economic crisis.
Because of its mere size, the estate offered oppodsinit insure tenants against
extreme events, such as harvest failures, impossildehieve for independent peasants
in a society without well-functioning markets for capi@l insurance, and in the
absence of state level subsidies.

If the estates in preindustrial society were able toregs inhabitants against the
apparent risks of economic downturns in agricultural prodagctthey would have
contributed in a major way to a better standard of livingtémants and other people
living and working on the estates. One way of investigdii@ extent to which this was
the case is to look at the demographic response to tenorteconomic fluctuations and
compare the response in manorial parishes to the respoother parishes.

In this paper we do this by looking at the impact of ecaoostress on
demographic outcomes (births and deaths in ages 1-25) in thmgaraof Scania in
southern Sweden in the period 1749-1859, and study whether tlemqeesf estates
lowered the demographic impact of economic stress on pieulation. The
demographic response is measured at the parish level usingdjfterent measures of
economic stress at higher level of aggregation: skom-tfluctuations in rye prices at
the county level and in grain output at the provincial leReice data comes from the
Market Price Scales, published by Lennart Jorberg (1972), Wwislleutput data comes
from a newly developed database on agrarian production imdpisgrial Scania (Olsson
and Svensson 2009). The economic information is used togeftierparish level
information on vital events (births and deaths) and lamlire. Data for about 400
parishes is included in the analysis.
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The next section provides a background discussion on thegdapiic response
to economic stress in preindustrial society, and onchi@@acteristics of the manorial
economy. Then follows an account of the study areéa dad methods used, a
presentation of the empirical results and a concludisgussion.

Demographic Response to Short-Term Economic Stress

By now there is a long list of studies showing a cleamalgaphic responsein
mortality, fertility and nuptiality—to short-term fluctuations in food prices, or
sometimes real wages, in preindustrial society (e.g. 1@&l, 1990; Weir 1984;
Bengtsson and Ohlsson 1985; Eckstein, Schultz and Wolpin 19&8&way 1985,
1988). While the initial focus of research clearly wasnorthwestern Europe (mainly
England, Sweden and France) subsequent research has hpasm#lrmed the
existence of a demographic response to short-term ecoffloictuations for other parts
of the preindustrial world as well (see Bengtsson andeRdB®98; Hammel and
Galloway 2000; Feeney and Kiyoshi 1990).

The fertility response was usually much stronger than rtortality response
(Galloway 1988). It was a direct effect and not explainedalyyrice effect working
through nuptiality (Carlsson 1970; Bengtsson 1993). At leastlyp#re fertility
response to economic stress seems to have beenon&tras families deliberately
postponed childbirth in times of economic hardship (Beongtssd Dribe 2006, 2010;
Dribe and Scalone 2009).

The mortality response was strongest among childrerr (e age of 1) and
adults in working ages, while it was weaker among infantsedderly (Bengtsson and
Ohlsson 1985; Bengtsson 1999; Bengtsson et al. 2004). Thedaatfemt mortality to
a large extent followed its own cycles is also quitdl established (see e.g. Utterstrom
1957, 207-208; Bengtsson 1999; Oris, Derosas and Breschi 2004), apthisesl by
the fact that most infants were breast-fed. For egiden the other hand, the weaker
response to economic stress compared to working age,achulld have been a result
of an already low consumption, which made it diffictd further lower in times of
economic hardship. The fact that their work load wae &sver than for people in
working ages might also have contributed to this.

While most research in this area has been based on agdrdgttdat country, or
sometimes regional, level) more recently there has aierged studies using micro-
level data, following individuals over time and studying tlesponse of aggregated
price or real wage data on the individual risks of @idyt or fertility (e.g. Bengtsson et
al. 2004; Allen, Bengtsson and Dribe 2005; Tsuya et al. 2010¥eTdtadies have been
able to show considerable differentials in the demogragsiconse to economic stress
by gender, socioeconomic status and household contexér&ly speaking, and quite
as expected, the individuals or groups with less resousbesved the strongest
demographic response to economic stress, and this sedmsedeen true for both
fertility and mortality. In southern Sweden, for exdepthe non-landed groups, who
were dependent on working for others to cover their si#tgie needs, were much more
vulnerable to economic stress as shown by their strpagel much more consistent,
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response to grain price fluctuations (Bengtsson 2004; BemgasgbDribe 2005, 2006).

Migration does not seem to have been an effective wagabwith economic stress in
this area, most likely because of the lack of an urlemtos close enough where the
labor market could absorb masses of people fleeing tihencountryside (Dribe 2003).

The landless and semi-landless families in this aappear to have deliberately
postponed child birth in times of hardship (Bengtsson ande®006), but these efforts
were clearly not enough, as shown by the profound mgrtaigponse to economic
stress in all age groups; somewhat weaker among infadtslderly than among

children and adults in working ages (Campbell, Lee andjBsan 2004, 69).

The strong dependency of demographic outcomes on econonditi@ns was a
salient feature of preindustrial society and could beebhknore generally with the
Malthusian situation before the onset of modern egcon@rowth (e.g. Wrigley and
Schofield 1981). Even though the standard of living in Europe neascompletely
stagnant for the whole preindustrial period, it seemgqtlear that the improvement
for ordinary people was modest before industrializatmal this situation seems to have
been similar in different parts of the world, withetpossible exception of the most
developed parts of northwestern Europe, such as southgtand and the Netherlands,
where an improvement, at least relatively speakingeal wages of laborers can be
noticed in the early modern period preceding the IndusRevolution (see e.g.
Broadberry and Gupta 2006; Clark 2007; Parthasarathi 2001; PomeranzA2e00;
2009; de Vries and van der Woude 1997; van Zanden and van Riel 2004).

Indeed, the vulnerability to economic stress has bemma® a crucial indicator of
the standard of living in preindustrial society (Bengts20684, Allen, Bengtsson, and
Dribe 2005). The mere fact that mortality depended on enmndluctuations, and
especially the fact that mortality of children and peableorking ages rose profoundly
in times of economic distress, can be seen asdacaiion that at least parts of society
enjoyed a low standard of living. The fact that the denpmgcaresponse to economic
fluctuations generally disappeared as the preindustriagtyoeias transformed into an
industrial society following the agrarian and industrial fetions of the eighteenth and
nineteenth centuries, is also consistent with thisrpnétation of the demographic
response to economic stress being a fundamental indimb{tow) standard of living.
Thus, being able to avoid the adverse impact of econam@sssshould be viewed as
being connected to a higher standard of living, even thoughghitmot imply that the
average income level was higher.

Indicators of Economic Stress

Both food production and food prices affected short-teaonemic conditions in

preindustrial society; exactly how depended on whether prnom® exogenously
determined or not (see, e.g. Dribe 2000). If prices merdlgcted the local harvest,
prices and output would measure the same thing. Howeywicas did not completely
follow harvests, because of price regulations, tradetloer factors influencing prices,
changes in output and prices would affect living condgiseparately as well as jointly
(Hiltpold 1989).
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In most preindustrial societies land was the main ass#toutput from the land
determined the prosperity, and thus the possibility of sufvafarural people. Low
agricultural output implied less food in the local eaowp especially for the landless
groups since the landholding peasants would meet thesuogstion needs first, before
supplying food to the market. Even if the local economg w@en, and thus exposed to
trade, a harvest failure most often struck a larger gebgpal entity than the local
community, which created a food shortage at the regienal. Since import of food
from more remote areas was more expensive and in sasas,cas in Scania, trade
organization in food was organized predominantly for exports reot for imports,
short-term food shortages would be hard to cover. Moredaz harvests meant less
working opportunities for the laborers, and hence loweonme, which negatively
affected the possibilities of buying food for this grouperevf prices were not higher
than normal. So, low production in itself, irrespectdfeprice level, might hit poorer
segments of the population hard. For landholding peadants; production meant less
food to eat or at least less food to sell. Howevdowf production coincided with high
prices, either through the economy being closed (no-tradelpy accident (with
exogenous prices), the loss in production might be less the increase in income
obtained from higher prices (Abel 1980). During severe faijudesugh, even this
group would probably be harmed (Dribe 2000, 169).

Exogenous prices might influence living conditions regasilef output level.

High prices meant not only that poorer segments opthmilation had difficulties of
reaching subsistence, due to falling real wages, but alssut@tis-producers sought to
sell their products on markets offering these high priSes.irrespective of the level of
the local harvest, peasants would try to sell their predubere they could get the best
price. Only if transport costs were high enough to elibeirtae possible profit from
selling on high price markets, peasants would sell the@dymts on the local market for
potentially lower prices. In reality, prices were thigh extent exogenously determined
(i.e. by other factors than the local harvest yield3lasvn by the high degree of market
integration not only in Sweden but in the whole of nagstern Europe (Dribe 2000,
Ch. 7; Persson 1999). However, when looking at highetsd@feaggregation prices and
output will naturally show a higher degree of correlatiNonetheless, prices at county
level reflected conditions far beyond the regionalmoutput.

In essence, both in years with high prices and whedugtmn failed the lower
stratum of the population faced difficult living conditgreither through a general lack
of food or through not being able to afford buying food: Badholders the effects of
harvest failures would probably negatively affect livinghditions while high prices
would be beneficial if production was normal or higher.

Dealing with Economic Stress

There were different ways to avoid the negative imp&@itictuations in grain prices or
agricultural output. One was the opportunity to save in dgouods, in order to have
assets or stored grain to use in times of scarcity.fdttethat landless groups seem to
have been more severely affected by economic fluchstiban the landed groups
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could probably be explained by the lack of these kinds @uress among the poorer
segments of the population.

Another way of dealing with stress would be to borrowitehon the market or,
to insure against risk by buying various kinds of insuranceips! This is one way of
dealing with risk used frequently in modern societies. Teffective it assumed the
existence of well-functioning markets for capital and insaea which we know did not
characterize most preindustrial rural economies, eWwugh the local economies
entailed substantial financial interaction betweenviddals and families (e.g. Hoffman
1996, 69-80; Rosenthal 1994; Svensson 2006). Moreover, even 81whsee there
were markets for capital, some kind of collateral wasally required, which made it
impossible for the non-landed, lower status, groups teeraae of this opportunity. One
could also expect that it was most difficult to get d@radhen it was needed the most,
i.e. in times of crisis when those who had savingsmofteeded them for their own
survival. Yet another way of dealing with economic stiesthrough governmental
transfers. Again, this is a common way to deal witlceutainties in contemporary
societies (social insurance, unemployment benefitstoaidrmers, etc.), but something
very rare in preindustrial societies. Although thereengoor relief systems working in
many places, they were usually designed to help onlyehg poor and destitute, and
could not provide relief to large groups of people in timesa@nomic crisis (see the
discussion in Bengtsson 2004).

In the absence of own savings or stored grain, insunaolgges, easy accessible
credits through the market, or a well-developed welftate sthe opportunities to deal
with stress for people of low economic status were cuntall, as is also shown by their
strong response to economic stress. There is onautisstj however, which might, at
least to some extent, have performed these functi@mgely the preindustrial manor.
Already Marx wrote about: *“...all the guarantees of exist afforded by the old
feudal arrangements” (Marx 1867, 705). The appearances of sucharitpes of
existence” were later formulated in contractual tedogsNorth and Thomas, who
characterized the serfdom of the manorial systemesté/n Europe as “...a contractual
arrangement where labor services were exchanged fgutiie good of protection and
justice” (North and Thomas 1971, 778).

This contractual approach to serfdom has, however, tré@nzed for not taking
into account the element of enforcement inherent insgfsem. A contract must not
only be a mutual agreement, it must also be voluntaxdgepted by the parties
involved. Nonetheless, in contrast to Western Europedy e&dieval serfdom, early
modern seignorialism in Eastern and Northern Europerneauld be justified by the
absence of juridical protection from kings and states.

The landlords basically offered land in exchange foordagervices. It has been
argued that in return for high fixed rents the landlord pl®vided insurance in times of
need turning the manor “into a unit of insurance as wekkdoitation” (Fenoaltea
1976, 133). Consequently, since the tenants paid for their ncgumgith surplus rents
they were not better off as compared to freeholdse® (@lso Bloch 1966, 77-83).
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However, for this to hold true in respect to short-teganomic crises, the freeholders
must have had the possibility of putting aside means during gesrd yo cover future
bad years. Moreover, there are examples of landloradading also for the landless
part of the population, either directly or indirectlydugh the tenants (Plakans 1975,
639). This means that in order for a comparable situatioexist for freeholders the
same links must have existed between landholding peasadtslandless people.
Following the arguments above on the negative impadiart $erm economic stress on
landless groups, this seems not to have been the case.

The Swedish manorial system was founded on mutual agnéenhbetween
landlords and peasants, and serfdom and moving restrietemr@gsnon-existing, except
in a few special cases (Lundh and Olsson 2008; Olsson 208@&ditary tenancies, like
in some parts of east and central Europe, were neveredffin Sweden, but land
transfers to tenants’ sons and daughters were nonethaleommon feature at the
estates (Dribe, Olsson and Svensson 2009). Although setstomalized in contractual
terms, the landlords could offer some social protea@®mell. In manorial parishes the
same retirement systems were practiced as in parégdm@sated by freeholders, in
spite of the fact that the retiring tenants had m@allelaims on such subsidies (Lundh
and Olsson 2002). In the seventeenth century some noiddords additionally
founded hospitals, which was a poorhouse with some bassing facilities (Jeppsson
2001). Similar arrangements, often more unconditional tfer seignors the more
dependent their peasants were, existed in east andl &antope (Blum 1978, 91-92).

There are also some evidence that the lord of the n@mdd help out in events
of harvest failures, e.g. by lending grains or by postpolang rents (e.g. Dyer 2005,
174; Fenoaltea 1976, 133). Outstanding debts from tenantsoczasionally be
identified in manorial accounts, and in preserved letiet&een bailiffs and landowners
the welfare of the tenants could be discussed and elslobin cases of harvest failures.
This was not only the case in medieval England but fopmlitative sources we can
exemplify how the manorial system could act as amrargxe institution also in
eighteenth and nineteenth century Sweden. Bjersgard wasyal mid-sized Scanian
estate. Around 1800 about 200 hectoliters of seed were ansoally on the demesne
fields and the number of tenant farmers was about 8%, ofidsem living in the same
parish as the manor. Their principal land rent was defme whole or half corvée
(hover) and 89 percent of the estate income came from denpeedection, the rest
from tenant dues in money or products (Olsson 2002, 122-134 pwher of the estate,
Axel Erik Gyllenstierna, was the governor of the adjamunty of Halland, and did
not live on the manor 1794-1810. During these years theeebtliff, Christian
Tullstedt, wrote reports every month, asking his mastepérmission to take actions
and measures of different kinds. A frequent topic wasmtléare of the tenants, which
in times of hardship could conflict with the owner’s net&t of profit from the estate. In
December 1794 bailiff Tullstedt wrote to Gyllenstierna:

...| cannot leave any forecast on future grain sales. Tdea of the
peasants are at the moment impossible to estimate,daut With certainty
assure that they will be bigger than before, becauss afdhem will run
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out of grain by Easter, and some even before thethighly necessary that
His Lordship leaves the grain where it is, except for wheat, so the
peasants can be saved for the future, because | feaotigahin will be here
to get during the next year (Olsson 2002, 128).

In this case the estate supported the tenants by holdoigdxternal grain sales
and instead preserving it for their needs. The same wasiseeafter the harvest failures
of 1798 and 1806. The latter year the bailiff wrote to histerathat he will “...charge
the tenant farmers and crofters fiksdaler per barrel rye, but 12iksdaler from
strangers” (Olsson 2002, 129). Thus, another way of suppohntehants in times of
hardship was to subsidize their grain prices.

So, even if the initial contractual relations of thedtde Ages concerning legal
protection and protection against war and violence defynibeicame obsolete long
before the eighteenth century, insurance against edonmmsis could have been an
importance aspect of the manorial institution. By sgllor lending grain to its needy
inhabitants the estate could act as an insurance institagjainst extreme events. This
kind of arrangement was harder to implement among indepepdasants. Needless to
say, such an insurance function by the manors would haVve lggeat impact on the
living standards of its inhabitants.

In the analysis below we study the extent to which rti@ors performed this
kind of insurance function, by looking at the demographspease in more than 400
geographic units (parishes, or groups of parishes), ciedsiticording to their degree of
manorialism. If the manors insured their inhabitants resjaeconomic hardship we
expect parishes dominated by manors to show less demograppanse to economic
stress more generally, and to economic crises incp&at.

Study Area

Two hundred years ago the region of Scania, the southerpnaaénce of Sweden, had
about 250,000 inhabitants of which less than ten percentiiiedvns. Agriculture was
the dominant occupation and the backbone of the agriclistsravas landholding
peasants. Generally, Scania can be said to have medhtall sorts of different peasant
ecotypes. There were tenants under the nobility formingrded villages on the plains
surrounding a manor as well as small scale freeholdenoded areas. However, the
reverse existed as well.

As for property rights, about half of Scanian land weased by the nobility and
the other half was owned either by the Crown or byeyvatcupiers (freeholders). The
freeholders owned their land and paid taxes to the Crohey had representatives in
the Diet of the Four Estates (a kind of pre-democnadéidiament) and from the late
seventeenth century onwards their property rights wengthened, gradually giving
the peasants the right to divide farms, to sell thertherand market and to break up
from the village organization. The Crown leased mostsdénd to tenants, whose legal
and economic status were very much like that of freens)Jdand most of them had
bought their farmsteads by the mid-nineteenth century, withiem into freeholds. The
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manorial parishes very typically organized in a classicden A manor house

surrounded by demesnes; one or more dependent peasant willdgdweir arable and

pasture land; forests and outlands regulated by theeesatahorities; corvée as the
villagers’ predominant land rent and hardly any taxes toCitwavn, or, on the whole,

other forms of interference.

The nineteenth century saw a development full of cditians. At the same
time as Scania experienced a late wave of manoriaistin multiplied corvée dues and
a massive closing down of tenant farms to increase nahm@mesne farming (Olsson
2006), the freeholders in adjacent villages were fullyameipated. They initiated
enclosures, developed their farming techniques and became amte more
commercialized in the course of a strong agrarian upswwgnéSon 2006). So, while
tenants under the nobility faced increasing rents, fideh® met almost fixed taxes
over time and even though there was a general incnedaem output over the period,
it was significantly stronger on freehold farms (Otssnd Svensson 2009). In both
types of areas the social differentiation increasedhduhis period. While the number
of landless people in freehold parishes increased dueargexr Idemand for labor, this
process was supplemented in the manorial parishes by dhesgrof including farms
into the demesne and thereby turning landholding tenatatdaindless laborers. From
Table 1 it is clear that the share of landholding peas@eclined over time, a general
development in Sweden, in both types of parishes. Weatiable conceals is that in the
freehold/Crown parishes some of the landholding peashidtsiot have farms large
enough to support a family. These peasants had to work fersotb cover their
subsistence needs. Therefore, generally speaking, thesendbseem to have been any
large differences between manorial areas and freelwlels in terms of
proletarianization.

Table 1. Percentage of landholding peasants of total headsustholds in manorial
and freehold/Crown parishes 1751-1840.

Manorial parishe Freehold/Crown parish
1751 62 64
177¢ 52 56
180( 45 49
184( 37 49

Source The Tabular Commission, The Demographic Database, Umea University.
Note The sample consists of 20 parishes where more than 80 per demtarfd was noble land,
and 16 parishes where more than 80 per cent of the land waddreewown land.

While Scania as a whole was a grain-surplus region prayigiod for other areas
of Sweden, the geographical conditions differed over tlgani&n countryside.
Following earlier ethnological and geographical clasdifices it can be divided into
three types of areas (e.g. Campbell 1928; see also Bo20d&). The plain district was
situated mainly along the coasts in the south and lgsstretched into the middle of
the region on some places. The soil was predominalayyor clay based sand and it
was the most fertile soil in Sweden. This allowed felatively large villages with a
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denser population directing their production towards grainvéder, also animals were
needed since ploughing this soil demanded a large number of draughdls. The
northern and central part of the region was a fobstrict displaying a more
differentiated production including timber and tar but alsmingand animals. Besides
smaller villages there were frequent isolated singlmdain the landscape. In between
these two distinctly different parts of Scania, aernmtediate brushwood district formed
the transformation of the landscape from plains t@dbrin this third part, animal
breeding constituted one important preoccupation but algodgnain was produced to a
large extent. In the two latter districts soil coralis differed a lot but in general it was
lighter soils than in the plains with smaller pieadsarable land located in between
grazing areas and forests. Although many manors were esitughere the plains
gradually transformed to brushwood and forest districts, lithe¢e districts as well
freeholder and crown tenants as manorial estatessuiibrdinate tenants were situated.

Data and M ethods

We look at the demographic response at parish level.otal wwve have 31,051
observations for 459 geographical units consisting of a spp@lsh or a pair of two
parishes fgastora). The data comes from the Tabular Commission, a pesder to

Statistics Sweden who started to gather nation-wide idai&Z49. Vital events were
recorded annually (unfortunately not by social group),leviiie populations at risk
(divided by age, sex, etc) were usually recorded everg tloréve years. Here we only
use the vital events.. The problem is that the geographis teported change over
time, which makes it a time-consuming task to constrabeent geographical units
over time (see, e.g. Claésson 2009). However, by cangdtr time period (10-year
dummies) and county in the analysis the time trendsnmbeu of vital events, and basic
inter-county differences in parish sizes, should nf¢ca the basic patterns in the
relationship between short-term economic fluctuationtsdemographic outcomes.

We look at annual number of births and deaths of childrga {a9) and young
adults (15-24).As was previously discussed, the demographic response idyusual
strongest for children over the age of 1 and for adolwarking ages, which implies
that if there is no clear pattern in these age grotips,quite unlikely that we would
find such a pattern for older age groups. Table 2 shows hbet Bire an average of
about 27 births, 3.3 child deaths and 0.8 young adult deaths adrobservations.

We include two different measures of the economic camdtfacing people in
this region: rye prices at county level and output es®s of grain production for the
province of Scania as a whole. This is done since pniege set exogenously of the
local harvest in this region (Dribe 2000, 164) and following teasoning earlier on
separate effects of output and price shocks.
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Table 2. Descriptive statistics.
Dependent variables:

Mear St. Dev N
Births 27.1 0.10¢ 84148:
Deaths -9 3.C 0.021 10246¢
Deaths 1-24 0.€ 0.001 24841

Explanatory variables: %
Degree of manorialis

High 18.4
Mediunr 45,7
Low 36.2
Period
174¢-175¢ 8.C
176(-176¢ 7.€
177C¢177¢ 7.€
178(-178¢ 8.C
179C-179¢ 8.7
180(-180¢ 9.t
181(-181¢ 9.¢
182(-182¢ 10.1
183(-183¢ 10.z
184(-184¢ 10.C
185(-185¢ 10.C
County
Kristianstau 37.¢
Malmoéhus 62.2
Type of are
Plair 39.1
Intermediat 43.2
Fores 17.7
Economic variable Percentage in groug
Mear Low Norma High
Rye price residual -0.00¢ 9.€ 78.7 117
Grain output residual 0.001 13.1 77.5 9.4
Observation 31051
Geographical uni 45¢

SourcesThe Tabular Commission, The Demographic Database, Umea UniversityglieiGe;
Olsson and Svensson 2009; Gillberg 1765, 1767, digitized by Lars Persson, DetpafrBosial
and Economic Geography, Lund University.

The output series come from the Historical Databas&aanian Agriculture
(HDSA) and were derived from tithe payments to the l@baigy. The tithes in this
region were divided into three distinct parts: to thev@r, to the church, and to the
local clergy. By government regulations in the 1680s thefonmer were set to a fixed
annual amount, which remained unaltered for over 200 yeasenhe cases the tithes to
the local clergy was also fixed after agreements thighparishioners, but in many cases
this part remained a flexible annual production tax, urgilt860s. The clergymen kept
accounts on each farmer’s annual tithe payments. Thgseepés, besides some minor
dues and boon days, consisted of every thirtieth sheatlee dfarvest and every tenth
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living animal born. Measured in production values animaédirey constituted about
ten percent of the average farm output, and will notubthdr elaborated in this study.
The crop output was dominated by barley and rye, andessar extent oats and wheat.
Additionally, farmers often grew some peas and beandeainftelds, and occasionally
buckwheat in districts with sandy soils. In the eanilyeteenth century potatoes moved
out from the kitchen gardens into the arable and becamm@ortant crop in most
districts.

The series displayed in Figure 1 was estimated from fleegble tithe payments
in 34 parishes with a total of about 2,200 farm units. Thepkameflects existing
differences in property rights and geographical conditafrsighteenth and nineteenth
century rural Scania. The individual farm production seass of different length,
between 20 and 130 years, and on average 450 farms aret prashnyear. The
absolute levels of output differ between the parishesrdate the aggregated series, we
first estimated the annual averages for each parism &t@nversion figure for each
parish was created, by comparing the mean values ofrsitdifie years it appeared in
the database, with the current mean values. The individua series was smoothed
with their respective parish’s conversion figure, andlifnan annual mean value was
calculated from the whole sampleOutput is estimated as total production (in
hectoliter) per average farm in the sample in 1770, usinghdasurement of farm size
in the poll-tax registersnfanta). The high reliability of the output estimates is \who
by their congruence with contemporary qualitative harvesponts, their high
correlations with each other, and their negative tatioms with regional grain pricés.
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Figure 1. Grain output (hectoliter/average 1770 farm) in Scania, 1745-1864.
Source Olsson and Svensson 2009.

! For further information on the methods of constructing thtputuestimates in the HDSA, see
Olsson and Svensson (2009).

2 0n village level the mean correlation coefficient #83 pair wise estimations is 0.54, with
distances up to 100 kilometers in between, and their ctioredawith regional grain prices are
typically -0.5, in both cases after trend elimination through fifitrdinces.
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Data on the price of rye, which was the dominating bggadh in this period, is
available from the Market Price Scales and was publishedebyart Jorberg in his
price history of Sweden (Jo6rberg 1972). The Market PrigdeSonvere administrative
prices used to value the various payments made in kindildsegoverning the manner
in which these prices were established varied somewvat time, but generally
speaking they were based on market prices gathered at leveds, such as towns,
judicial districts {ogder) or parishes in the county. The procedure to weigh theses
into the Scales also changed over time; sometimey dbe results of negotiations
between various representatives, sometimes beingesiavelrages (see Jorberg 1972I,
8-18). Despite the administrative character of the prid@dberg argued that they
reflected the true market prices in a satisfactory veang that they hence were an
invaluable source for a study of Swedish price history (d§rb872 1, Ch. 3). We use
rye prices for the two counties in Scantdalmodhus and Kristianstagand have
recalculated the published figures into a single dnd@norhectoliter (see Figure 2). It
is quite clear that the developments of the pricefentwo counties are highly similar
both in terms of trends and fluctuations.

16
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Figure 2. Rye pricesKronor/hectoliter) in the Scanian counties, 1745-1864.
Source Jorberg 1972, own calculations.

Figures 1 and 2 clearly show the strong upward trend in jaatkes and grain
output. To measure the short-term fluctuations we del¢cbrihe logarithms of the
series using the Hodrick-Prescott filter with a smoottpagameter of 6.25, which is
suitable for annual data (Hodrick and Prescott 1997). Inr@sinto first differences,
which measure the change between two consecutive yearsde-trended values
measure the degree of departure in the series from atlsdotrend. Thus, while a
change from low to medium would equal a change from umedb high using first
differences, our residuals measure the conditions iny&fae under consideration in
relation to normal years in the period. The de-trendédesaused in the analysis are
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shown in Figures 3-5, and even though there is some iecreéise variance over time
in the output series they can be considered quite s&ayio In contrast to long-term
trends, short-term variations differ between thegieries and the output series. To
check for possible threshold effects in the responselseecategorize price and output
residuals. We use absolute values of more than 0.12 fputoamd 0.20 for grain price
as high/low deviations from normal. This corresponds to g&r8ent higher/lower
output than normal and a 22 percent deviation in the rge fevel. Over the entire
period about 12-13 percent of the years were charactdmzéuigh prices/low output
(see Table 2), and these are the years which we comrsiaeisis years.
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Figure 3. De-trended log grain output in Scania, 1745-1864.
Source See Figure 1.
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Figure 4. De-trended log rye price in Kristianstad county, 1745-1864.
Source See Figure 2
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Figure 5. De-trended log rye price in Malmohus county, 1745-1864.
Source See Figure 2.

We analyze the demographic response to economic stresstilmating a series
of pooled OLS models where the number of births, child de@tt®), and young adult
deaths (15-24) are the dependent variables. We also estimzatdom effects panel
regression models to account for the panel structuteecdata (31,051 observations for
459 geographical units), but since the Hausman test indicdisd the crucial
assumption of independence between the random effetth@mnegressors could not be
upheld we chose to report the OLS estimates. The twmEestimates were also highly
similar yielding the same substantive results. Thedstal errors are robust to the
clustering of observation at the parish level, and thdswal for within-cluster
correlation of errors (see Baum 2006, 138-139).

We control for period by including a set of 10-year perioeégatical variables.
In this way the increasing number of vital events stergngimply from population
increase over time is controlled for when estimating phice and output effects. We
also control for county and type of district. The st classificatior—plain district,
forest district and intermediate brushwood distritd based on traditional settled
country characteristics (Campbell 1928) with some matifins®

Our main variable, in addition to rye price and grainpattis the degree of
manorialism. From data on the distribution of lanchership by parishwe categorized

% The deviation from Campbell’s classical grouping concerassth called Romele Ridge Forest
district, which already in the early eighteenth centiorya great extent was deforested. Besides,
many of its forest areas were located in parishesntbed partly plain lands at origin. The district as
a whole is here classified as intermediate.

* Derived from Gillberg 1765 and 1767. Manorial demesnes andriestare excluded from the
estimates. We are greatful to Lars Persson, Departofiedcial and Economic Geography, Lund
University, for helping us with his digitalized excerpt®m Gillberg on distribution of land
ownership.
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the variable into “high” (80 percent or more of the landthe parish belonged to

dominant manors), “low” (80 percent or more of the lantheparish was freehold land
or crown land), or “medium” (all other parishes).drder to test the hypothesis about
the manors having an insurance function we estimateastten models where the

degree of manorialism is interacted with the econowaciables to see if the

demographic response differ in a significant way betwkerifferent parishes.

Reaults

Before studying the potential insurance effect of manenmlin times of short-term
economic stress, we must start by substantiate theeeeésof a demographic response
to changes in prices and output. Table 3 reports the éstimébasic models including
all the control variables as well as prices and outple fEgression coefficients have
been re-calculated to elasticities indicating the garcchange in the dependent
variables of a one percent change in the explanatamghles (a categorical variable
represents a 100 percent change). Looking first at birthree[2g, there is evidently a
clear response to both prices and output. The effe¢teiourrent year are very small,
while the effects with a one year lag are more sizables is also what could be
expected because of the waiting time between conceptidnbirth. Previous studies
have indicated a quite rapid fertility response, but natreethe final part of the year of
the price change (Bengtsson and Dribe 2006). The pricecéhlasti lagged prices is
0.144 which implies that prices 10 percent higher than noweaed associated with a
roughly 1.5 percent decline in births. Thus, the magnitude ofdlponse is by no
means huge, and for grain production it is even less.

For child deaths the pattern is similar, with a sta@dly significant response
already of current prices, but a stronger response witnea year lag (Panel B).
According to the estimates, years when prices were t€empeabove normal were
associated with slightly less than 3 percent more deatlthe following year, while
years with an output 10 percent below normal were &dsocwith about 6 percent
more deaths. This shows that economic stress clafidgted families in Scania by
increasing the risks of child deaths, which has also lskemvn previously both at
aggregate and at micro level (Bengtsson 1984; Bengtsson del2D05).

Also when looking at deaths of young adults in ages 15FP&hel C), we find a
statistically significant response to both rye pricesd grain output. As with births and
child deaths, the response is stronger with a one yeabuags visible and statistically
significant also in the current year. Prices 10 perabove normal are associated with a
1.2 percent increase in the number of deaths in the tuyeam and a 1.5 percent
increase the year after. The corresponding figuresutpub are 2.6 percent more deaths
in the current year and about 4 percent in the yeer. aft

These results clearly establish the existence of agephic response to prices
and output, which was also what could be expected from p®viEsearch. It shows
that the rather approximate method of using number oftevather than demographic
rates seem to work sufficiently well to reproduce expeatsdilts.
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Table 3. Regression estimates (elasticities) of demographic mespto short-term
economic fluctuations, 1749-1859.

A. Births
Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Price/output (t) -0.052 0.00( -0.041 0.00( -0.02¢ 0.08: -0.001  0.94t
Price/output 1) -0.14< 0.00(¢ 0.082 0.00¢
Period
174¢-175¢ ref ref ref ref
176(-176¢ 0.02( 0.01c 0.00¢ 0.27¢ 0.02: 0.00¢ 0.021  0.00¢
1770¢-177¢ 0.027 0.01: 0.02z 0.04: 0.02F 0.02¢ 0.02F  0.02¢
178(-178¢ 0.02( 0.12¢ 0.01¢ 0.28: 0.01¢ 0.14¢ 0.01¢ 0.14¢
179(-179¢ 0.097 0.00(¢ 0.082z 0.00(¢ 0.09: 0.00(¢ 0.097 0.00(¢
180(-180¢ 0.11: 0.00c¢ 0.11: 0.00(¢ 0.117 0.00C 0.111  0.00(¢
181(-181¢ 0.26¢ 0.00(¢ 0.267 0.00(¢ 0.26¢ 0.00(¢ 0.267  0.00(¢
182(-182¢ 0.45¢ 0.00(¢ 0.452 0.00(¢ 0.461 0.00(¢ 0.45¢  0.00(¢
183(-183¢ 0.507 0.00(¢ 0.50¢ 0.00(¢ 0.50¢ 0.00(¢ 0.50¢  0.00(¢
184(-184¢ 0.65( 0.00(¢ 0.64% 0.00(¢ 0.657 0.00(¢ 0.64¢  0.00(¢
18E50-185¢ 0.73¢ 0.00(¢ 0.7317 0.00(¢ 0.73¢ 0.00(¢ 0.737 0.00(¢
County
Kristianstau ref ref ref ref
Malmdhug -0.18¢ 0.00: -0.18¢ 0.001 -0.18¢ 0.00: -0.182  0.00:
Type of are
Plair ref ref ref ref
Intermediat 0.33¢ 0.00(¢ 0.33¢ 0.00(¢ 0.33¢ 0.00(¢ 0.33¢  0.00(¢
Fores 0.38¢ 0.00(¢ 0.38¢ 0.00(¢ 0.38¢ 0.00(¢ 0.38¢  0.00(¢
Degree o
manorialism
High 0.01¢ 0.81¢ 0.01¢ 0.81: 0.01¢ 0.81¢ 0.01¢ 0.81¢
Mediunr ref ref ref ref
Low 0.017 0.78¢ 0.017 0.78¢ 0.017 0.78¢ 0.017 0.78¢
Observation 31057 31057 31057 31057
R? 0.25( 0.25] 0.25( 0.25(
F 44.€¢ 0.00C 45.1 0.00¢ 43.¢ 0.00¢ 42.C  0.00¢
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B. Deaths, ages 1-9

Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Price/output (t) 0.168 0.000 0.147 0.000 -0.351 0.000 -0.521 0.000
Price/output (t-1) 0.286 0.000 -0.612 0.000
Period
174¢-175¢ ref ref ref ref
176(-176¢ -0.22¢ 0.00(¢ -0.201 0.00( -0.21¢ 0.00(¢ -0.20¢ 0.00(
1770¢-177¢ -0.12¢ 0.00(¢ -0.11<¢ 0.00C -0.11<¢ 0.00(¢ -0.11Z2 0.00(¢
178(-178¢ -0.17¢ 0.00(¢ -0.16¢ 0.00(¢ -0.17% 0.00(¢ -0.17% 0.00(¢
179(-179¢ -0.147 0.00( -0.12¢ 0.00(¢ -0.14% 0.00(¢ -0.13C 0.00(
180(-180¢ -0.11¢ 0.00( -0.117 0.00( -0.107 0.001 -0.10¢ 0.001
181(-181¢ -0.05¢ 0.06: -0.04t 0.16( -0.05¢ 0.09: -0.05: 0.09:
182(-182¢ 0.13: 0.00(¢ 0.14&¢ 0.00(¢ 0.13¢ 0.00(¢ 0.15¢ 0.00(¢
183(-183¢ 0.227 0.00(¢ 0.22¢ 0.00(¢ 0.22¢ 0.00( 0.222 0.00(¢
184(-184¢ 0.172 0.00(¢ 0.182 0.00(¢ 0.18< 0.00(¢ 0.19¢ 0.00(¢
185(-185¢ 0.58( 0.00(¢ 0.59: 0.00(¢ 0.581 0.00(¢ 0.58: 0.00(
County
Kristianstau ref ref ref ref
Malmohus -0.21C 0.001 -0.21C 0.001 -0.211 0.001 -0.211 0.001
Type of are
Plair ref ref ref ref
Intermediat 0.247 0.00(¢ 0.247 0.00(¢ 0.247 0.00(¢ 0.24°7 0.00(¢
Fores 0.11: 0.241 0.11: 0.24: 0.11¢ 0.241 0.11¢ 0.24(C
Degree o
manorialism
High 0.04:z 0.587 0.04:z 0.58¢ 0.04:z 0.58¢ 0.042 0.58t¢
Mediunr ref ref ref ref
Low 0.01: 0.84¢ 0.01: 0.84¢ 0.01: 0.84¢ 0.01: 0.84¢
Observation 31057 31057 31057 31057
R? 0.0€e1 0.06: 0.061 0.06¢
F 27.¢ 0.00( 27.5 0.00( 27.2 0.00( 27.5 0.00(
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C. Deaths, ages 15-24

Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Price/output (t) 0.129 0.001 0.118 0.002 -0.149 0.014 -0.261 0.000
Price/output (t-1) 0.148 0.000 -0.404 0.000
Period
174¢-175¢ ref ref ref ref
176(-176¢ -0.107 0.001 -0.09¢ 0.00¢ -0.107 0.001 -0.09¢ 0.00:
1770¢-177¢ 0.147 0.00(¢ 0.152 0.00(¢ 0.15¢ 0.00(¢ 0.15%F 0.00(¢
178(-178¢ 0.05¢ 0.138 0.06( 0.09¢ 0.057 0.11¢ 0.057 0.11¢
179(-179¢ 0.00¢ 0.91¢ 0.01: 0.69: 0.00¢ 0.90¢ 0.01z 0.71c
180(-180¢ 0.31F 0.00(¢ 0.31< 0.00(¢ 0.327 0.00(¢ 0.31¢ 0.00(¢
181(-181¢ 0.301 0.00¢ 0.30¢ 0.00(¢ 0.30F  0.00(¢ 0.30F  0.00(¢
182(-182¢ 0.32: 0.00( 0.337 0.00¢ 0.32: 0.00(¢ 0.33t  0.00(¢
183(-183¢ 0.46¢ 0.00(¢ 0.471 0.00¢ 0.47C 0.00(¢ 0.46¢ 0.00(¢
184(-184¢ 0.64% 0.00(¢ 0.6517 0.00(¢ 0.65( 0.00(¢ 0.661 0.00(¢
185(-185¢ 0.611 0.00( 0.61¢ 0.00(¢ 0.61z 0.00(¢ 0.61: 0.00(¢
County
Kristianstau ref ref ref ref
Malmdhug -0.20C 0.00: -0.20C 0.00: -0.20C 0.00¢: -0.20C 0.00¢:
Type of are
Plair ref ref ref ref
Intermediat 0.33¢ 0.00( 0.33¢ 0.00( 0.33¢ 0.00(¢ 0.33¢ 0.00(¢
Fores 0.367 0.00( 0.36( 0.00(¢ 0.367 0.00(¢ 0.367 0.00(¢
Degree o
manorialism
High 0.01¢ 0.82: 0.01f 0.82¢ 0.01¢ 0.82: 0.01¢ 0.82:
Mediunr ref ref ref ref
Low 0.04( 0.56¢ 0.04(C 0.57( 0.04( 0.56¢ 0.04( 0.56¢
Observation 31057 31057 31057 31057
R? 0.05: 0.05: 0.05: 0.05:
F 23.2  0.00( 22.C  0.00(¢ 23.2 0.00( 22.1 0.00C

Note Elasticities express percent change in Y of a omeepé change in X (categorical variables
represent a 100% change in X). Elasticities are calcukttedeans of variables. Based on OLS
estimates with standard errors adjusted for clusteredvattmms (by parish).

SourcesSee Table 2.

The main issue in this paper, however, is the possitdeof manors in dealing
with economic stress. To get at this we estimateiaessef interaction models where the
degree of manorialism (measured as a categorical vgriabtgeracted with rye prices
and grain output, controlling for the same variables ef®rb. Table 4 shows the
elasticities of the main effects and the interacgffects. For births (Panel A) none of
the interaction effects are statistically signifitadowever, looking at the interaction
effects of high degree of manorialism reveals thay #ve opposite to the main effects
indicating a weaker response in the manorial parishes.
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For child deaths (Panel B) the interaction effectdigh degree of manorialism
are statistically significant for current rye prices)d again they go in the opposite
direction from the main effects. The magnitude ofdffects show that almost the entire
mortality response of current prices is removed inntlamorial parishes, pointing to a
strong insurance effect of the manors. In the ydar,diowever, there are no signs of
any interaction between the degree of manorialism &edprices. Evidently this
protective effect of manorialism was only short-tersnshown by the absence of any
interaction effect of lagged prices. For production theeraction effects are not
statistically significant, but the pattern is simitarthe one for prices, even though the
beneficial effects of manors seem lower than foecgsi Again, there is no visible effect
of manorialism in the second year. Turning to deathsoahg adults in Panel C, there
is much less of a consistent pattern. Here the onigatidn of an interaction effects is
for lagged prices, but not for lagged output. There isnberaction effect for current
prices, while the pattern for current output is the saweor child deaths, but not
statistically significant.

Table 4. Price and output effects on demographic outcomes by defyjne@norialism,
1749-1859. Regression estimates from interaction models.

A. Births
Price Outpu

Elasticity P>[t Elasticity P>t Elasticity P>|t Elasticity P>|t
Price/output (i -0.064 0.000 -0.053  0.000 -0.028 0.147 -0.008 0.688
Interactior
Price/output (t)*Manor:
High 0.024 0.250 0.023 0.279 0.025 0.513 0.029 0.477
Low 0.01¢ 0.27¢ 0.01¢ 0.311 0.00C 0.99( 0.00t 0.87¢
Price/output 1) -0.14¢ 0.00( 0.07¢ 0.00c
Interactior
Price/output (t-1)*Manor:
High 0.00¢ 0.90¢ 0.011 0.78¢
Low 0.011 0.61:f 0.01¢ 0.601
Observation 3105: 3105: 3105: 3105:
R? 0.25( 0.25] 0.25( 0.25(
F 40.E  0.00(C 37.€ 0.00(¢ 39.¢ 0.00( 34.7 0.00C
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B. Deaths, ages 1-9

Price Outpu

Elasticity P>[t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Price/output (1 0.222 0.00( 0.19¢ 0.00( -0.40: 0.00( -0.557 0.00(
Interactior
Price/output (t)*Manor:
High -0.197 0.030 -0.195 0.031 0.216 0.180 0.175 0.314
Low -0.039 0.591 -0.03: 0.64¢ 0.03¢ 0.77¢ 0.01z 0.92¢
Price/output -1) 0.307 0.00(¢ -0.557 0.00(
Interactior
Price/output (t-1)*Manor:
High 0.00¢ 0.94: -0.11¢ 0.457
Low -0.06: 0.377 -0.09: 0.44
Observation 3105: 3105: 3105: 3105:
R* 0.061 0.06: 0.061 0.06¢
F 25.1 0.00( 22.5  0.00( 24.€ 0.00( 22.7 0.00(
C. Deaths, ages 15-24

Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>t Elasticty P>|t
Price/output (1 0.107 0.04¢ 0.09: 0.08t -0.14t  0.10¢ -0.241  0.01cC
Interactior
Price/output (t)*Manor:
High -0.011 0.921 0.005 0.963 0.195 0.257 0.169 0.371
Low 0.067 0.46: 0.06¢ 0.44¢ -0.10¢ 0.42( -0.137 0.33¢
Price/output -1) 0.187 0.00¢ -0.347 0.00:
Interactior
Price/output (t-1)*Manor:
High -0.175  0.09( -0.07¢  0.71¢
Low -0.00¢ 0.92¢ -0.11¢  0.50¢
Observation 3105: 3105: 3105: 3105:
R* 0.05: 0.05: 0.05: 0.05¢
F 20.6  0.00( 18.C  0.00( 20.€  0.00( 18.4 0.00(

Sources and Not&ee Table 2. Models also control for all the variables in the basid (fiadde 3).

Up to now we have been looking at effects of econorar@ables in continuous
form. To assess the possibility that the demographiporegs are not linear we
estimate models with economic variables categorized mgh*, “normal” and “low”
as described above. For births in Panel A (Table 5), theee not seem to be any real
non-linearities in the price response, as shown by tkeiym® (statistically significant)
elasticity of “low” prices, and the negative elastiotf the same magnitude of “high”
prices. The picture is basically the same for curreimeprand lagged prices. These
results are in line with results at the micro lewghere the fertility response to rye
prices showed a similar linear pattern (Bengtsson artek[2006). For grain output, on
the other hand, there appears to be clear threshoid<eifethat there are only effects of
“low” output, while the effects of “high” production is rnggble, and not statistically
significant.
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Table 5. Effects of categorized prices and output on demograpHhicomes, 1749-

1859.
A. Births

Model without lag
Price Outpu
Elasticity P>|t Elasticity P>|t

Model with lags
Price Outpu
Elasticity P>|t Elasticity P>|t

Price/Output (t

Low 0.02: 0.00¢( 0.01: 0.00¢ 0.01¢ 0.02¢ 0.01C 0.02¢
Norma ref ref ref ref
High -0.01¢ 0.00( 0.001 0.80¢ -0.03:  0.00( 0.00¢ 0.49(
Price/Output (-1)
Low 0.04: 0.00( -0.02¢ 0.00(
Norma ref ref
High -0.06¢ 0.00( -0.00¢ 0.391
Observation 3105! 3105! 3105! 3105!
R’ 0.25( 0.250 0.257 0.25(
F 42.7 0.00( 41.5  0.00( 40.¢  0.00( 38.2  0.00(
B. Deaths 1-9

Model without lag Model with lag:

Price Outpu Price Outpu

Elasticity P>|t Elasticity P>|t

Elasticity P>|t Elasticity P>|t

Price/Output (t

Low -0.02: 0.15¢ 0.172 0.00( -0.001 0.927 0.20: 0.00(
Norma ref ref ref ref
High 0.03¢ 0.03: -0.02¢ 0.20: 0.07C 0.00( -0.C24 0.21:
Price/Output (-1) ref
Low -0.01C 0.58¢ 0.22¢ 0.00(
Norma ref
High 0.165 0.00( 0.13¢ 0.00(
Observation 3105: 3105: 3105: 3105:
R* 0.06( 0.0€3 0.06: 0.067
F 25.¢  0.00( 26.1 0.00( 24.2  0.00( 27.7 0.00(
C. Deaths 15-24
Model without lag Model with lag:
Price Outpu Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Price/Output (t
Low -0.03t  0.10:2 0.04¢  0.02¢ -0.02¢ 0.26¢ 0.06: 0.00¢
Norma ref ref ref ref
High 0.037 0.10¢ -0.06: 0.01¢ 0.05¢ 0.01% -0.C78€ 0.00:
Price/Output (-1)
Low 0.061 0.01: 0.17¢ 0.00(
Norma ref ref
High 0.09t  0.00( 0.03t  0.23¢
Observation 3105: 3105: 3105: 3105:
R* 0.05: 0.05: 0.05¢ 0.05¢
F 21.&  0.00( 21.¢ 0.00( 19.7 0.00( 20.7 0.00(

Sources and Noté&ee Table 4.
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For child deaths (Panel B) there are more indicatidrasnon-linear response also
to prices, although the effects of “Low” prices are nigatbut not statistically
significant. The effects of high prices/low productioa amuch stronger than the effects
of low prices/high production, which clearly supports theaidbat the mortality
response mainly resulted from times of crisis. Thgmiades of the crisis effects are
also larger than what was implied by the linear effeciBable 3, further indicating the
threshold effects in the mortality response. For yeamhglt deaths the pattern is less
clear cut and there is no strong support for non-lineariti the response.

Finally, we look at the effects of crisis years (“Higiices and “low” production)
on the demographic outcomes by the degree of manoriatissed if the previous
pattern of a weaker effect of economic stress in malnparishes still holds (see Table
6). Generally speaking the picture is the same as préyiolisere is a crisis response
for both births and deaths, and the interaction betwegndegree of manorialism and
crisis run in the opposite direction from the basteatfindicating a weaker, or
sometimes negligible, response in parishes dominated bgrsial' he pattern is clearer
in the case of production for births, but for prices indase of child deaths. As before,
the protective effect of manorialism is only visibletire year of the crises, but not in
the year after. This points to the conclusion thanev®ugh living on manorial land
might have improved one’s condition in times of aidghe effect was mainly short-
term, and in the year immediately following the crisiee suffered as much as people
outside the manorial system. This is not to say timefogal effect of living in manorial
parishes was negligible. According to the estimates #wyded an increase in the
number of child deaths by about 8 percent in years okdmseasured by prices), but
then suffered most of the 20 percent more deaths iyaae following the crises (the
interaction effect of -7 percent is not statisticalignificant).

Table 6. Effects of crises (high prices/low output) on demographicomes by degree
of manorialism, 1749-1859. Regression estimates from iti@nacodels.

A. Births

Model without lag Model with lag:
Price Outpu Price Outpu

Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Crisis (t -0.02¢ 0.001 0.02z 0.05¢ -0.041 0.00( 0.02( 0.08¢
Interaction Manol
* crisis (1):
High 0.01z 0.32¢ -0.041 0.10¢ 0.01C 0.40¢ -0.041 0.10¢:
Low 0.00¢ 0.631 -0.007 0.75¢ 0.00¢ 0.707 -0.00¢ 0.77¢
Crisis (-1) -0.07¢  0.00( -0.01: 0.22¢
Interaction Manot
* crisis (t-1):
High -0.001 0.94¢ -0.031 0.22¢
Low -0.00¢ 0.81¢ -0.01¢ 0.30¢
Observation 31057 31057 31057 31057
R? 0.25( 0.25( 0.25] 0.25(
F 40.250 0.00( 39.38( 0.00( 37.24( 0.00(¢ 34.38( 0.00(¢
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B. Deaths 1-9

Model without lag

Price Outpu
Elasticity P>|t Elasticity P>|t

Model with lag

Price Outpu
Elasticity P>|t Elasticity P>|t

Crisis (t 0.04t  0.06¢ 0.19t  0.00( 0.08: 0.00:2 0.211 0.00(¢
Interaction Manol
* crisis (1):
High -0.07¢  0.09( -0.05¢  0.39( -0.08¢  0.06¢ -0.05¢ 0.39¢
Low 0.01¢ 0.61¢ -0.02¢ 0.64: 0.01C 0.78¢ -0.02¢ 0.63
Crisis (-1) 0.20:  0.00(¢ 0.201 0.00(¢
Interaction Manol
* crisis (t-1):
High -0.07¢  0.10¢ 0.041 0.49¢
Low -0.06C 0.12¢ -0.01t 0.72¢
Observation 31051 31051 31051 31051
R 0.06: 0.06: 0.06: 0.06¢
F 24.2 0.00( 25.z  0.00( 22.z  0.00( 24.C  0.00(
C. Deaths 15-24
Model without lag Model with lag:
Price Outpu Price Outpu
Elasticity P>|t Elasticity P>|t Elasticity P>|t Elasticity P>|t
Crisis (t 0.037 0.35¢ 0.08¢  0.00¢ 0.05¢ 0.117 0.10z  0.00:Z
Interaction Manol
* crisis (1):
High 0.01: 0.83t -0.14¢  0.01¢ -0.00¢  0.92: -0.14t  0.01¢
Low 0.02: 0.671 -0.01: 0.80: 0.017 0.74: -0.01« 0.78¢
Crisis (-1) 0.12¢  0.00: 0.15¢  0.00(
Interaction Manol
* crisis (t-1):
High -0.13¢  0.023 -0.00¢  0.89:
Low -0.03¢  0.51¢ 0.01¢ 0.747
Observation 31051 31051 31051 31051
R 0.052 0.052 0.052 0.05¢
F 20.€  0.00( 20.6  0.00( 17.¢  0.00( 18.2 0.00(

Sources and Noté&ee Table 4.

Conclusion

In this paper we have studied the possible role of theonarsysterr—an important
institution in the local rural economy of many partsEafrope in the preindustrial
period—in insuring the parishioners, thereby facilitating the idgalith risk and lower
their vulnerability to economic stress. Most preindakpopulations seem to have been
highly sensitive to economic fluctuations, stemming fromiatns in agricultural
output or grain prices, and rural Scania was no excepMde. found a clear
demographic responsdn births, child deaths and young adult deaths short-term
fluctuations in grain output and rye prices. Generally ldpgayears of economic crisis,
when prices rose with about 20 percent or more and blatyels were about 15 percent
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or more below normal, led to a decline in births by 3 pdragaady in the year of the
crisis, and about 7 percent in the year after. Fod aglaths the corresponding effects
were about 7 percent, and 16 percent, respectively, ayddog adult deaths 6 percent
and 10-15 percent (Table 5). Thus, even though these effeggismot appear to be at a
disastrous level they are still noticeable and impadrtan

In theory there are different ways of dealing with tkiisd of economic stress.
One way is to live off personal savings or stored foo@carsd way is to borrow capital
from various kinds of credit institutions, and a third w&go insure against risk through
some kind of insurance policy. There is also the poggilthat national, regional or
local authorities provide assistance to the needy iediaf crisis and in this way makes
sure that they are not too severely affected by thigeds It is quite clear that in
preindustrial society neither of these options worked satisfactory way. The amount
of stored grain was too low to really make a differeimcéimes of scarcity, and the
public systems, such as poor relief, were not designed tactakeof large numbers of
people facing economic difficulties in times of crislajt rather to help a limited
number of poor and destitute. Similarly, capital and rensce markets were not
developed enough to lower vulnerability to economic strefisoee mostly affected, i.e.
landless laborers. The only local institution with fhatential of acting to lower the
impact of economic stress in the population was theomnial estate. At least in the area
under study many manors were big enough to be able to &tdeys of food, or to
help by subsidizing food to people in need.

The question posed in this study was whether, or not,naeorial system
actually performed this role and, the extent to whichat fa real impact of the
demographic response to economic stress. We approachesubeby looking at the
parish-level demographic response to short-term fluctuatiograin output and rye
prices, and specifically to see if the response difféxeteveen parishes dominated by
manors and other parishes. Using both prices and outputpnaveled us with the
opportunity of testing two ways of measuring short-terrmeaac stress. As argued
above, these indicators do differ, but sometimes ad&cin an economy with
exogenously set prices and the results show that bp#s tyf crises affected the well-
being of the rural population. However, looking at theatffehemselves the impact of
the two types of crises did not differ much.

The results gave quite strong support to the idea thatdahenml system actually
had a kind of insurance effect, lowering the impactahemic stress. In the years of
crisis the entire demographic response to short ternoedorstress was avoided, when
we looked at child deaths, and also for births and deatywuing adult ages we found a
similar pattern. This implies that the manorial lords only helped their tenants by
allowing arrears or subsidizing their food purchases, bat tiney also directly or
indirectly helped the landless groups of the parish popuala@me interpretation would
be that a contractual fulfilment from the landlordsle towards the tenants and crofters
therefore was supplemented by a paternalistic behavioarttswthe whole of the
population living in the manorial parishes. In the yeaowing the crisis, however, we
found no protective effect of living in a manorial parisbmpared to living in other
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parishes. This shows that it was only in the shortvtédrat estates could really make a
difference for the standard of living of the inhabitantsdégucing their vulnerability to
economic stress. The higher rents and lower productidpub on tenant farms, as
compared to on freehold farms, was thus only compensatdadsbyance from the
landlord in the short run. In a way this shows the ampgammperfections in the
institutional structure of preindustrial rural societitich made the population highly
vulnerable to economic stress. At the same time it gesvivaluable insights into the
workings of the manorial economy in the late preindugpeaiod.
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Demogr aphic Responsesto Short-Term Economic Stress
in a 19th-Century Tuscan Shar ecropping Population

Marco Breschi, Alessio Fornasin, Giovanna Gonano,
Matteo Manfredini, and Chiara Seghieri

Abstr act

Tuscany is the ltalian region whose demographic historg heen largely
investigated. In our study on the relationship between fitgrtand economic
fluctuations in 43 rural areas of the Grand Duchy of Tusaanlye first half of the
19th century, some sharecropping communities revealed anaatespweakness,
with adults and children showing higher mortality wheaimgiprices increased. Here,
we move from an aggregate to an individual point of view. Irtiqudar, we will
check demographic responses, mortality in particular, dd-6&rm economic stress.
The analysis concerns the community of Casalguidi, a latlgge in-between the
cities of Pistoia and Florence. As in many other aoédsiscany, the rural economy
of Casalguidi was characterized by the presence of the dategories of
sharecroppers and day laborers, which were antithetitany respects, along with a
non-indifferent presence of artisans and shopkeepersma@hepoint is that, thanks
to a careful nominative linkage between different sources, were able to
reconstruct the life-histories of the dwellers of Casaligni the period 1765-1884, a
pre-transitional period only slightly touched in its lgiease by the first signs of
demographic transition.

Introduction

Within Italy, by far the most studied population historyhattof the Tuscan arédt is
possible to outline the population evolution as well apley of the area starting from
as far back as the @entury, as well as underlying demographic mechanisms frem t
end of the 18 century. Moreover, the availability of data on longateseries of real
wages and grain prices has granted the opportunity to examainmelationship between
Tuscan population dynamics and living standdrsparticular, it has been noted that
nineteenth-century Tuscany appears to match the Malthssla@me (Breschi and
Malanima 2002). In phases of demographic recessamin during the years of the
plague and the 17century—the population’s decline is an element of price reductions
and real-wage increases, both sustained by increasé®imdiamand. In pre-transitional
societies, the balancing mechanism between populationeandrces occurred through
the dramatic check of mortality, and in particulardepnic mortality. With the gradual

! There is a vast literature on the Tuscan population. &eeng others, Bandettini 1960 and 1961,
Breschi 1990; Breschi and Malanima 2002; Del Panta 1974, 1976, 1978abtal Pivi Bacci,
Pinto, and Sonnino 1986; Parenti 1937.

2 Real wage series for Tuscany are among the best ap&uFhe complete series of grain prices for
Tuscany was calculated by P. Malanima and is avaikbleww.issm.cnr.it and www.iisg.nl. See
also Malanima 2002, Appendices IV.
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disappearance of such epidemics and subsistence nyodadies, population growth
grew increasingly less erratic, particularly regardimg ¢ontinuous modulations of the
fertility-nuptiality pairing. As for resources, the inang population pressure meant
that the reclamation of large marshy areas became tudgeing this period, and led
many people to work harder and longer, for relativel\elitticrease in productivity.

Many further studies investigate the connection betweert-géfrm stress of an
epidemiological or economic nature and demographic behahime-series analysis is
again the standard methodology applied in these cas#ssIpaper, we focus on this
same issue but choose to use a different approach. Fowsthigme in Italy, we make
use of individual, micro-level data to investigate thatrehship between certain key
demographic forms of behaviormortality, fertility, nupitialand household mobility
and short-term economic and epidemic stress. The stahcerns a Tuscan
community—the parish of Casalguidi, from 1819 to 185&hose economy was largely
based on sharecropping. The complexity and informatiseness of our database
allows us to classify and stratify the entire populaboth according to occupation and
wealth. We are therefore presented with the opportutatyexamine how stress
conditions affected individuals depending on their sex, dgeisehold structure,
occupation and wealth status, and additionally, which faefé mechanisms were
adopted to limit or prevent the effects of negative cactures.

This paper is divided into four sections. The first addeessaeview of the
literature on the most important results regarding ttaioaship between demographic
and economic variables in Tuscany. The second and thilideothie characteristics of
the dataset used in this paper and the main features afgQids and its economic
structure, respectively. Finally, the last section isoties to the presentation and
interpretation of results in light of an apparent paradarscany’s richest area, whose
prosperous and harmonious landscape was universally adneisetts as also being the
most fragile and sensitive to short-term variationthefeconomic cycle.

1. A Fragile Population: Subsistence Crisesand Mortality in Tuscany

Over the last fewdecades, a vast amount of literdtasebeen dedicated to the analysis
of the relationship between demographic time-series disideaths and marriages on
the one hand, and economic time-series, mostly coimgegrain prices on the othér.
Besides certain variants relative to the lag and iitieademographic reactiorfghese
studies confirm that strong price increases were usualligwed by relevant rises in
mortality. Subsistence crises can also be seen to hageconsequences on other
demographic events: a drop in marriages and conceptiongllegs a marked increase
in the mobility of poor and indigent people. In the cas€uscany, quantitative findings
are in line with the picture outlined above. The consege® of subsistence crises,
often amplified by the spread of infectious diseasese wagic and profound during the

% There is such a vast amount of literature on Italy atbae here we limit our citations to those
studies that make use of econometric techniques.

* It is worth noting that mountain populations were usudlys affected by short-term crises
(Breschi, Fornasin, and Gonano 2002, 2005; Fornasin 2005).
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16" and the 1% centuries, especially in the cities (Livi Bacci 1987, 85-Sgnificant
consequences were still present in th® a8d 19 century and even in the early"20
century (Breschi and Gonano 2000). For example, between 1874984, a 100
percent rise in grain prices resulted in a 48 perceneaser in deaths, reduced to 22
percent after accounting for periods of epidemic in tlweleh These repercussions
proved to be particularly accentuated among the young (5-185)y@ad adult
population (20-60), signaling the relative fragility of thés/o particular age groups. A
deterioration of the economic situation was enoughxpmse even the typically more
robust sector of the population to a rapid worsening afdihatandards. In fact, for the
most part, increases in deaths can be seen to hauered in the same years that grain
prices rose, namely between 1823 and 1878. This result isnswith the long-term
trend of real wages, which reached extremely low fetetoughout the fcentury
(Malanima 2002; Breschi and Malanima 2002). People tried to fese thard times by
increasing both their activity ratewomen and children were also involved in
agricultural work—and labor time-everyone had to work longer hours (Mori 1986;
Scardozzi 2001; Malanima 2002). In conclusion, the living cawditof the Tuscan
population showed no sign of improvement in thé" X®ntury, notwithstanding
significant dietary changes due to the diffusion of tn@samption of corn and potatoes.

The precarious life conditions of the Tuscan populatem also be seen to have
affected the average height of conscripts born during 18 century. Empirical
findings seem to suggest a decreasing trend of staturettfi®iirth-cohort of 1840 to
those born at the close of the century (Boattini aptteRer 2008; Arcaleni 2006;
A’Hearn, Peracchi, and Vecchi 2009).

The same situation is reflected by the absence of gnyfisant improvements in
the survival of young people and adults (Breschi 1990). Theapilikes of death for
the female population of reproductive age (15-40), calculatedhe years between
1808 and 1882, are steady and close to those of the Southlevadelb-7 in Coale and
Demeny’s life tables (where & 32.5-35 years). Starting from 1880-82, there are signs
of a gradual improvement in the survival of men aged bet88e50, with mortality
probabilities approaching level 10 of the South model in CaradleDemeny’s life tables
(ep around 40 years). The slight gain in life expectaridyirsh detectable at the end of
the 18" and during the 9 century can be largely attributed to a reduction inrinfa
mortality (Breschi 1988; Breschi and Fornasin 2007).

In conclusion, notwithstanding the fact that epideniesame increasingly less
frequent, much evidence suggests that during tffeckdtury the Tuscan population
remained “fragile” and vulnerable to short-term cyclés\ents. Econometric analyses
appear to suggeghat grain price increases triggered serious demographictsffe
Voluntary demographic reactions were especially stiradl#roughout the ocentury
(Breschi and Gonano 2000; Fornasin, Gonano, and Seghieri 26i®2)) that husbands
and wives had the possibility of choosing whether or mdtaive a child and families of

®In this century, demographic responses to price fluctuatieer® normally more marked for
marriages and less so for mortality (Fornasin, Gonano, and Se2{}0&).

50



betrothed couples could decide to postpone marriage. Tégsenses occurred not only
in particularly hard times characterized by strong srideut also in presence of
moderately negative economic cycles. It is symptomha#tthe Tuscan population was
wary and perspicacious, but it was also a sign thigiglistandards were as precarious as
to induce people to remain ever prudent.

One of our previous works (Breschi, Fornasin, and Gonano)2@@® using
time-series data, examines the causal relationship beteeonomic fluctuations and
mortality in various age-groups of 43 rural and 8 urban arkasistany in the period
from 1823 to 1854. Significant effects can be seen botleigitles and the countryside,
especially, as mentioned previously, in childhood and adlodthHowever, it is possible
to distinguish two distinct patterns of mortality respowgéin these rural territories. In
the immediate surrounding areas following the course oRiher Arno, the richest and
most densely populated zooé Tuscany, the increase in child and adult mortality is
significantand almost immediate, and particularly marked in trawigti sharecropping
community areas, where the land was intensively cultd/ad produce grains, oil and
wine. Conversely, in the south of the region, whdre territory was less densely
populated, much poorer and characterized by large-scale famink&nd generally “fit
for seed,” the increase in child and adult mortalityitesas being markedly weaker and
often not as immediate. Interestingly, this finding tcasts with the bucolic and classic
image of Tuscany, handed down to us by numerous Italian agidridravelers. Those
chroniclers emphasize the presence of two different dniss: one to the North, the
area known as the “Tuscany of the river,” rich andléehlike a garden; and the other to
the South, encompassing the desolated and unhealthy aksreyhma, void of trees
and men, bordering the Siena territories to the%ast.

More wealth was undoubtedly generated, at least oncaoregonomic level, in
the “Tuscany of the river” area, but econometric asedyappears to suggest that this
same rich and harmonious area also hosted the mostrabimend fragile portion of
the population.

2. TheMicrocosm of Casalguidi: A Study with Individual Data

For the community of Casalguidi, situated in the riclpest of Tuscany, we have the
rare opportunity to examine the relationship between eoan fluctuations and
demographic reactions at an individual and family unit le&eheticulous work of data
linkage between parish birth, marriage and death registassgnabled a reconstruction
of the life-histories of its inhabitants for the peribdtween 1819 and 1859. This
information has been supplemented and integrated witmmafion drawn from the
Status Animaruimcensus-like parish registers recorded annually bytpribat specify
the name, surname, age, sex, marital status and relaponith the household head of
all those living under the same roof, including servant anh times, absent family
members. It has also been possible to exploit a ciuilrcgd regarding the same

® The volume by Carlo Pazzagli (1992) offers a clear ptatien of the characteristics of these two
macro-areas of the region.
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community, namely the annual lists of family taxes.sTiegister gathers information on
each household head assessed as non-indigent and thet@fable according to
wealth, recording their name, surname, profession aniéval. In this way, we are able
not only to obtain a reliable picture of Casalguidigieeconomic structure, but also
have a clear picture of the economic level of eamissbhold and its members. This is
possible through a nominative linkage between informatiowmr&rom the Tax
Register and the data already reconstructed at the dodivand family level drawn
from parish registers. Although the tax system did undetgmges during the period
under analysis, it is possible to identify three differéotusehold tax categories:
high/medium (the wealthiest), low (the poor), and thesempt (the poorest and most
indigent). This latter category includes all those househeads who feature in the
Status Animaruniout are absent in the Tax register, which listedddaenilies alone.
Being compiled yearly, tax share records provide extrewhetgiled and indispensable
information for the assessment of household sociagoanstatus and its variation over
time. Likewise, we are also presented with the opportunitgtudy, at the individual
and household level, the demographic consequences of grarflpciuations. Making
use of Event History techniques (Bengtsson 1993), we foeigdd models in relation
to various demographic events and different age groups. fEhdife models concern
mortality, namely that of infant (O years), early clidyear), child (2-18 years), adult
(19-54) and old-age (55+), with the other three regarding effiects of price
fluctuations on nuptiality, fertility and household moblilitHowever, we consider it
useful at this point to provide the reader with a desomnptif Casalguidi’'s population
and society, before entering a more detailed discusé$ithese findings.

3. TheMicrocosm of Casalguidi: Economy and Social Structure

The vast territory of the parish of S. Pietro irs@lguidi is largely situated between the
slopes of Montalbano and the Ombrone River plain, bowlethe municipality of
Pistoia, a mere 8 km to the north. This region’s mosisely populated area was the
strip of land on the plain used to cultivate grains androtkeeals (the population’s
most important food resource), whereas its less demsyulated hilly areas were
characterized by vineyards and olive-groves. The villageashlgé served as the centre
of the community, inhabited by farm laborers, artisahspkeepers and a small but
significant number of wealthy families (doctors, chdémitawyers, etc.).

During the eighteenth century, Casalguidi was, likergelgart of “Tuscany of
the river” area, already characterized by a territatiaicture referred to as “urbanized
countryside,” definable as a rural area disseminatedabysf isolated farmhouses,
numerous country roads and well-cultivated estates amtl Tms landscape’s other
significant component was its network of small villages rural communities which
connected the countryside to the towns. In this masot the village of Casale,
situated at the crossroad connecting Pistoia to the watfiey, served as the gathering
point for products directly connected to the city market.s Tietwork of villages
expanded greatly during the™@nd 18 century when population increased at a greater
rate in rural communities than in cities (Del Panta 19882). Chroniclers note that
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this growth was due to thicrease in landless laborers, a less stable soaaipgr

compared to sharecroppers, thereby perceived as a poteaoidltbeeat. Demographic

analyses of the 1841 census confirm not only the demograpbianeke of landless

farm laborers in many “Tuscany of the river” areas,dis the most important features
of this social category, such as household structure andtagarriage (Barbagli 1984,

1990; Corsini 1988; Della Pina 1990, 1993; Doveri 1990, 2000; Torti 1981, 1982).

The picture outlined above finds quantitative support énfigures of Tables 1-2.
Casalguidi, with an average of around 2,400 inhabitantseeetl819 and 1859, can be
identified as the most populous parish of the Pistoiionegustained by a significant
growth rate of 5.8 percent.

For a rural community, the socioeconomic structure ggde be quite variegated.
About 2/3 of inhabitants were more or less directly eygdoin farm labor, although
some forms of proto-industry, such as silk weaving and eiddimg were also present
and taking root in the region. Despite this apparent unifgyithe various agricultural
categories were marked by considerable differencesmogiaphic behavior, migratory
attitude, family formation systems, household structorertality and fertility levels,
and socioeconomic status.

Table 1. Households by head’s profession and tax class (%); tastee, Casalguidi

1819-59.
Profession High Tax Medium Tax Low Tax No Indication Total % otal N
Day laborers 1.1 16.4 82.1 0.4 100.0 3,358
Sharecroppers & otht ; 5 14.9 83.2 0.2 100.0 6,138
farmers
Artisans & other no- 18.8 785 0.2 100.0 1,761
agricultural activities
Nobles, landowners « g - 28.0 158 05 100.0 326
middle-class
Total % 3.2 16.2 80.2 0.2 100.( 11,58%
Total n 382 187¢ 930z 23 1158:

Table 2. Households by head’s profession and tax class (%)&taarish registers,

Casalguidi 1819-509.

Profession High Tax Medium Tax Low Tax Tax Exempt Total % alrt
Day laborers 0.9 11.6 58.6 28.9 100.0 4,723
Sharecroppers & other, 10.7 59.3 28.8 100.0 8,621
farmers

Artisans & other non- ; 4 13.6 56.9 27.6 100.0 2432
agricultural activities

Nobles, landowners & ,; , 23.9 135 15.1 100.0 384
middle-class

No Profession 0.3 4.2 13.0 82.4 100.0 2,393
Total % 2.1 10.7 51.9 35.3 100.0 18,557
Total n 386 1993 9625 6549 18557
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In particular, day laborers on the one hand, and sharecsoppethe other,
represented the traditional dichotomy of the Tuscan cgside.’ Whereas
sharecroppers tended to marry quite late in life, followatrilocal system of living
arrangements after marriage, and live in large and conmaleseholds, day laborers on
the other hand, tended to marry earlier, have a nedbdacaly structure and live in
simple family groups, formed by a sole biological nucldusthermore, day laborers
had a lower fertility level and slightly higher mortgalcompared to sharecroppers.
These differences in marriage pattern and family strecund size of these two groups
are attributable to the different nature of their wigth the land (Poni 1982; Doveri
2000). Sharecroppers notably lived on the same farm theiatall for an absent
landowner, under a contract that tied the entire famryup to the landowner and
foresaw the equal division of the crop between thepgamies. Each year this contract
was up for renewal, with the capacity of the sharecrgppiousehold to ensure an
adequate crop for the landowner as one of the key ctumitgmoints (Giorgetti 1974;
Pazzagli 1973). Thus, one of the sharecroppers’ main gmneeas to preserve an
adequate work force within the household and as a resuttemober was allowed to
work outside the farm and specific forms of demographittatier, such as higher
fertility, expulsion of less productive members, and ailpaal arrangement for men
after marriage, were adopted.

Conversely, day laborers had no such tie with the lamcesiather than having
fixed accommodation on the farm, they continuously maredind from place to place
in search of temporary agricultural work. When the denfandgricultural labor fell,
day laborers were able to find employment in artisavities, such that the two groups
were easily interchangeable in that they shared simiptiality patterns and family
formation systems, characterized primarily by mobilityd aneo-locality. For day
laborers, the family work force was not the centeatdr for finding or maintaining a
job, and large households were unsuitable for the fregqmentments of this social
category and unsustainable for the resources availabhertm tAs a consequence, both
the male and female members of these nuclear housdétiltseir native family upon
marriage. Recent studies consider farm laborer fasréligethe chief actors in the spread
of proto-industrial activities in North Tuscany during th& t8ntury.

Although it is widely held that sharecroppers were itdn economic condition
than day laborers, Tables 1-2 tell a different storycléssification of households
according to their head’s profession and tax level, alsveo difference in wealth
between day laborers, other farmers, and even ari{$ab 1). All these social groups
result as having between 79 and 83 percent of householdg falio the low tax band,

" The demographic dichotomy between day laborers and sharecrdppéne population of
Casalguidi has been largely proven and highlighted muraber of our previous works. See, for
example, Breschi, Manfredini, and Pozzi 2004; Manfredini 2003mfitddini and Breschi 2008a,
2008b.
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indicative of an overall low economic stafus.

Conversely, the higheprofessions and occupations can be seen to be well
differentiated in terms of wealth, with 77 percent ofi$®holds paying the largest taxes.
The “No Indication” column refers to households whosestatus was either missing or
impossible to deduce from the source, or who were exempt fraying taxes, as, for
example, in the case of widowhood.

Since tax registers exclude exempt households, we madé&empt to recover
information on these household heads’ professions frarnsh registers, to determine
whether or not the majority belonged to the day labgreup (Table 2). We were able
to reconfirm the picture described above: there appeabg too difference between
these day laborers and farmers in terms of househoddthyevith only around 12
percent of families living in good economic conditionghwabout 29 percent of
exemptions due to manifest poverty. In general terms,nthmber of indigent and
disadvantaged households was extremely high, at overr8&npedenoting a situation
of diffuse poverty.

Although much is now known about Casalguidi, there lsck of data available
on the food consumption of resident families. Nothinggriewn about the quantity of
food directly produced and consumed, or how much was bdrteren exchange for
farm labor and/or other activities. Thus, for Casalgwiel are constrained once again to
use grain price as an indirect proxy of food availabilltiiis obviously oversimplifies
the real situation, especially for rural communitieowere obliged to purchase food
on the open market much less than urban populationsBarei 1987).

This paper makes use of the series of grain prices regotest by Bandettini
(1957), calculated on the basis of the Florence markéileWwhe market prices of
Pistoia are consistent with these, despite being sgsiEatly 8 percent higher (Figure
1), the decision to use the Florentine series is dudedact that this data is more
complete’ The price series consists of the mean annual figuretedt prices, which is
coherent choice with the structure of our demographicbda&g founded on annual
population record®

Lastly, it is important to underline the strong assoamhbetween price increases
and the spread of cholera that hit the whole of Tuscarthe biennium 1854-55. In
Casalguidi, this epidemic caused numerous deaths betwdeantl October, and the
month of August alone withessed as many deaths as ngroalhted in 6-7 months.

8 It is important to underline that among agricultural wosktie only clear distinction from the
information available is between day labourers and farmEnés latter term is a generic
classification including sharecroppers, tenants, smallholdetther professional figures who had
fixed employment and/or abode on an estate.

° Data on grain prices for Pistoia was drawn fréomunita civica di Pistoia“Registri dei prezzi
delle grasce” and “Prezzi delle grasce,” Pistoia Stathife.

1%1n the following hazard models, we used Hedrick-Predititt to even out grain price series and
remove the trend.

55



40

—®—Florence
—&— Pistoia

351

30 4

R Y/

10 4

Wheat price
N
(5]

N
o

1816
1818
1820
1822
1824
1826
1828
1830
1832
1834
1836
1838
1840
1842
1844
1846
1848

4. Reaults and Discussion

Tables 3-4 reveal the effects of three variables, oerdtie different possible forms of
stress that risk prompting various demographic events, namealth at the household
level, grain price at the macro-economic level, arel epidemiological level. These
models also take into account the household head’s pimfes®me ownership, and
age of all individuals. A brief examination of the pbssiinteractions between these
variables is given below.

The first observation to be made is the absolute and deedranfluence of
household wealth status on demographic events, including lityorteor all age
brackets except infant), fertility, nuptiality and houddhemigration. Clearly,
belonging to the wealthiest socioeconomic category meang less likely to die, less
likely to emigrate as a whole family group, marry, yetrenlikely to have children with
respect to the poorest group of untaxed households and iralszidirhile this general
pattern holds equally true for males and females, wenode that for all the age
brackets in the mortality analysis (with the exoeptof old-age), the SES differential
appears to be more pronounced among men than women. Waxlocategory
demonstrates a significantly reduced risk of certain Spesvients with respect to tax-
exempt households, falling between the richest and pograsps in childhood, adult
and old-age mortality, as well as in household out-migmnafThis obviously reflects a
difference in living standards, the quantity and qualityaedilable resources and the
role of marriage. Although this result was expected,etitent and universality of the
effects of household wealth status on the demographic ggaeeuld actually suggest
the existence of two distinctly separate demographiesysin the rural community of
mid-nineteenth century Tuscany; one for the wealthiest peapdl the other for the
poorest (Fauve-Chamoux 1993).
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Table 4. Effects of price and cholera epidemic on marriagsilifg and household

mobility, Casalguidi 1819-59.

Marriage (never -married people, 15-49 years)

M F ALL

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2
Untaxed 1 1 1 1 1 1
Low-tax group 1.109 111 0.981 0.972 0.999 0.991
High-tax group 0.775 0.775 0.874 0.892 0.763 0.769
Logged price at time t 0.533 0.534 0.649 0.473 0.58 0.493
Logged price at time t-1 1.509 1.509 0.833 0.814 1.105 .084
Cholera 0.995 154 1.257
Person-years 13,051 10,769 23,820
Marriages 530 662 1,192

Fertility (married women, 15-49 years)

Household mobility (emigr ation)

F ALL

Model 1 Model 2 Model 1 Model 2
Untaxed 1 1 Untaxed 1 1
Low-tax group 0.999 0.991 | Low-tax group 0.667 0.661
High-tax group 1.288 1.259 High-tax group 0.399 0.408
Logged price at time t 0.927 1.098] Logged price at time t 1.778 1.115
Logged price at time t-1 0.938 0.848] Logged price at time t-1 0.922 0.88
Cholera 0.787 Cholera 1.648
Person-years 6,148 Household years 17,618
Births 2,091 Out-migrations 590

Notes The models control also for age, household head’s professidnthe property of house. In
bold, coefficients are significant at p<0.05.

The effects of short-term economic stress proveetéebs common but likewise
important in this context. Firstly, regarding the titag-aspect included in our analysis,
these findings support the idea that the effects of $aort-economic stress, namely at
timet, were almost immediate on demographic events. Bedideshvious influence of
grain prices, at-1, on fertility, which naturally has an immediate effea conceptions,
the only significant impact of prices which lagged by 1 yedimited to child and adult
mortality, although with signs of an opposite tendency limited to worker children,
the positive relationship between mortalitytel and price increase is linked to the
cholera epidemic of 1855. Once a dichotomous variabledaaheapturing the effects
of this epidemic event is included in the model, the sizthe grain price coefficient at
t-1 shows a noticeable drop leaving no real statistical fetggnce. As for adults, the
correlation between grain price at timd and mortality is vice versa negative and
unaffected by the introduction of the covariate concergimglera. It is worth noting
that this effect particularly concerns women once ¢fffects of cholera have been
accounted for. One might argue that the drop in fertdiairing the cholera epidemic
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would also reduce the number of births in the followingryea decrease further
accentuated by the drop in marriages due to grain priceaiserat timeé. Hence, it is
likely that female mortality associated with delivendachildbearing results as reduced
by the limited number of births following periods of crisis.

We can note that at tinte grain price effects influence mortality, nuptiality and
household emigration. While the absence of any signifieffett of grain prices on
infant mortality was expected, its extent on thatadiilts aged between 19-54 is
somewhat surprising, even if this outcome is consistetit wsults of econometric
analyses on time series. Our findings reveal a 12-18 gaisenn mortality in response
to a 10 percent price increase. It also appears that #gesérackets with a normally
higher risk of death in regular periedsuch as infants and the elderguffered less
from price increases on the Florence market than tlegaaes of active and working
adults.

With regards to nuptiality and emigration, findings areststent with previous
expectations. The economic burden that first marripgeé®n families made them less
likely to be celebrated in hard times, naturally bathrhales and females, and hence
normally postponed to more propitiotisies. Out-migrations of entire households were
usually associated to the circulation of day laboret®y moved around on a seasonal
basis in search of work, as well as the possible exputd sharecroppers from farms.
However, the positive relationship between price incieasel out-migration is simply
the consequence of the exaggerated price of grains duricydhlera epidemic of 1854-
55. After having accounted for cholera, this associateecomes insignificant and the
exp-coefficient is largely reduced. Therefore, the redsehind the rise in household
out-migration risk was the increased circulation of vidlials and households that
usually occurred during epidemics rather than the graie jiself (Manfredini 2003a).
Sharecropping contracts terminated and were up for rénawdovember, and it is
likely that landlords decided to expel those sharecroppimgiés whose size had been
dramatically reduced by cholera during the previous summer.

There is a close association, therefore, betweerchiolera epidemic and grain
prices in mid-nineteenth century Tuscany. As shown in Figurgrain prices on both
the Florence and Pistoia markets peaked in the biennium 1854r&&sely when
cholera hit Tuscany hard, reaching an increase of 40 and 5énpeespectively over
the mean for the period. This epidemiological strebsiomsly affected mortality
intensity, but it also had negative repercussions dilitierand household mobility,
stimulating an increase in household out-migratibrdeed, all demographic events
were concerned but marriage. All classes saw a signfficise in mortality risk,
although less marked, as typical of cholera epidenmcshe early years of life. As
expected, fertility also resulted as being affected, wisignificant 22 percent drop of
childbirth among married woman. As already mentionedcifoelation and emigration
of entire households also results as being influenced ey 8%4-55 epidemic, and,
finally, no changes were made to marriage plans.umcase study, economic reasons
appear to be much more important than epidemiologioas am determining marriage
behavior and weddings. This can be said to be quite surpyigimge much previous
data has confirmed the existence of a negative relatpnrsétiween marriage and
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mortality crisis. However, the reason for our findingsuld lie in the different
seasonality patterns of cholera and marriages. lral@adi, most marriages were
celebrated at the beginning of the year (January andu&msfyy in October and,
especially, in November. Very few weddings were recordeduly and August, the
very two months when the epidemic provoked the most sleatthe village. Thus, we
can note both that the earlier seasonal peak of mgasrieould not have been affected
by cholera, as well as that the later one would hage,ld® some extent, reinforced by
remarriages and summer marriages that had been postponed

Our final step was to investigate the extent of thetioglahip between short-term
crises and SES. For each event and age-bracket ofligokt@ used Model 2, with no
differentiation by sex, as a base to form separatéetadfor the untaxed and low-tax
group on the one hand, and the high-tax group on the Gtheresults (Table 5) prove
that wealthy families reacted very differently comgzhto poor and untaxed ones. Or
better, they appear to have no reaction at all exaapiah increase in the risk of
mortality associated to the cholera epidemic for youmddien and teenagers (2-18
years) and the elderly (55+). The demography of the poorested emerges as being
greatly affected by epidemiological and, to a less éxteronomic short-term crises.
Cholera, in particular, altered the entire demograpkgtesn of the poorest social
groups by increasing mortality at all ages as well as holdeout-migration, and
depressing fertility. Grain price resulted as being comhereffective in influencing
adult mortality and nuptiality.

Table 5. Summary of price & epidemic effects by demographic ewaswt SES (All
individuals).

Untaxed + low-tax group High-tax group

Price t Price t-1 Cholera  Price t Price t-1Cholera
Mortality
0 No No + No No No
1 No No + No No No
2-18 No No + No No +
19-54 + — + No No No
55+ No No + No No +
Fertility No No — No No No
Nuptiality — No No No No No
Household emigration No No + No No No

Table 6. Summary of price & epidemic effects by demographic eward rural
occupation (All individuals).

Day laborers Sharecroppers & tenants

Price t Price t-1 Cholera  Price t Price t-1Cholera
Overall mortality + No + No — +
Fertility No No No No No —
Nuptiality — No + No No No
Household emigration + No No No No +
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The picture was even more complicated when tried to igaire insight into the
large and predominant world of the very poorest classede(Tgb We ran various
models of adult mortality by household head’s occupatiath whe purpose of
determining the effects of prices on both those whedebn the market for the
purchase of food and those who lived off their farm’s prediite question was not of
being landless or not, but that of form of land tenurdatm, the landless categories of
sharecroppers and tenants were part of the latter grdulst way laborers and rural
wage earners formed the former one. The results deratmgtrat the landless day
laborers were undoubtedly the most fragile sector ef ghpulation. Day laborers
suffered a 26 percent mortality increase in responsa 1® percent price increase,
whereas this was true for only 7 percent of sharecrompetsenants. Hence, it was
poverty and the impossibility of direct access to landduce that determined a high
risk of mortality in the presence of short-term ecoitwostress. Clearly, the worsening
of life conditions caused by rapid price increases hathalia consequences on their
survival. In most cases, they were in difficulty in ew®vering household expenses and
therefore unable to cope with the minimum negative @coa conjuncture. Conversely,
sharecroppers, tenants and smallholders appear to be apatadec of facing hard times
induced by negative, economic, short-term cycles. Gihenwtide variety of Tuscan
farm produce, these categories had little difficultyimuing what they needed, namely
food and raw materials, such as textile fibers and woasl] ts construct objects of
everyday use. Indeed, one of the main characteristicsharecropping was its high
degree of auto-consumption.

On the other hand, it was virtually impossible for shameger or indeed wealthy
families to avoid the effects of epidemics, so muchhstd cholera can be seen to have
had an great impact on all Casalguidi's social categofiedeed, sharecropping
households, due to their larger size and high housing devesieyextremely likely to be
affected by infectious diseases such as cholera.

In conclusion, although the measuring of demographic tsfféom short-
economic stress by SES proves to be extremely comhlexjch dataset we have been
able to reconstruct for this Tuscan rural community haswalll us to assess the
socioeconomic and professional status of individualsfamdies in great detail. Many
social and economic aspects, such as occupation, waathhome ownership, were
used to highlight demographic differentials by SES. This ©icoato identify the day
laborer category as the “poorest poor” and most fragifbsolute would seem to partly
explain the paradox of the “Tuscany of the river” amghich while being the richest
and most populated zone proves also to be the mostigensitshort-term economic
stress and cycles. It is these day laborers and rage warners that became ever more
present in rural Tuscany of i@entury* and considered by contemporaries as the main
source of moral and social disorder.

™ In the countryside around Pisa, the 1841 Grand Duchy census cawetedne third of day
laborers in the general category of rural workers (Doveri 1990).
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Demogr aphic Responsesto Short-Term Economic Stress
in North East Italy: Friuli, 18th-19th Century

Marco Breschi, Alessio Fornasin, Giovanna Gonano,
Matteo Manfredini, and Chiara Seghieri

Abstr act

Friuli is a region of Northeastern Italy characterizsd profound geographic and
climatic differences. The role of agriculture was dirictconnected with the
geographic characteristics, getting more and more imgogmaing from north to
south. In the plain, mixed agriculture was common, basety g the binomium
wheat-maize, partly on the cultivation of mulberry and vida. the other hand, in
the mountains the most common activity was cattle-breedihte corn production
was rather poor. Environmental context, forms of land &niypes of cultivation,
dependence or independence from the market of primary goods liMeeg &actors
in determining the complex relationship between populationresources. As we
have demonstrated in a previous work, the most fragile ppos$ in years of crisis
were those with high levels of maize production and alsoucopison. Mountain
populations were conversely the less affected in terms atafity. A strong
preventive check operated to limit access to marriaggch in turn brought to a
drastic drop of births, therefore re-balancing the m@tatiip between population and
resources. This paper aims at analyzing the interdependetveeen economic crisis
and demographic behaviors in Friuli. Our approach is herdbas individual-level
data. We have reconstructed the life-histories of thabidints of two communities
of Friuli—one belonging to a maize-production area, the other situatettheon
mountains—for the period 1834-1900. We have therefore the opportunity to study
much more in depth the consequences of economic crises onduadéviand
families. In this work we use two new historical tisexies: weekly series of price of
indispensable goods, and daily series of meteorologital da

1. Introduction

The aim of this work is to analyze the interdependemte/den economic crises and
demographic behaviors in Friuli, in North-East Italy. Tlasalysis is based on
aggregate time series of corn prices and demographic datedingg@wo distinct
regional areas; one in the mountains and the othetherplain. In further detall,
particular consideration is given to the population loé tmountain community of
Treppo Carnico, and that of the parish community of 'Saarico on the plain. We
examine the demographic reactions for these two popuatem different in their
geographic localization, economic structure, social caitpa, consumption pattern
and relationship with grain markets, when faced withsrise corn prices. A key
characteristic of this work is that the reactions ol for these two populations refer
to the “same” corn and “same” price, namely that efghain market of Udine, the most
important town in Friuli (Fornasin 2000, 2001).
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The paper is structured as follows. Section 2 describessdlirces used and
organization of data, whereas section 3 gives detatlseotwo populations involved in
the analysis; section 4 presents the results onelaganship between short-economic
stress and demographic variables in the plain and mountaonsegf Friuli between
1700 and 1880 by means of macro-level data; and section 5 amgsdhehsame issue
with micro-level data using specific information on theotpopulations of Treppo
Carnico and Sant’Odorico for the period 1834-68.

2. Sources

Individual-level and time-series analysis were obvioustnducted by means of
different statistical techniques. Grain prices were wsead proxy of food availability
although we can note that this assumption does not aldgsrue, especially during
the second half of the f9century, when the increasing integration of world grain
markets broke the previously strict connection betweep amount and grain price on
the local-scale (O’Rourke and Williamson 2002). This progegsiite evident in Friuli,
where we can observe a constant fall in grain pricegalath a remarkable reduction in
its variability. On the other hand, it must be said tmairket prices are to a certain
extent independent from consumption dynamics since thasea high degree of auto-
consumption in most rural areas, although it holds tha# tertain sectors of the
population still depended on the market to purchase fooelselbonsumers’ choices
were driven and determined by the balance between pricenemohe. However, data
on real wages are extremely rare and limited to othegisaof Italy (Zamagni 1984;
Federico 1986; Fenoaltea 2002).

In this paper, we made use of corn prices of the cityketaof Udine. This is a
complete and detailed collection, well-known among ecaan historians within the
field (Braudel and Spoondd75) and the object of recent studies (Gonano 1998;
Fornasin 2000). The price series of grains and vegetables spamsl$86 to 1806,
when the Napoleonic troops arrived in Friuli, for theos® time. We can observe that
political events did not have a large effect on thiecton of grain prices, even during
the passage from the Austrian to the Italian Kingdom. él@w in order to use all these
series, which were originally expressed in differentrengies, it was necessary to
convert them into Italian Lire. The price was theferred to one hectoliter.

Our decision to use data on corn is because corn flour coaltedvater was the
most highly consumed food by the poorest social stratoahern Italy during the 18
and 19 centuries. The spread of pellagra, starting from the nifteg®@tury, is one of
the most evident consequences of this dietary habit Baeci 1986).

As for macro-level analyses, we used records of baptisnarriages, and burials
in two parish groups, the first, as already mentiongghated in the Alpine area, and the
second on the plain. Our sample is formed by seventeemtain parishes, with a total
of around 18,000 inhabitants, and sixteen on the plain, waitlpopulation of
approximately 17,000. The detail of the localization ofwagous parishes is reported
in Map 1, referring to 1790.
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kilometers

Figure 1. Friuli 1790.

The basic statistical model used for examining thertshod medium term
relationship between economic and demographic time sierieased on a distributed
lag model, with price as the independent variable andhuheber of deaths, births and
marriages as those dependérithis regression model features lagged independent
variables plus an autoregressive error component. Ircpiarj we include prices for
lags from O to 2 in the regression of deaths and laggeeyd&lom O to 2 of prices and
deaths in the regressions of births and marriages.

For the purposes of carrying out micro-level data aeslyse utilized the
population registers of Treppo Carnico and Sant’Odoriamr. lboth, we used two
population registers; the first covering the period frb834 to 1850; and the second,
replacing the first, which starts in 1851 and continuesécetid of 1868, roughly two

! The same model was applied in Breschi, Fornasin and m@o(2002) where the estimation
technigues used are reported in detail. In partictdasbtain detrended values for all the series used
we applied the Hodrick-Prescott filter -a standardhmétfor removing trend movements in the
business cycle literature (Ravn Uhlig 2002). A general coraiderof the distributed lag model and
its application as well as the relationships betwea#ardnt demographic variables can be found in
Lee (1981); however, a good review of the literature can ladsfound in Bengtsson and Reher
(1998).
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years after the transfer of control over Friuli be tkingdom of Italy. These registers
contain information on all households, specifying the nantesurname of all members
along with dates of significant life events: births, t#eatmarriages and changes in
residence. Nominative data recorded in the population eegigtas supplemented with
information taken from parish registers, serving mastlgorrect for the underreporting

of newborn deaths. To analyze how demographic factopemded to price fluctuations

at an individual level, we adopt the combined life-evant time-series approach
introduced in Bengtsson (1993).

3. The Regional Area and the Two Populations Studied

As already mentioned, we used data from two differeaasarof Friuli to analyze
demographic responses to price dynamics. Our choicetiohate was based on the
need to find and draw a comparison between two areas ddatlifierent functional

relationships with the market and distinctive food comstion patterns.

Grain production on the large plain of South Friuli veceeded local demand,
and therefore it supplied other areas in need. Througheutd' century, these grain
surpluses arrived at the market of Udine (Fornasin 200R)chwemained the main
point of commercial trade of food-stuffs well into flelowing century.

Auto-consumption was widespread on the plain, frequentdgdan grains, with
a tendency towards corn from the beginning of tHe dehtury (Bianco 1994; Morassi
1997, 2002). Smallholders and landless farmers formed tbestapart of the rural
population, wealthy farming households were a minority amel “bourgeoisies”
component was even smaller. Noble landowners only residieir country houses for
certain periods of the year. Given this situation, theatel for cereals on the city
market was obviously quite low.

In the mountain area, on the other hand, grain productias insufficient,
meeting demand for a mere two to three months of the yehich is why this region
relied on supplies from the city market. The diet af tinountain inhabitants was
reasonably varied thanks to a more diversified agricllfproduction than that on the
plain and the presence of a large livestock populationdinstained dairy production
(Fornasin 2005, 2008).

Of the two individual villages examined in this paper, Tre@ponico, located in
Carnia, a mountainous region of North East Italy, hgdaaly average of around 1,100
inhabitants and 230 households. From a demographic point of Vieppo Carnico
displays lower levels of both mortality and fertijiwith a life expectancy at birth of 39
years, and a TFR of 4.8 children per woman (Breschi, Goaad Lorenzini 1999).
Carnia was therefore characterized by a low-pressure gtapiuc regime, whose
preventive checks were late first marriages (estih&®.4 years for men, 28.7 for
women) and remarkably high levels of life-long celibat$.4% for men, 16.7% for
women).

The economy of Treppo Carnico was based on a sustainemhatamigration of
adult males. The mid-nineteenth century was a period at gienge for the activities
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associated to these emigration flows. Until the mifl &&ntury, these emigrants had
been mainly peddlers and artisans, but the second hatfeotd' century saw these
categories progressively substituted by masons. In thedpef transition between the
two professional modetsi.e. the period under study heréarm activities gained more
importance in the seasonal emigration of men althougih thle remained minor in the
local economy (Fornasin 1998). Marriage certificateditany records and population
registers provide evidence of a great variety of professiorany of which were
connected with trading activities, handicraft and/orlihigding industry.

The second village, Sant'Odorico, located in the cémtieins of Friuli, had a
yearly average of around 430 inhabitants and 100 househols. &rdemographic
point of view, Sant’Odorico displays higher levels offbmortality and fertility, with a
life expectancy at birth of 34 years and a TFR of 5.2uil per woman. The plain of
Friuli was therefore characterized by a relatively highssure demographic regime,
with an average age of 29.6 years for men and 26.5 for watrfest marriage and life-
long celibacy for both sexes ranging between 10-12%.

The economy of Sant’‘Odorico was characterized by mixedicudtural
production, based partly on cereal farming and partly doultiire, and was to some
extent orientated toward the market. The overwhelmingnityaof the population was
employed in rural activities. The level of schooling foenmwas similar to that of
Treppo Carnico, whereas for women it was somewhagiow

Regarding the economy, the Austrian Cadastre of 1851 prog@i@son land
property for both populations; information that can bketaas a proxy of the
socioeconomic status of families within the two comrtiasi(Tab. 1). Here, we focus
on the cadastral revenue values, which can be assumeticading the wealth status of
the entire community. On average, this was around 7 lirbgeed for the inhabitants of
Treppo Carnico and 16 for those of Sant’Odorico.

Table 1. Cadastral revenue in Treppo Carnico and Sant’'Odorié85a4.

Treppo Carnico Sant'Odorico
Italian lire % Italian lire %
Private plots 577195 73.2 6894.04 98.3
Communal lands 2115.23 26.8 118.31 1.7
Total 7887.18 100.0 7012.35 100.0

Source Austrian Cadastre 1851.

It is worth noting that in Treppo Carnico, but not in 8adorico, collective land
tenure was still of great economic relevance (Baiha@900). In Treppo Carnico, the
cadastre revenue for public goods was higher than thasponéing to private owners,
which we consider a crucial element in understandingviredth distribution within this
community. Families of original descent, who wereo dlse least well-off, had non-
irrelevant revenues at their disposal. ThereforeJatge size of collective land worked
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as a mechanism of wealth redistribution in greatly redu@conomic inequalities
within the local population. The Gini concentration d¢woefnt computed taking
redistribution of collective land into account is highar Treppo Carnico than in
Sant’Odorico (0.64 and 0.47 respectively), revealing thatltivegas more equally
distributed in the former than the latter. In additfisre should consider that the most
important economic activity in Treppo Carnico was emignatmmt agriculture.

4. Macro Level Analysis

In order to assess the relationship between corn pndedamographic variables, we
carried out a first application of the distributed lagdelobased on aggregate annual
data for the period 1700-1880. Estimated coefficients aretezpbm Table 2.

Table 2. Distributed lag model for births, marriages and deaths 1700-1880
Deaths

F Adj. R Lag O signif. Lagl signif. Lag?2 signif. Total Lag signif.
Mountain | 6.36 0.08 0.153 ™ 0.962 -~ 0.085 -~ 1.200
Plain 13.62 0.17 0.237 ™ 0.089 * 0.044 0.370
Marriages

F Adj. R Lag O signif. Lagl signif. Lag?2 signif. Total Lag signif.
Mountain | 7.35 0.18 -0.190 -0.146 ™  -0.079 * -0.415
Plain 2.60 0.05 -0.059 -0.006 -0.061 -0.126 §
Births

F Adj. R Lag O signif. Lagl signif. Lag?2 signif. Total Lag signif.
Mountain | 23.36 0.43 -0.025 -0.263 ™ 0.051 * -0.237
Plain 7.68 0.18 -0.052 ™ -0.067 ™  0.013 -0.106

Note: Significance level *** 1%, ** 5%, * 10%.

A first glance of the main results allows us to conftheir consistency with data
in previous literature on the relationship between ecanamd demographic variables.
Once again, a close connection between short-termoeto stress and demographic
events is evident. The estimated coefficients areine Wwith those observed in a
previous study on the same region (Breschi, Fornasoh,Gonano 2002). The slight
differences detected are likely due to the time periodsneed by the two distinct
studies being different.

A comparison between the demographic responses to shmrtdeonomic
fluctuations in the mountain and plain regions reveatlgjmes, very different effects.
The demographic responses to price increases are similastfopopulations regarding
number of deaths, which rose in response to price in@ealbkough this effect can be
observed as greater on the plain than in the mountains.

A more marked geographical difference emerges regarding dlagionship
between price and number of marriages. In this caseetm®nse to price increases is
insignificant for the population on the plain, whereas that of the mountain the
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estimated coefficients are all significant, with a&cdirnable drop in the number of
marriages, at least during the eighteenth century.

As for number of births, we can observe an inverse ioelstip with price,
especially occurring with a time lag 1. In other wordsgemwlgorn prices increase we
observe a considerable decrease in the number of canteplihis effect is more
intense and also longer lasting in the mountain ar@a ¢in the plain. We can conclude
that the effects of short-term economic stresdegiarticularly to births and marriages
in the mountain area, and deaths on the plain.

Table 2 considers the relationship between price and deplogreesponses
throughout the entire period (about one and a half desjun order to study structural
changes. However, this produces an oversimplificatimh @does not allow for taking
certain important changes that intervened in Friutamesy and economy into account,
such as a rising level of corn consumption, modificetion the features of mountain
emigration and its related intensity, the increaseditfa@f goods displacement and
basic changes in medical care, all of which notabbuoed after the fall of the Venice
Republic. We accordingly subdivided the time period @flgsis into three sub-periods
(of 60 observations each) and re-estimated the distdbiage model for each of the
periods and dependent variables: births, marriages, ancsd&athresults are reported
in Tables 3-5.

Table 3. Distributed lag model for deaths.

Deaths170(-175¢

F Adj. R LagO0  signi. Lagl signif. Lag?2 signift. Total Lag signif.
Mountain | 1.54 0.03 0.232 * 0.014 0.070 0.316 *
Plain 3.03 0.09 0.212 ™ 0.047 0.052 0.311 i
Deaths176(-181¢
Mountain | 6.42 0.22 0.149 * 0.153 0.143 * 0.445
Plain 8.99 0.29 0.295 ™ 0122 * 0.044 0.461
Deahs182(-187¢
Mountain | 0.95 -0.05 0.043 0.030 0.007 0.080
Plain 1.01 0.00 0.125 0.055 0.051 0.231

Note: Significance level *** 1%, ** 5%, * 10%

Table 4. Distributed lag model for marriages.
Marriagesl170(-175¢

F Adj. R Lag0 signt. Lagl signif. Lag2 signf. Total Lag signit.
Mountain | 2.13 0.10 -0.169 ™ -0.159 * -0.019 -0.347 i
Plain 3.13 0.26 -0.171 ™ 0.175 * -0.272 ™ -0.268 o
Marriagesl76(-181¢
Mountain | 4.02 0.24 -0.191 ™ -0.135 ™ -0.105 -0.431 b
Plain 3.05 0.17 -0.060 -0.033 0.026 -0.067
Marriages182(-187¢
Mountain | 1.22 0.02 -0.128 -0.113 -0.107 -0.348
Plain 1.09 0.01 0.038 -0.010 0.007 -0.035

Note Significance level *** 1%, ** 5%, * 10%.
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Table 5. Distributed lag model for births.

Births 170(-175¢
F Adj. R Lag0 signt. Lagl signif. Lag2 signf. TotalLag signit.

Mountain 7.43 0.40 -0.012 -0.261 ™ 0.066 -0.207
Plain 4.27 0.25 -0.046 -0.141 ™ 0.054 -0.133 *
Births 176(-181¢

Mountain | 15.65 0.60 -0.050 -0.328 ™ 0.148 ™ -0.230
Plain 453 0.26 -0.052 -0.015 -0.015 -0.082 *
Births 182(-187¢

Mountain 3.06 0.17 0.000 -0.115 ** -0.033 -0.148

Plain 4.85 0.28 -0.036 -0.054 * 0.010 -0.080

Note Significance level *** 1%, ** 5%, * 10%.

When examining the results reported in Tables 3-5, we diorifocus to the most
marked differences in the general framework discussedeabtompared to the model
applied to the entire period of 1700-1880. In terms of the pieeths relationship, it is
evident that during the first period the effects of pricereases are significant only
among the mountain population, whereas in the secoadjumber of deaths rise for
both regional areas. This is probably owing to the faat these years (1760-1820) saw
the most positive deviations of price. Some of theskpare due to the incidence of
bad harvests in the second half of the eighteen centutly others in the Napoleonic
period, although the major peak occurred during the sevenindaof 1816-17.
However, the relationship between high prices and moyrialino longer observable in
the third time-span. This disappearance may be attrileuttblimproved general
economic conditions and/or living standards, which wouldrehgrotected the
population from the scarcest of harvests (Bengtsson abd P005).

As regards marriages, the effects of high prices areplarly evident during the
first time period, when a statistically significantatenship is evident in both the
mountain and plain areas. It is also possible togeieze a characteristic pattern to this
influence: high prices inhibit weddings in the same cyisar, followed by a “recovery”
phase of likely postponed marriages. At lag 2, and hereaisal relationship is more
difficult to identify, the number of marriages reducesen further. The marriage
response is still present in the second period, but gmgntfonly in the mountain area.
However, contrary to the previous time-span, the effetthigh prices are particularly
intense and statistically significant from lag O to lagtls possible that during those
years marriage behavior in the mountain population waseiméed by the French and
Austrian domination which introduced new rules about cosagylconscription. We
are unable to determine to what extent marriage increamdd be interpreted as a
means to escape army recruitment, but anyhow, thisoredaip totally disappears in
the following period, even in the mountain area, likely duesignificant changes in
migration flows. At the beginning of the nineteenth centmyigration experienced a
certain stagnation, followed by a number of decades wisem®conomic structure
underwent radical change. Initially, emigrants were wm&dlin activities connected to
trade and craft, whereas they turned to professioma$erelto construction from the
second half of the nineteenth century. This change capdieto have had an impact on
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marriages from different points of view. First andeimost, the seasonal pattern of
marriages changed drastically, with artisans and metshgetting married in the
summer and masons and kiln workers in the winter. Intiaddiafter the 1830’s, price
rises were much less intense than those previouslydetoAnd finally, one can argue
that the population was relatively more protected durimgtgerm economic crises, as
already noted for the relationship between price and nigrtal

Likewise, for births, the relationship is stronger Ire teighteenth than in the
nineteenth century, essentially following the general paetlined above. However,
while the birth response to price increases is congligt@oparent in the mountains, this
is not so on the plain, where we see a negative affebirths in the first period, a lack
of influence in the second, and again a negative reldtjna the third (at a 10%
significance level).

How can we interpret this relationship? Are we dealinidp & fall in fertility or,
conversely, a conscious behavior? While it is possitd¢ bloth factors exerted their
influence to some extent, we are more inclined to supghertthesis of conscious
behavior. Although some studies conducted on populations vielageng countries
conclude that worsening food conditions do affect womeefgoductive capacities
(Panter-Brick 1996), it is difficult to capture this issuengour models. During periods
of high grain prices, we can observe an increase iprigks, not only those related to
production, and it would be otherwise impossible to explagh more stable fertility
levels in the countryside. Upon consideration, we tergupport the idea that, even in
the past, people chose to behave in such a way as tahHenmumber of births (Livi
Bacci 1978; Merzario 1992). In our case study, we can igeatifindirect check for
this behavior in the data on baptisms recorded in the rawoumtllages. One of the
demographic characteristics of Friul’'s mountain popatativas the occurrence of
seasonal migration, which obliged migrants to be absent their villages for most of
the year. Since they returned home mainly during thensrnmonths of July and
August, it goes without saying that this was also theodasihen the greatest number of
conceptions occurred (Fornasin 1998, 19-27). In order to cheekclonscious response
in fertility in times of grain shortage, we can makeoaparison between the data on
the seasonality of conceptions in years of high pra#s the analogous curve referring
to conceptions in the f&entury.

As demonstrated in Figure 2, conceptions in the mourdesa vary greatly
during “bad” years, with a particular decline in the moothAugust. With this effect
notably absent on the plain, where migration was ridespread, it is reasonable to
suppose that, since July and August were straight alfter wheat harvest and
immediately prior to that of corn, many of the returmeein would decide whether or
not to depart on the basis of current and forecastsrice
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Figure 2. Seasonality of conceptions in years of crisis (I'=déntury).

5. Micro Level Analysis

As we have seen, the results from analyses on aggdedatea at the macro-level are
consistent with data in literature on the same dteavever, the macro-level does not
allow for entering into the details of underlying demogrephéchanisms.

Results of the analysis carried out at the micr@ll@re reported in Table 6. In
terms of deaths, these results are generally akimogetobtained using aggregated data
(Table 3), with no response in mortality to price @ases across all ages at time t and t-
1. However, if we subdivide this analysis by age groupwiteess, for Sant’‘Odorico
only, a higher mortality rate for 19-55 year olds (the kimay population) one year after
price increases. This is consistent with the outcome fevious study carried out on
nineteenth century Tuscany (Breschi, Fornasin, and Gonano ,20@kigh with a
different lag.

2 For the individual analysis we use data collectedstdar-year. Respect to the data collected for
crop-year, these usually reduced the emphasis of reatitivrmsot the sign (Breschi, Fornasin, and
Gonano 2002, 61).
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Table 6. Effects of price on mortality, nuptiality, and feitsl
Treppo Carnico and Sant’‘Odorico 1834-1868.

Mortality Treppo Carnico Sant’Odorico
Logged price atime Logged price atime
Age t t-1 t t-1
0 0.23i 0.18: 0.31¢ -0.92¢
1 -0.72% 0.40¢ -0.37¢ 0.28¢
2-18 0.570 0.369 1.288 -1.702
19-54 0.45: 0.33¢ 0.671 1.314
55+ 0.017% 0.34( -1.022 -0.26(
Overall 24 0.26¢ 0.24¢ -0.03¢ 0.121
Nuptiality Treppo Carnic Sant’Odoric
Logged price at time Logged price at time
t t-1 t t-1
M 0.471 -0.078 -0.191 0.316
F 0.986 -0.683 0.259 0.209
All 0.745 -0.374 0.078 0.241
Fertility Treppo Carnic Sant’Odorici
Logged price at tinr Logged price at tinr
t t-1 t t-1
-0.112 -0.534 -0.517 -0.12¢

Note: Bold = Significance level 5%.

Considering nuptiality, the results for Sant’Odoricol{léa6) are consistent with
macro-level data relative to the plain (Table 4). Vieess, price has a strong influence
in Treppo Carnico, in contrast to results obtained lfier nineteenth century, although
this pattern is in line with what emerges from the ih700-1760 and 1760-1820.

Previously, we interpreted fluctuations in the price-mggieelationship partly in
terms of changes in the structure of migration flowswelver, we should stress that the
migration pattern of Treppo Carnico presents some spidied. The process of
adaptation and change of migration flows in this commuwi&g slower and more
delayed in comparison to the majority of villages inshene area, which may have led
the population to maintain behaviors typical of eightle@entury Friuli mountain areas
even into the nineteenth century. Since estimated maeéds exclusively to first
marriages, and we observe an increase in marriagagmomen only, we are led to
believe that these “extra” marriages were actualtyvben women who had never been
married and widowers, although we are not currently abfgrdge this interpretation.
However, this reasoning is not without logic. Although mages between never-
married women and widowers were undoubtedly more frequeamt those between
never-married men and widows, one should not concludentidatvers were likely to
marry since it is more plausible that a young womanmae attracted to a young and
unmarried man rather than an older and widowed*ae. also know that traditional
societies usually opposed marriages between couples dfedhage difference,

3 For Italy, see Breschi, Fornasin, Manfredini, and Zacchigna 2009.
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especially if one of the parties, usually the groom, haelady been married. It is
probable that during unfavorable economic times, it warefs a young woman and
her family to face and overcome the social barriss®eiated to this kind of marriage.

Lastly, the results emerging from an examination ofétetionship between high
price and birth rates are consistent with those etuoinat the macro-level (Table 5).
Indeed, for Treppo Carnico there is a significant andnmeéul reduction in births in
the year following price increases, which, as noted @ fdrmer case-study, can be
attributed to connections between migration and demographables.

In conclusion, the main results from micro-level date similar to those
estimated from models applied to aggregated data, and caimbearized as follows:
Short-term economic stress primarily affected margaged births in the mountain
area, and, conversely, deaths on the plain. Thesragderm relationships that may
have their grounds in the complex interaction betwsssnal and economic factors that
existed in different areas of Friuli.
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ToDieor to Leave: Demographic Responsesto
Faminesin Rural Northeastern Japan, 1716-1870

Noriko O. Tsuya and Satomi Kurosu

Abstract

This study examines demographic responses of men amémaged 10 to 74 to the
two great famines (Tenmei in the 1780s and Tenpo id&86s) in rural northeastern
Japan. Using the local population registers of tworagravillages in 1716-1870ye
examine in the multivariate context the effectsamhihes on mortality and out-
migration, treating them as simultaneous competing risés ibdividual men
and women in the two villages faced, using the multinblmgit model. The
results show that the likelihoods of both dying and teavose significantly for
both sexes during the acute and large-scale economic ramenenental
upheaval caused by the Tenmei and Tenpo famines. Lessesécal
economic downturn also affected men, but not women, ngalkiem more
susceptible to die and less likely to leave the villages.

Introduction

This study examines the demographic responses of indiviieal and women in
preindustrial rural Japan to two of the greatest fammeke early modern period, the
Tenmei famine in the 1780s and the Tenpo famine in the 1830sng the local

population registers called nihbetsu-aratame-cho” of two northeastern farming
communities from 1716-1870, we analyze in the multivariatgect how residents of
these preindustrial Japanese villages responded to theemoutemic and environmental
stress caused by large-scale famines, juxtaposing tws tfpgemographic outcome—
mortality and out-migration—as competing risks.

In preindustrial rural communities, people’s livelihood ve&songly influenced,
much more so than today, by agricultural output. In preindusapanese villages in
which agricultural technologies were under-developed andnechanized (Sato 1990;
Smith 1959, 87-107), individuals and households were often affesgeously by
downturns in local and regional agricultural production. @Bee the northeastern region
was the northernmost boundary of rice cultivation wkldgawa Japan (1603-1868),
residents of northeastern villages at that time vedate to grow only a single crop per
year. These circumstances often put villagers at #eyrof fluctuations in harvest,
driving their living standards near or below subsistelegels when famines hit their
community.

Our previous studies found that when the local econonmdittons deteriorated
because of harvest failures and famines, mortalitmmeri and women in our two study
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villages rose, although the likelihood of death differdterosignificantly, by sex and life
stage (Tsuya and Kurosu 2000a, 2004a). When these natural iealammtde local
economic conditions grave, however, people were unlicelstay put and wait to die.
Rather, those who were able and well enough likelythdt community. Despite the
commonly held notion of 'peasants tied to their landindquthe Tokugawa period,
residents in preindustrial Japanese agrarian communittksed migrated frequently,
influenced by environmental, socioeconomic, and houdebmcumstances (Hayami
1973, 1978; Kurosu 2004; Nagata 2001; Takahashi 2000). Our previous studies found
that the likelihood of absconding (leaving the commumwitylegal domicile without
notifying local authorities) increased significantlythé times of crop failures in our two
study villages (Tsuya 2000; Tsuya and Kurosu 2005).

This study seeks to elucidate the mechanisms of demograg$ponses of
individual men and women to acute economic and envirot@ahepheaval caused by
large-scale famines, modeling death and out-migration caspeting risks, while
simultaneously accounting for annual local economic dlatibns, household context,
and individual demographic characteristics. In the nesticse we provide an overview
of major famines in Tokugawa Japan. We also explainsétgngs of this study and
changes in their population sizes, as well as tempdatges in regional economic
conditions. We then explain the data, the varialaled, the multivariate model used by
this study. Next, we examine in the multivariate eahtthe effects of famines on
demographic outcome, as measured by mortality and out-moigrdateating them as
simultaneous competing risks that individual men and womémei two agrarian villages
faced, using the multinomial logit model. The paper concluddgssummary of findings
and discussion of their implications.

Because Tokugawa Japan was a society with enormous ddfsakences in
demographic patterns and economic development, evidenoeafrstudy based on two
northeastern villages is clearly not sufficient to yide a general picture of the
demographic responses to famines in preindustrial Japaaggseian communities.
Nevertheless, examining in the multivariate contextemint types of demographic
responses to widespread and acute crop failures, we ssbkddight on the nature of
the effects of large-scale economic and environmesiii@ss on the demographic
behaviors of individual men and women in the Japanese pas

Backgrounds
(1) Famines in Tokugawa Japan

Japan experienced a number of famines in the 18th and é8thries. It is difficult,
however, to clearly differentiate ‘famines’ from ardry crop failures, or to identify the
exact years of these famines and crop failures. kample, Saito (2002) reports that
according to one source (Ogashima 1894) there were 28 famirtbe Tokugawa
period (1603-1868), and according to another (R. Saito 1966) theree 6¢ famines
from 1600 to 1900. Nonetheless, the large-scale faminés imperial eras of Kyoho in
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the 1730s, Tenmei in the 1780s, and Tenpo in 1830s are widely camohoaly
recognized as the three major famines in Tokugawa Japan.

According to historical studies, the scale and regionaépes of these three major
famines seem to vary, howeveAmong them, the Tenmei famine, that devastated
northeastern and eastern Japan from 1783-1788, was by famodteserious famine
recorded in early modern Japan (Hayami 1982; Narimatsu 1985, 199-P@®pnset of
the famine was triggered by the eruption of Mt. Asamaluly 1783 which caused
extensive damages to crops on the east as well &g isouthern part of northeastern
Japan, piling up volcanic ashes and causing avalanchesolodnic rocks over
agricultural land (Hayami 2008)The eruption was then followed by the prolonged cold
weather, resulting in massive crop failures that lasteii 1788.

The Tenpo famine swept through Japan in 1836-1838 (Hayami 1982). The
population of northeastern Japan had been on the graskiatairting from the turn of
the 19th century, but the Tenpo famine halted this upwamt ttemporarily until the
population resumed an upturn in the 1840s. According to HayBj, the famine
was also accompanied by an epidemic, resulting in theusecrisis mortality in 1837-
1838.

While the Tenmei and Tenpo famines caused widespread agvaston the
northeast (and the east), the effects of Kyoho farsgem to have been more limited,
affecting mostly southwestern Japan and lasting for abfut one year during 1732-
1733 (Hayami 2008; Kikuchi 1995, 12). In this study, we therefaresfon the Tenmei
and Tenpo famines (1783-1787 and 1836-1838, respectively) as thapagattto have
caused acute and large-scale economic and environmémss ¢ the northeastern
region? Historical records document the depth of suffering anmeasants as well as
various remedial attempts by the government of the miifadsu domain, in which our
study villages were located, during these two famines (Kiki@95; Narimatsu 2004).
As desperate as the policy efforts of the domain govemhmight have been, and as

! The definitions of the precise years (dates) ofe¢hfamines vary among historians who studied
famines in Tokugawa Japan (e.g., Hamano 2001; Jannetta 1992; KikuchNil8&fmatsu-shi 1982,
974-979; Saito 2002). This study uses the years most comswgdgested by historical evidence as
affecting northeastern Japan.

2 Crop failures on the northeast were caused mostly byceétlysummers and lack of daylights, while
harvest damages on the southwest tended to be chys#bughts, storms, and floods, as well as
abnormal increases of noxious insects (Kikuchi 1995).

3The eruption of Mt. Asama coincided with the eruptibralcanic mountains in Iceland. As a resuilt,
the northern hemisphere in general suffered lacklagflight and cold weather for several years
afterwards (Hayami 2008).

*The Nihonmatsu domain in which the two study villages weraténl was also affected negatively by
a smaller but nevertheless serious famine (knowthesioreki famine) in 1755 (Hayami 2001, 47-
49). Since its scale is much smaller than those of the Temue enpo famines and it only lasted for
less than one year, this study does not treat & emjor famine. However, as shown below, we
account for the demographic effects of this Hoffeknine and other local economic fluctuations by
including annual rice prices in the local market of Aizu.
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hard as individual men and women might have tried to catretae situation, however,
these calamities devastated the communities, househaldigidividual lives, resulting in
high casualties.

(2) Trends of regional economic changes

Periodization of history is always somewhat arbjtraHowever, looking at temporal

changes in local development, economic policy contexts$,environmental conditions in
the Nihonmatsu domain and the northeastern regiomd®le, we can discern, to some
extent, the trends of socioeconomic changes during theyeddsdperiod (1716-1870)

analyzed by this study.

As discussed in the previous subsection, living standarte itwo villages under
study, as well as on the northeast as a whole, wietead inversely by frequent crop
failures with the damages caused by Tenmei and Tenpoesib&ing especially severe.
Despite the outbreak of these large-scale faminescthated temporary devastations,
however, evidence suggests that, based on average s Waagrarian communities,
living standards in rural Japan seem to have been ogrédeial rise in the 18th century
and in the early part of 19th century. According to S@it98, 25-31), the average real
wages of agricultural day-laborers in villages in eastnd central Japan increased
throughout the 18th century until they started to declit@en1820s. Hayami and Kito
(2004) also showed that the real wages of servantsrmnfarhouseholds in the central
region rose in the 18th century.

The commercialization of agriculture based on famiynfag also began on a full
scale in the 1750s (Hayami 1985, 91-92). Due to the continuingulhgral
commercialization and also because of the intensifesed to increase rice production
after the Tenmei famine in the 1780s, the Nihonmatsu mogw/ernment reversed its
economic policy at around the end of the eighteenthucgn®©nce having discouraged
the development of proto-industries, it began to encouocagdly specialized production
of cash crops such as mulberry and lacquer trees (Ndgatasu, and Hayami 1998).
This resulted in proto-industrialization of farming \gi&s in the domain, as seen in the
growth of silk textiles and lacquer industries. After Trenpo famine in the 1830s, the
rigid social structure and hierarchy of Tokugawa Japan hbdt been sustained for
almost two and half centuries became increasinghk sleading to the period called
‘bakumatsu,’ the last years of the Tokugawa regime.

(3) The setting and local population changes

The main sources of empirical data used in this studthartcal population registers in
Shimomoriya and Niita, two farming villages in the gretsday Fukushima prefecture in
northeastern Japan (see Map 1). During the Tokugawa pkotidyillages belonged to
the Nihonmatsu domain that governed the central pdfeoprefecture. Located at the
foot of the Abukuma mountain range, Shimomoriya was gtites to cold summers and
poor harvests resulting from chilly gusts off the moungajNarimatsu 1985, 1-3).
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Because the village was located in a hilly area watvese winter weather, most of its
agricultural land was not fertile and unfit to grow casips such as mulberry trees.
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Map 1. Northeastern Japan and the villages of Shimomonglah\iita.

® Sericulture became popular in the region in the t8tiury, and mulberry leaves were major cash
crops. Existing historical records show that sevee@dhbouring villages that were located in a plain
had much higher proportions of fields used for growing mojiteees (Narimatsu 1985, 53-54).
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Located in a plain between the capital town of Nihaismnand the market town of
Koriyama, two major population centers in the domairthat time, Niita enjoyed a
better climate for agriculture (Narimatsu 1992, 4-6). Althowgflnated north to
Shimomoriya, Niita had more fertile agricultural landté be cultivated as rice paddies
and mulberry field§. Nonetheless, lying on the banks of the Gohyaku River village
was vulnerable to frequent floods. Although somewhaerdifft in their geographical
conditions, both villages were almost entirely agrimalt (consisted almost entirely by
farmers and peasants) and depended mostly on rice agricidtiypplemented by a
number of dry crops (Nagata, Kurosu and Hayami 1998; Narini86, 152-180,
1992: 6).

According to the local population register, Shimomoriyasva relatively small
village with the population of 1716 being 419. As shown in Egiy the village
population was relatively stable in the first 35 yearswhich the records are available
until it started to decline at around the time of Hor&mine in the mid-1750s.
Devastated by the great Tenmei famine in the 1780s, ilhgevpopulation further
declined to 286 in 1786—a decline of 32 percent in the 70 yeanslifa6. Though the
population was restored somewhat during the 1790s-1820s, it agénatdramatic
downturn during the Tenpo famine in the late 1830s, markiogvast figure of 238 in
1840. Although the population recovered gradually afterwar@28an 1869, it did not
recover the 1716 level.

Niita was a bigger village with the population of 538 in 172Uhe village
population was also stable, like the case of Shimompofor the first 50 years until it
began to decline in 1770. Owing mainly to the Tenmeirfanm the mid-1780s and a
long spell of bad weather preceding it (Koriyama-shi 1981a;3340 1981b, 176-180),
Niita's population decreased from 530 in 1770 to 430 in 1786—a detl®epzrcent in
mere 15 years. After fluctuating at the level of around #2850 from 1786 to 1800,
the population decreased again in the early 1800s. Reabkirgl-time low of 367 in
1820, the village population started a gradual upturn afterwards.population size of
Niita was not as seriously affected as ShimomoriyghbyTenpo famine, recovering, and
even surpassing, the 1720 level by the late 1860s.

® According to a survey by the domain government in 182the use of agricultural land, around 30
percent of the dry field in Niita was cultivated raslberry field, whereas only 5 to 10 percent of the
dry field in Shimomoriya was used to grow mulberry trees (hitetsu-shi 1982, 581).
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Figure 1. Population size of the villages of Shimomoriya anda\i716-1870.

This difference in the population trend during and afterTtbepo famine in the
1830s may have been due at least in part to differencesdiethe two villages in their
capabilities in storing extra rice for crises. Beeatise economic, demographic, and
political damages caused by the Tenmei famine in the 17&9s @0 severe, the
Nihonmatsu domain government began, after the famipgram encouraging each
locality to store rice for emergency use (Narimatsu 182553). Consequently, when
the Tenpo famine hit the region in the 1830s, many mulfit@sain the domain,
including Niita, are thought to have not been affectedaa®usly as they had been
during the previous massive famine. Presumably becauseestralrice was unavailable
for storage given its poor agricultural land, Shimomoryay have been devastated
again by the Tenpo famine (Tsuya and Kurosu 2000a).

In summary, except for the first few decades of thendsin which population
size was stable, and for the last few decades in vithétlowed an upturn, the population
size in the two villages was in overall decline. Esly large net population losses
occurred at the times of the Tenmei famine in the 178@stlae Tenpo famine in the
1830s. Hence, although evidence is by no means defirthigse findings seem to imply
that the village populations were affected serioushhbge widespread famines.

Data and Measures
(1) Data

This study draws the data from the local population registalled hinbetsu-aratame-
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cho’ (NAC) in the northeastern Japanese villages of 8hioriya and Niitd. In both
communities, the NAC was enumerated annually at thentiegi of the third lunar
month. Surviving NAC registers in Shimomoriya coves 154 years from 1716 to 1869
with only nine intermittent years missing (1720, 1729, 1846, 1850, HiB1864-67).
In Niita, the surviving NAC registers cover the 151-ypariod from 1720 to 1870,
during which there are only five years missing (1742, 1758, 17@b61857-58). Thus,
in the two villages there exist virtually undisrupted relsospanning the latter half of the
Tokugawa regime. Because the format and contents dfiAl@ registers of the two
villages are almost identical, this study pools the mgxérom them together.

In addition to the continuity of the existing recordsg NAC registers in the two
study villages have other advantages as demographic recbids, the registers were
compiled using the principle of current domicile; thus, N#C data are allde facto.’®
Registers compiled this way give far more exact demograpformation than those
based on the principle of legal residence although ther lale jure’ principle seems to
have been much more widely used (Cornell and Hayami 1986).

Second, in the NAC registers of the two villages, dages (month and year) of
births and deaths were annotated as far as theses evanirred during the period of
observation. The dates of occurrence of these ewests not usually given in local
population registers in Tokugawa Japan (Saito 1997; Smith 197 7ariPjhis provides
another evidence for the high quality of the populatiagisters in Shimomoriya and
Niita.

One exception is for infants who died before the fiegfistration after birth. Not
all births and infant deaths were recorded in local pdpulaegisters of pre-industrial
Japanese communities, as was the case elsewherdnmupteal East Asia. Only those
who survived from birth to the subsequent registratiorevemtered into the registers.
Consequently, many infants who died before the firgfisteation after birth were
excluded and never came under observation. The under aégistof infant deaths is
the most serious shortcoming of our data source, althiigytvould not seriously affect
the results of our analysis because it focuses on ntewamen aged 10-74.

Third, exits from the registers due to unknown reasoasgiremely rare in the
population registers of the two villages. Such ‘mystevialisappearances’ consisted
merely 19 (0.6 percent) of all exits during the 154 yearsredvey Shimomoriya’s

" The population registers in Shimomoriya and Niiike lall other localities in the Nihonmatsu
domain, wereninbetsu-aratame-cho (NAC), rather thanshumon-aratame-cho (SAC). Though
similar in terms of information collected by thesettypes of registers, SAC was carried out, in its
original purpose, to hunt hidden Christians whefdA&€ was primarily for population registration
and investigation (Narimatsu 1985, 11-14, 1992, 10-12).

8 The size ofdejure’ population can also be computed for both villages bseaecords were kept as
far as one's permanent (legal) domicile was inwtlages. However, for persons whose legal
domicile was in the village but who were not presgasiding) there, information on individual
circumstances including demographic events occuwieile away from the villages are generally
unavailable.
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NAC, and only 13 (0.3 percent) of all exits during the 151 syeacorded by Niita’s
register were such casedhus, we can determine, in most cases, the timirgiéance
to the ‘universe’ of observation (due to birth or ilgration) as well as the timing of
death and other exits, although the two villages experermonsiderable in- and out-
migration during the 154-year period under study (Narimatsu 1985, 101-:92D, 32-
38; Tsuya 2000; Tsuya and Kurosu 2005).

The original annual NAC records (which were organizéd one sheet per year
for each household) were first linked into time-seideda sheets called ‘basic data
sheets’ (BDS) for all households. The BDS were #natiered into a machine-readable
form, from which a relational database was creat@dsfjecifics, see Hayami 1979; Ono
1993; Tsuya 2007). Using this database that contains almafmn available in the
NAC, it is possible not only to derive for each indival (and for each household)
indices of past, present, and future demographic and lifese@wents, but also to link
all individuals (present in the village) to the recorfi®thier household members. From
the relational database, we then constructed a rectarfdgitfor our empirical analyses,
using a person (man/woman) year recorded in the NAC teegas the unit of
observation.

Although it is possible to compute chronological age fBidents whose birth
dates were recorded in the NAC registers, a majorityndit/iduals appeared in the
registers were either present at the beginning ofé¢berds or migrated into the village
some time after their birth. Moreover, NAC infotioa used to construct the covariates
of our analyses is organized in terms of the timin§lAC registration. Hence, for the
purposes of our analysis, it is necessary and appropoatesd as the measure of
individual age the variable indicating the number of NAQistrations each individual
went through after birth until his/her exit from theuanse of observation through death
or emigration. Therefore, in this study, the word ‘ageers to the age measured in
terms of the timing of the NAC registratioh.

(2) Methods

This study conducts a multinomial logit analysis of tfieces of the Tenmei and Tenpo
famines on the probability of dying or out-migration amgandividual men and women
aged 10-74 in Shimomoriya and Niita from 1716-187Dhe multinomial logistic

regression model (also called the polytomous logit mode§ generalization of the

° Eighteen out of the 19 disappearances from ShimgaisriNAC and seven out of the 13

disappearances from Niita's registers occurrednduri851-1870, the last two decades of the
Tokugawa regime. For details, see Narimatsu (1985, 54-56, 1992, 32-38).

19|n addition to chronological age (i.e., age accordin@regorian calendar) and NAC age, there is
also the traditional Japanese method of countileg Ag in the rest of East Asia, it regards a child as
age 1 at birth and adds an additional year on eagh Y&ar's Day thereafter. Consequently, if
counted by the traditional Japanese method, most masbib they survived, appear in population
registers at the age of<ai although in extreme cases they could be on the dedaw of life. If
population registration was conducted on each Nesar¥ Day (which was rarely the case),
traditional Japanese age ) minus one is equivalent to NAC age.
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binary logistic regression model. While the dependerniabiar of the binary logit model
is dichotomous, the response variable of the multindoggt model has three or more
mutually exclusive and exhaustive categoties.

Simultaneously treating death and out-migration as congpetisks, our
multinomial logit model relates the probability of dyimgor moving out of the study
villages in next one year among resident men and waged 10-74 to the two great
famines in the Tenmei and Tenpo era, while contglior annual changes in local
economic conditions and their household context incluiingholding, coresident kin,
and relationship to household head at the beginning ointeeval. The model also
controls for current age, time period, and village oidersce. Because the likelihood of
migration on their own is very low among individuals dvelage 10, our analysis
excludes those under age 10. To avoid the estimationchizsed by increasingly
selective populations who survived to very old age, we &dstrict the analysis to
individuals under age 75.

Because the data for our analysis are constructed vpignsmn year as the unit of
observation, individuals are likely to contribute mdnart one observation. This built-in
interdependence can affect the standard errors in nmigdtvaanalyse¥. To take into
account the effects of intercorrelation among obsems obtained from same
individuals, we estimate the multinomial logistic regi@ssvith robust standard errors
based on Huber’s formula (Huber 1967).

(3) Dependent variable

The dependent variable of our analysis is a tri-categlovariable indicating whether a
resident of Shimomoriya and Niita died, or left, or evative and stayed in the village
during next one year. Out of the 6,257 individuals (3,155 mal#8402 females) who
appeared in the population registers of the two study \dlathere are 2,840 (1,478
male and 1,362 female) deaths recorded.

In our analysis, out-migration is defined as the obsemevement of any resident
out of the community of legal domicile to other commiest’ The NAC registers in
Shimomoriya and Niita annotated in detail informatam people’s movements across

™ For specifics of the multinomial logit model, see Arya(1981), Maddala (1983), Retherford and
Choe (1993, 151-165), and Theil (1969).

12 According to Guilkey and Murphy (1993), when recordsrapeated over five times, the problem
of intercorrelation among observations becomes seriousfi@otsahe estimation results.

3 The formula was independently discovered by White (188@)is also known in the econometrics
literature as White’s method.

14 When migration consisted of more than one individiia., migrants did not move alone), we
counted the event pertaining to each individualoas. For example, when a household of three
members moved out of the village, we counted threateyand all three were used in the analysis.
This multiple counting of events in the case of naigpn of a whole (or part of) household would not
seriously affect the results of our analysis becaukgge majority (90 percent) of out-migration was
by a lone individual.
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the village boundaries, including the name of destininggel and the name of the
household head of destination for out-migrants and théswigin for in-migrants:®
Based on this information, we can differentiate the-roigration of individuals whose
legal domicile was in one of the two study villagesnfrihe migration of persons whose
legal domiciles were elsewhere. To 6,224 legal resident8&3nale and 3,086 female
residents) who appeared in the population registers otwbevillages, 2,729 out-
migrations (1,598 male and 1,131 female) were recorded.

Our analysis is restricted to men and women aged 10-74 smdoathe years for
which an immediately succeeding register is available 3pecific numbers by sex of
person years, deaths, and out-migration included in thgsanare as follows:

Sex Persons years Deaths at Out-migration of
at age 10-74 age 10-74 those age 10-74

Male 41,325 686 2,005

Female 38,994 698 1,453

Both sexes 80,319 1,384 3,458

From the trends of death and out-migration rates per 1,080nmeaged 10-74 by
sex and time period shown in Table 1, we do not see silglas at the aggregate level of
increases in the rates of mortality and out-migratibnhe decades of the Tenmei and
Tenpo famines, although the death rates are somevgtartor both men and women
during the 1780s, the decade covering the Tenmei faminerafége of out-migration
were also highest for both sexes during the decade ofe¢henei famine and those
preceding it.

Looking at the trends of the annual fluctuations in tkes of death and out-
migration per 1000 persons aged 10-74 shown in Figure 2, we cHmedaighest spikes
in the death rate for the years of the Tenmei angd d¢amines, although increases are
not limited to the years of these massive famingse out-migration rate also shows the
highest spikes in the years of these two large-scadés, and also in those of the
Kyoho famine in the 1730s. Thus, although evidence iantlusive, nor consistent,
we can see the possible mortality and out-migratioectsfof these major famines on
persons aged 10-74 in our study villages.

> The NAC registers of the two villages also provide information on reasons for migration. Based
on this information, out-migration of legal residerdgan be differentiated into various types of
movements. Among those, servid®Ko) is by far the most common reason for male out-aign
constituting 65 percent, followed by abscondikakéochi, i.e., leaving the village of legal domicile
without notifying the local authority) constituting 1@rpent, and marriage or adoption constituting 10
percent (Tsuya 2000; Tsuya and Kurosu 2006). As for outatiog of female legal residents, their
reasons were mostly marriage or adoption (45%) aicee(35%), with absconding being the third-
largest category (13%).
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Table 1. Rates of death and out-migration per 1,000 persons aged 10-&4 &ydstime
period: Shimomoriya and Niita, 1716-1870.

Male Female

Time period Death Out-migration Death Out-migration
1716-1729 15 73 18 28
1730-1739 18 68 22 33
1740-1749 17 46 17 39
1750-1759 14 51 18 37
1760-1769 11 61 17 39
1770-1779 18 65 15 57
1780-1789 23 64 22 54
1790-1799 10 45 12 38
1800-1809 19 52 19 29
1810-1819 19 50 23 34
1820-1829 20 38 20 35
1830-1839 22 34 18 36
1840-1849 14 20 12 27
1850-1859 13 17 17 19
1860-1870 23 16 18 24
1716-1759 16 55 19 37
1769-1799 15 59 17 47
1800-1839 20 43 20 33
1840-1870 15 18 16 22
1716-1870 17 49 18 36

100.0

- - - death
—— out-migratior]

80.0

60.0

40.0

20.0 r

0.0 M L L

> R A A O A AR
RSP R G R SRR AR SR GRS I R R S LR S

Figure 2. Rates of death and out-migration per 1,000 persons aged 10-74 in
Shimomoriya and Niita, 1716-1870.
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(4) Independent and control variables

The independent variable of our analysis is the Termméi Tenpo famines, two great
famines that devastated northeastern Japan in the mid-an80the late 1830s. The
variable is dichotomous, indicating the years of thesefamines, 1783-1787 and 1836-
1838, respectively. It seeks to measure the effect oé and large-scale economic and
environmental upheaval caused by these famines.

Our analysis also accounts, net of the effects ofwelarge-scale famines, for the
effects of annual fluctuations in local economic caodg, as measured by logged raw
rice price in the local market of AiZ8. In our earlier study of mortality in the two study
villages (Tsuya and Kurosu 2000a), we examined the effectdiffefent rice price
series—prices in Aizu as well as in the central mamdetOsaka—using different
specifications: raw prices, detrended prices based onngcawerages, and prices
detrended using the Hodrick—Prescoitt fitewe found that fluctuations in agricultural
output were best measured by raw prices, rather thamdettgrices. Included in the
model together with the dichotomous variables indicatwegyears of Tenmei and Tenpo
famines, this variable measures the effects of lecahomic downturns and upturns in
the years other than those of these massive famines

We also account for the effects of household conteetasured at two levels:
aggregate characteristics such as household landholdingndavidual features such as
coresident kin and relationship to household head. In qusinal Japanese agrarian
settings in which intensive family farming was prewmal€l'suya and Kurosu 2005, 2006),
people's livelihoods were often determined by socioemimetatus of the household to
which they belonged, and their demographic behaviors afégeted, often strongly, by
the amount of economic resources available in thedmmid. In preindustrial rural
communities in which households were the primary unprofiuction as well as that of
consumption, individual demographic responses also differemf@ding to wealth of the
household. Furthermore, given the rigid hierarchiesinviiousehold in northeastern
Tokugawa agrarian communities (Aruga 1943; Nakane 1967; Naito 1973; I%5Ke
Tsuya and Kurosu 2004a), the position of each individual wittén household also
affected his/her well-being and life opportunities.

Household landholding recorded in the population registecshidaka in koku)
indicates the productive capacity (expected vyield) of thed |owned by each
household? This variable is thought to measure the amount ofdfmlg income and
economic resources available, although it may alseesas a proxy of the wealth and
socioeconomic status of household (Tsuya and Kurosu 2004a)m@ivariate analysis

1% We also tested the effects of local rice prices timedaduy 1 to 3 years, and found that the effects
became weaker and often insignificant. We therefore deadesktcurrent price.

" For details on various rice price series in eambdern Japan, see Iwahashi (1981), and for the
relationship between local rice markets and the ®szdntral market in Tokugawa Japan, see
Miyamoto (1988, 386-430).

18 Onekoku equals approximately five bushels.
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estimates the effects of landholding as a continuousbler

In order to account for the differential effects ot thwo major famines by
household socioeconomic status and size of coresidenwé&ialso tested an interaction
of the two large-scale famine years to each of tlvesariates, and found a significant
interaction between household landholding and the farpess for demographic
outcome of males. We therefore estimate the modeldimg this interaction for males.

Our model also estimates the effects of various ateasikin. Our earlier studies
found that the likelihood of survival was affected, ofstrongly, by the number and
relationships of kin who were living with them (TsuyadaKurosu 2004a; Tsuya and
Nystedt 2004; Tsuya and Kurosu 2006). The total number of dergskin is a
continuous variable that indicates the number of hoddehembers who have kinship
ties to the household he&d.

We also estimate the effects of different types ofrkembers within household,
by differentiating them in terms of their relationshito the index person—parents,
siblings, and children—because the presence of certainm@mbers could have
important implications. The presence of parents ormsdia-law in household is
included because our previous study found that childhood nipriedis affected by
coresident parents and siblings (Tsuya and Kurosu 2004a), smdedause old-age
mortality was influenced strongly by coresidence witfideen (Tsuya and Nystedt
2004). The variable indexing the effects of coresidergmarhas four categories: both
parents present, only father present, only mother ptreged no parents present. Using
no parents present as the reference (omitted) categ@ryconstruct three dummy
variables. The effects of coresident siblings arasmeed by four continuous variables
indicating the numbers of older brothers, older sistgpanger brothers, and younger
sisters living with the index person at the beginningthef intervaf® The effects of
coresident children are estimated by two continuousbles indicating the number of
sons and daughters of the index person living in the holgseh

Our model takes into account the effects of relatignsifian index individual
within household. A person's position within the houskhesas supposed to be an
important determinant of his/her social standing amddiiances, and it was especially
the case in the patrilineal stem family systems peevan northeastern Tokugawa Japan
(Aruga 1943; Nakane 1967; Otake 1982; Takei 1971; Naito 1973). Household
relationships have six categories: head of househd&t€ree), spouse of head, stem kin
of head, spouse of stem kin of the head, non-stem kimeothead, and non-kin or
servant.

¥\Wwe use the number of coresident kin, rather thartata¢ household size. Our earlier study of
mortality in these two villages found that totabikehold size was highly multicolinear to landhaidin
(Tsuya, Kurosu and Nakazato 1997). Theoretically, itde alore appropriate to control for the size
of coresident kin, rather than total household ssgenon-kin and servants are thought to have had
much less access, if any, to income and wealth of their hodsaftr@sidence.

2 Siblings here include not only biological and adopséalings of the index individual, but also
his/her siblings in-law.
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In addition, our model also controls for current age allabe of residence of the
index individual, as well as time periods. Current age ¢é®variate the effect of which
needs to be controlled, because the likelihoods of dmathmigration vary greatly by
age. This variable is continuous and, to account ferpssible curvilinearity of its
effect, we also include the square of current age. Beddwasdata from two different
villages are pooled in our analysis, a dichotomous Marialalso included to control for
possible village differences.

Finally, the model takes into account the effects émint time periods within
the 154 years (1716-1870) under consideration. As explained preék®mus section,
there were considerable period differences during the 18thl8th centuries in local
development, policy context, and environmental conditipnthe Nihonmatsu domain
and the northeastern region as a whole. To avoidgslibe data too thin, we divide the
154-year period into four subperiods: before 1760, 1760-1799, 1800-1839, and 1840-
1870. Using the earliest subperiod (1716-1759) as the referdeg®iga we construct
three dummy variables. Table 2 presents the descritiatestics (means and standard
deviations) of these covariates used in the multivaretalysis, separately for men and
women.

Results of the Multinomial Logit Analysis

In this section, we examine the effects of the Teinand Tenpo famines on the
probabilities among men and women aged 10-74 of dying in atingiaout of the
villages of Shimomoriya and Niita, using the multinonagjit model. Positing these two
types of demographic behaviors as competing risks, wenatstithe demographic
responses of acute economic and environmental upheawséd by the two massive
famines, controlling for annual variations in locatoeomic conditions, household
socioeconomic status, and coresident kin. Tables 3 ampdegent the estimated
coefficients of the covariates of the multinomiajitcanalysis of the probabilities of dying
and out-migration in the next year for men and womespectively.
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Table 2. Descriptive statistics of the covariates used in th&imomial logit analysis of

the probabilities of dying and out-migrating in the nexary Males and females age 10-

74 in Shimomoriya and Niita, 1716-1870.

Male Female
Mean S.D. Mean S.D.
Economic stress
Tenmei & Tenpo famines 0.057 0.231 0.060 0.237
Log of local rice price -0.210 0.292 -0.209 0.291
Socioeconomic status
Household landholding (ikoku) 12.137 8.635 12.311 8.204
Coresident kin
Number of kin 4.910 1.986 5.046 1.907
Presence of parents (ref: no parent):
Both parents 0.309 0.462 0.283 0.451
Father only 0.071 0.257 0.066 0.248
Mother only 0.118 0.323 0.112 0.316
Number of siblings:
Older brothers 0.096 0.313 0.087 0.300
Older sisters 0.079 0.289 0.074 0.278
Younger brothers 0.167 0.428 0.155 0.418
Younger brothers 0.153 0.410 0.135 0.396
Number of children:
Sons 0.536 0.721 0.638 0.737
Daughters 0.472 0.679 0.567 0.698
Household relationship (ref: head)
Spouse of head 0.006 0.079 0.419 0.493
Stem kin 0.370 0.483 0.359 0.480
Spouse of stem kin 0.044 0.206 0.102 0.302
Non-stem Kin 0.033 0.179 0.028 0.166
Nonkin/servant 0.088 0.283 0.059 0.235
Unknown 0.001 0.032 0.003 0.053
Current age 37.659 17.879 37.185 17.715
Current age squared 1737.83 | 1453.98 1696.59 | 1430.07
Time period (ref: 1716-1759)
1760-1799 0.327 0.469 0.331 0.470
1800-1839 0.266 0.442 0.280 0.449
1840-1870 0.124 0.330 0.132 0.338
Village (Shimomoriya=1) 0.417 0.493 0.441 0.497

Notes: The unit of data is person-year.
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We can see from the top panels of Tables 3 and 4 thahgdine Tenmei and
Tenpo famines, both men and women were significantyeniikely to either die or
leave, relative to staying alive in the village. \Beén the two types of demographic
responses considered here, men were more likely tohdre @migrate at the times of
these great famines, while there is no significarferdihce between the likelihoods of
these two demographic responses among women. Theses reggljest that the
demographic responses to the acute economic and enviratrisgess caused by these
large-scale famines were in general similar betwden dexes in the northeastern
Japanese farming villages under study. During the two veafsnines, both men and
women suffered a significantly higher likelihood of deatihg they were also more likely
to leave the village probably because the likelihoodbsiconding (illegal disappearance
of legal residents from the village) rose at the tohéhese famines (Tsuya 2000; Tsuya
and Kurosu 2006).

On the other hand, the responses to variations al &monomic conditions in the
years other than those of the Tenmei and Tenpo fanaire very different between the
sexes. Even after the effects of the two great fasnare controlled for, men were still
more likely to die, but much less likely to move out leé willage. Put differently, even
at the time of a less serious economic downturn, mere wtill more likely to suffer
death and, if they survived, were more likely to stahevillage. In clear contrast, once
the effects of the two great famines are controlled fvomen were not affected
significantly by annual variations in local econommanditions.

Household socioeconomic status was strongly and negatasdociated with the
likelihoods of death and out-migration among men, as holé&ealth as measured by
landholding significantly reduced the probabilities of thelying and leaving.
Furthermore, the negative effects of household socmeom status became even
stronger at the time of the Tenmei and Tenpo famiAesndicated by the size of the
(negative) coefficient of the interaction betweemndlaolding and the famines, the
enhancing effect of household resources and wealthpesciedly strong for men’s
survival. Put differently, men in wealthier householdrevmore likely to be alive and
stay in the village compared to their less well-to-danterparts, and such a tendency
became even more salient during the time of the twgeiacale famines. This implies
that household resources and wealth enhanced men’k badltenabled them to stay in
their village, and that such protective effects of hbakksocioeconomic status became
stronger during the times of economic and ecological uplhea®@n the other hand,
household socioeconomic status did not affect the lietihof death among women, but
it significantly reduced the likelihood of their out-migaat, relative to staying alive in
the village (see the second panel of Table 4). Inratlbeds, women were more likely
to stay in the village, rather than leaving it, & time of local economic downturns in
the years other than those of the two massive &snin
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Table 3. Estimated coefficients of the covariates of the imuithial logit analysis of the
probabilities of dying and out-migrating in the next yeMales age 10-74 in
Shimomoriya and Niita, 1716-1870.

Model 1 Model 2
Dying Emigrating | Emigrating | Dying Emigrating | Emigrating
VS. VS. VS. VS. VS. VS.
(Staying) | (Staying) (Dying) (Staying) | (Staying) (Dying)
Economic stress
Tenmei & Tenpo famineg 0.979** 0.355# -0.624* 0.979* 0.341# -0.638*
Log of local rice price 0.304* -0.390* -0.694** 0.306* -0.382* -0.688**
Socioeconomic status
Household landholding | -0.015* -0.011** 0.004 -0.013* -0.015** -0.002
Landholding x famines | -0.034* -0.008** 0.030 -0.039* -0.007 0.032
Coresident kin
Number of kin -0.030 -0.158** -0.127** -- -- --
Presence of parents:
Both parents -- -- -- -0.322* -0.730* -0.408*
Father only -- -- -- -0.178 -0.343* -0.164
Mother only -- -- -- -0.139 -0.154 -0.015
Number of siblings:
Older brothers -- -- -- 0.325 -0.011 -0.336
Older sisters -- -- -- 0.053 0.050 -0.003
Younger brothers -- -- -- 0.058 -0.112 -0.169
Younger brothers -- -- -- 0.032 -0.331* -0.363*
Number of children:
Sons -- -- -- -0.089 -0.531** -0.442*
Daughters - - - -0.127# -0.354** -0.228*
Household relationship
Spouse of head -0.173 0.894* 1.067 -0.207 0.792* 0.999
Stem kin 0.210* 0.259* 0.049 0.212* 0.277* 0.065
Spouse of stem kin 0.087 0.907* 0.820* 0.129 0.911* 0.781*
Non-stem kin 0.650* 1.021* 0.370 0.410# 0.627* 0.216
Nonkin/servant -0.177 2.187* 2.363* -0.423# 1.290** 1.713*
Unknown 0.860 2.142* 1.287 0.725 1.569** 0.844
Current age -0.024# 0.101* 0.125* -0.010 0.125* 0.135*
Current age squared 0.001* -0.001** -0.002** 0.001* -0.002** -0.002**
Time period
1760-1799 -0.128 0.002 0.130 -0.134 -0.003 0.130
1800-1839 0.253* -0.185* -0.438** 0.243* -0.179* -0.422**
1840-1870 0.239# -0.968** -1.207* 0.226 -0.972* -1.199**
Village (Shimomoriya=1)[ 0.039 -0.140* -0.179%# 0.035 -0.143* -0.1784#
Constant -4.689** -3.953** 0.736* -4.880** -4.255** 0.625
Person-years at risk 41,298 41,298
Number of individuals 2,566 2,566
Log-likelihood -10217.62 -10121.44
Wald chi2 (d.f.) 1774.73 (34) 1890.63 (50)
Probability > chi2 0.0000 0.0000

Note: Category in parentheses is the reference category.
** Significant at 1 percent. * Significant at 5 percent. # Sigaificat 10 percent.
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Table 4. Estimated coefficients of the covariates of the imuthial logit analysis of
the probabilities of dying and out-migrating in the negary Females age 10-74 in
Shimomoriya and Niita, 1716-1870.

Moddl 1 Modedl 2
Dying Emigrating | Emigrating | Dying Emigrating | Emigrating
VS. VS. VS. VS. VS. VS.
(Staying) | (Staying) (Dying) (Staying) | (Staying) (Dying)
Economic stress
Tenmei & Tenpo famings0.566** 0.311* -0.255 0.561* 0.274* -0.287
Log of local rice price | -0.149 -0.164 -0.015 -0.158 -0.167 -0.010
Socioeconomic status
Household landholding| 0.0003 | -0.009* -0.009 0.002 -0.011* -0.013#
Coresident kin
Number of kin -0.009 -0.117* -0.108** -- -- --
Presence of parents:
Both parents -- -- -- -0.397* -0.844* -0.447*
Father only -- -- -- -0.155 -0.551* -0.396
Mother only -- -- -- -0.616** | -0.355* 0.261
Number of siblings:
Older brothers -- -- -- 0.104 0.439* 0.335
Older sisters -- -- -- -0.036 -0.116 -0.080
Younger brothers - -- -- 0.065 0.296* 0.231#
Younger brothers - -- -- 0.079 0.013 -0.067
Number of children:
Sons -- -- -- -0.096 -0.763* -0.667*
Daughters -- -- -- 0.013 -0.601* -0.614*
Household relationship
Spouse of head -0.065 -0.734** -0.679* -0.041 -0.433* -0.392
Stem kin -0.284 0.008 0.292 -0.274 0.130 0.403
Spouse of stem kin 0.346 -0.262 -0.608# 0.395 -0.094 -0.488
Non-stem kin 0.488 0.710* 0.222 0.430 0.325 -0.105
Nonkin/servant -0.358 1.704* 2.062** -0.566# 0.898** 1.464*
Unknown -0.919 0.654 1.574 -0.951 0.359 1.310
Current age -0.046** 0.030** 0.076** -0.047* 0.087** 0.134*
Current age squared 0.001* | -0.001* -0.002** 0.010** | -0.002** -0.003**
Time period
1760-1799 -0.229* 0.174* 0.402** -0.226* 0.137# 0.363**
1800-1839 -0.008 -0.205* -0.196 -0.002 -0.223* -0.221
1840-1870 0.024 -0.601* -0.624* 0.024 -0.662** -0.686**
Vilage 0.062 | -0.299* | -0.361% | 0.078 | -0.280* | -0.357*
(Shimomoriya=1)
Constant -4.192* | -2.235** 1.957* -3.960** | -3.015** 0.944*
Person-years at risk 38,897 38,897
Number of individuals 2,559 2,559
Log-likelihood -8718.21 -8552.31

Wald chi2 (d.f.)
Probability > chi2

1542.41 (32)

0.0000

1593.18 (48)

0.0000

Note: Category in parentheses is the reference category.
** Significant at 1 percent. * Significant at 5 percent. # Sigaificat 10 percent.

97




Turning to the effects of coresident kin, we can sesfivodel 1 of Tables 3 and
4 that, for men and women alike, the more coresidenthien have, the less likely they
were to leave the village, while the number of cal@si kin did not affect the likelihood
of death for both sexes. As to why the size of €ident kin significantly reduced the
likelihood of leaving the village, we can see from Mo#ebf these tables that having
sons and daughters greatly reduced the likelihood of out-migrathe more children
men and women had, it was more likely for them to stathe village. Presence of
parents or parents-in-law in the household also low#nedprobability of leaving the
village for both sexes.

Compared to coresident children and parents/parents-jndbey effects of
coresiding siblings are somewhat more limited and lessistent. As shown in Model 2
of Table 3, the number of younger brothers is signiflgaand negatively associated with
the probability of men’s leaving the village. This sudggebhat men who were eldest (or
elder) sons were more likely to stay in the villaged @&hat such a tendency became
stronger as men had more younger brothers. On the b#nel, coresident brothers—
either older or younger—strongly increased the likelihobda@amen’s leaving the village
(see Model 2 of Table 4). The presence of male sibfimngpelled women to leave the
village probably because, under the predominance of catilmarriages in the two
villages, women whose male sibling was often an beithe head of household were
more likely to marry out of the community (Tsuya and Kaur@000Db).

Household relationships strongly influenced the likelihaddnen’s leaving the
village. Compared to men who were the heads of houseimeld, who were stem kin
(sons and grandsons) of head were more likely to dieooteave the village.
Furthermore, the farther away men were from the r{stiam) line of the family, the
higher was their likelihood of leaving, relative toyatg in the village. The probability to
leave the village was the lowest among men who weusdhold heads, with stem kin of
head being the second lowest, spouses of stem kin {s¢aws)i of head being the third,
non-stem kin (nephews and uncles) of head being the foamth non-kin or servants
being the most likely to leavé. Spouse of stem kin (sons-in-law of head) and non-
kin/servants were also more likely to leave, relatwedying in the village. Without
kinship ties to the head, they appear to have beentbdeave especially when a crunch
time came.

Although not as consistent and strong as was the @asenén, household
relationship also affected women’s likelihood of out-raigrn. Compared to women
who were household head, women who were spouse of headneee likely to stay in
the village, rather than leaving or dying. Put diffegriiecause women in these villages
were likely to assume household headship only when there no suitable male was
available to head the household and also because faesded households tended to be
poor (Tsuya and Kurosu 2004b), female heads were more liedynigrate or to die,

2 We do not discuss men who were spouse of head becauseesugrere extremely rare. As shown
in Table 2, men spent on average merely 0.6 percent of their yegesH)-d&4 as spouse of head.
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rather than to stay alive in the village, comparedwmmen whose husband was
household head. Similar to men, women who were nomkservants were also much
more likely to leave the village, rather than to staiydie in the village. This again
implies that it was easier for women without kinshigstito the head to leave the
community, instead of remaining and dying there.

Turning to the relationship between age and demograplponsss, both men and
women show similar age patterns. As expected, the ptiopals dying (relative to
either staying or leaving) by age is J-shaped, whileatieespecific probability of out-
migration (relative to staying or dying) is reverséndged.

We can also see some temporal differences in thénhblol of out-migration for
both sexes. Compared to the earliest subperiod of 1716-1&kkdlihood of leaving
(relative to staying or dying) was significantly higlier women during the subperiod of
1760-1799, whereas the likelihood of out-migration becameastigly lower for both
sexes in the 19th century. The increasing probabifitfeimale out-migration during
1760-1799 was due primarily to dramatic increases in the ptibpalbiabsconding at
the time of acute and prolonged devastation caused byetin@el famine in the 1780s
(Tsuya and Kurosu 2000a, 2005). On the other hand, the imggdswer likelihood
of out-migration in the 19th century was due primarily aogé decreases in service
(hoko) migration and also, for women, to decreases in agefrelated out-migration
(Tsuya and Kurosu 2006). Service out-migration (and out-nugrati general) began
to decline precipitously after around 1790 and continued deglinmil the end of the
period under study (Tsuya 2000). This decline in out-migratmnccles with the
reversal of the domain government's policies from disaging to encouraging proto-
industrial development (Koriyama-shi 1981b, 79-81; Nagata, KuanduHayami 1998).
This in turn suggests that local proto-industrializatieduced the likelihood of out-
migration by making it increasingly unnecessary foagdrs to engage in long-term and
long-distance labor contract that kept them away fitweir home village (Nagata 2001).

Conclusions and Discussion

Our multivariate analysis of the demographic responsesief and women in two

northeastern Japanese villages showed that the likdEhof dying and leaving rose
significantly for both sexes during the acute and largégeseconomic and environmental
upheaval caused by the Tenmei and Tenpo famines. Le&esesklcal economic

downturn also affected men, making them more susceptildetand less likely to leave
the village. Net of the two great famines, howevecal economic variations did not
affect the probabilities of dying and leaving among women

Comparing the two sexes in their demographic responsesvdo types of
economic stress—the acute and large-scale famines @addetmnomic downturns in the
non-famine years—men were, relative to being alive staying in the village, more
likely to suffer death not only in the years of theagriamines but also in those of less
serious local economic downturns. This suggests that addlielderly men in the two
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northeastern Japanese farming villages under study wererable to economic stress
regardless of its scale and intensity. Further, mae were likely to leave the village
during the two great famines, but much more likely to sheye in the years of less
severe local economic hardships. This is due largelyhéo fact that absconding
increased precipitously during the Tenmei and Tenpo famwwhde service out-
migration decreased significantly at the time of lemadnomic hardships (Tsuya 2000;
Tsuya and Kurosu 2005, 2006). Servibekf) being by far the most common reason
for male out-migration in the two villages, and the mesibn of service migration being
mostly a locality within the domain (Narimatsu 1985, 103-104yal economic
downturn would have hurt the domain or regional labor nareelucing employment
opportunities outside the village.

In contrast, women responded to economic stress aminwt was really acute
and widespread like in the times of the two massiveniasni During these famines, they
were more likely to die due to the crisis, and alscetvé the village primarily because
absconding increased especially dramatically (Tsuya andskit2005, 2006). However,
women'’s likelihoods of death and out-migration were lgrgelaffected by less severe
local economic downturns. This in turn implies thatnvem tended to be more robust
and resilient than men were. Under the predominangeatsfarchal family system in
northeastern Tokugawa Japan (Aruga 1943; Nakane 1967; Naito 1973; 19&Gike
Takei 1971), the status of women in the two study villages iw general very low, and
women did not enjoy as much power within their househsldheir male counterparts.
This relative but nevertheless constant deprivatioy imaurn have made women much
less susceptible to local economic fluctuations.

Household socioeconomic status as measured by landholdmgaffected the
patterns of demographic responses of both sexes. Maaalhy household were less
likely to suffer death and less likely to leave theag#, compared to men in poor
household. And such a tendency became more salieteaime of the two great
famines during the Tenmei and Tenpo periods. As mentiomeyea under the
predominance of patrilineal and patriarchal stem fasytyfem in northeastern Tokugawa
Japan, adult men tended to have a greater access toraml ower household wealth
and resources than their female counterparts (Kodama 1952:6059suya and Choe
1991). The result of our analysis implies that men in thgddousehold are likely to have
benefitted from resources and wealth generated by ideolned by their household in
reducing their health risks.

Men in wealthy household were also more likely to stayhe village primarily
because the likelihoods of absconding and engaging in edheko) outside the village
were significantly lower among men living in well-to-tiousehold (Tsuya 2000; Tsuya
and Kurosu 2006), compared to men living in poor householdilaBim men, women
in wealthy household were also more likely to staythe village, primarily because
women in household with more income and resources lesselikely to abscond and
also less likely to marry out of the village (Tsuya 2008yyRa and Kurosu 2006). We
interpret these results to imply that the lack of hoakehesources and wealth often
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forced men and women in these preindustrial northeadtgranese villages to abandon
their communities in crisis times, and also propelleshtho leave for the purposes of
employment or marriage.

Our multivariate analyses also revealed that the nuofd@n household members
decreased the likelihood of leaving the village for bom and women. This was due
primarily to that a large number of coresident kin ofteeant the presence of both
parents/parents-in-law and a larger number of offspringpoirsehold. Having the older
and younger generations living with them, both men anthevoin these preindustrial
Japanese communities were clearly more likely to noatto live in their village possibly
because their parents and their children would have nesdeell as provided care and
support. This in turn implies the importance of intergatenal ties in countering health
risks and also in binding men and women to their comimesnit

Household relationships also influenced mortality andyeation, especially those
of men. The farther away from the main (stem) ofehe family, the more likely men
were to leave the village, rather than staying théfemen who were nonkin or servant
were also more likely to leave, rather than stathevillage. These results suggest that
those with little or no kinship ties did not have a peiting reason or a strong incentive
to stay in the village especially in bad times, reaffig the importance of kinship in the
lives of peasant men and women in preindustrial norteeadapan.

From the perspective of preindustrial rural Japan, thislyson two farming
villages in the northeastern region offers new insight the factors and patterns of
demographic responses to large-scale famines. The nmukahrough which famines
and other economic downturns influenced demographic bekaviondividual men and
women in preindustrial agrarian communities are complgxamic, and situational. Our
study hopefully provides some clues to untangle the complexilearly, more studies
are needed to fully account for the nature of the dymanlistween economic and
environmental stress and demographic outcome in the past.
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Demogr aphic | mpacts of Climatic Fluctuationsin
Northeast China, 1749-1909"

Cameron Campbell and James Lee

Abstr act

We examine the demographic impacts of climatic fluctuation®rtheast China in the
late eighteenth century and the nineteenth century. fadlgif we focus on the
consequences of extended periods of unusually cool sumntech in northeast China
tended to be associated with poor grain harvests. Dunegériod covered by the
northeast Chinese population register data that we andly48-1909, there are three
periods during which there were cool summers of unusualdresy or intensity: 1782-
1789, 1813-1815, and 1831-1841. These periods coincided with major dissuption
elsewhere in Asia that were climate-related. In Jagf@mTenmei famine took place in
1783-1786, and the Tenpo famine took place in 1833-1838. The Indonesianovolca
Tambora erupted in April of 1815, and had adverse effectéirmate around the world.
We show that the period that coincided with the Tenmenirfa in Japan was
characterized by a massive mortality crisis, anothat took place between 1810 and
1817 was characterized by a substantial reduction intigraind another that coincided
roughly but not exactly with the Tenpo famine in the 1830s dictxiabit a pronounced
mortality or fertility response. Patterns of respenss/ealed by our disaggregation by
gender, age, socioeconomic status and other charactenistesraxture of the expected
and unexpected. Low-status individuals generally faredcesdlyepoorly, but there
were cases where nominally high-status individuals alsd tspecially poorly.

Introduction

We examine the demographic impact of climatic fluctuationsortheast China in the
late eighteenth century and the nineteenth century. ifspdyg, we focus on the
consequences for mortality and fertility of three pngled periods of unusually cool
summers. During the period covered by the northeast @hpagsulation register data
that we analyze, 1749-1909, there are three periods during \lcd were cool
summers of unusual frequency or intensity: 1782-1789, 1813-1815, and 88B1Lee
and Campbell 1997, 33-34; Wang 1988). At least in the regiortudg, Sragmentary
evidence suggests that the period around 1813-1815 was also etegdcby heavy
rains and flooding. In northeast China, cool summerdee to be associated with poor
harvests because of a shortened growing season and $séilpyp of adverse
conditions even during the summer (Feng, Li, and Li 1985)Lidaning, all three of
these periods were characterized by grain price incredsas intensity and duration
suggestive of poor harvests (Lee and Campbell 1997, 33-34).

" This research was supported by NICHD 1R01HD045695-A2 (Lee Pl), “DemigR@dponses to
Community and Family Context.”
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The aim of this paper is to show that in historical Chittee demographic
response to major and sustained exogenous shocks wasstiatte® to increased
mortality, but could also include reduced fertility. Assalissed below, previous
examinations of the role of demographic crises in hisabriChinese population
dynamics have mostly assumed that dramatic reductiopspulation size associated
with major exogenous shocks such as prolonged wars andtedppoor harvests
resulting from climatic shocks were attributable to éases in mortality (Chu and Lee
1994; Ho 1959; Zhang et al. 2006). This assumption has usually oeéaiti rather
than explicit, and reflects the reliance of such isidn changes in population size for
evidence of demographic crises. Inthese and other stliilies;onsideration has been
given to the mechanisms underlying sudden or secular redsigtigoopulation size, in
particular, the possibility that they were also theutie of substantial reductions in
fertility and increases in early infant and early chndrtality, not solely the result of
massive increases in mortality at later ages attribeitiebbtarvation or epidemics. We
are agnostic as to whether reductions in fertility @reases in infant and early child
mortality reflected deliberate behavior on the part afpdes, or was the byproduct of
other behaviors taken in response to adverse conditions.

To demonstrate that the demographic response to major aathedstéxogenous
shocks could include reductions in fertility as well aseases in mortality, we examine
the mortality and fertility impacts of these threeipas of cool summers. We begin
with background. We introduce the region in northeast Ghmiawe study, focusing on
its climate and the three periods of cool summers,tlaga contextualize this study by
clarifying its relationship to previous studies of mortalityddertility fluctuations in
Liaoning and their relationship to economic conditions] @revious studies of the
influence of climate on demographic outcomes. In #@id part of the paper, we
introduce the data and methods used in the analysis.llyFinathe third part of the
paper, we present results. We review trends and fluchgatiomortality and fertility to
show that the first of the three periods of cool sunsm&782-9, was characterized by
elevated mortality, and that the second and third periodse veharacterized by
substantially reduced fertility. We then compare pastefrmortality by age and sex for
1780-3, 1783-6, and 1786-9 to identify the specific years in whieh nortality
response to climatic fluctuation was most severe, amdhrage and sex groups were
most affected. Finally, we present results fromreigetime event-history analysis that
differentiate fertility and mortality responses in ttieee periods by age, sex, and
socioeconomic status.

Background

Our data cover a region in Liaoning province in northeasin& in the region
sometimes referred to as Manchuria. Liaoning has a tatepecontinental monsoon
climate. Rain falls primarily in the summer. Theserelatively little precipitation
during the rest of the year. Winters are cold, withgeratures well below freezing, and
the summers are hot. The area of Liaoning covered bylatar has a short growing
season, with about 180 frost-free days per year. Tleiaisn of cool summers with
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poor harvests Liaoning suggested in Feng, Li, and Li (1985) ¢gpesmato differ from
the association between low winter temperatures andhaoeests typically observed in
historical northern Europe (Galloway 1986, 8-9). We speeulaat the association
between cool summers and poor harvests reflects edpdaia spring frosts or early
autumn frosts that damaged crops, or unusually heavy preioipjtabt direct effects of
a slightly lower average daily temperature.

Two of the periods of cold summers coincided with mag@monomic and
demographic disruptions elsewhere in East Asia that appéarve been climate-related.
In Japan, the Tenmei famine took place in 1783-1786, and the Tampwe took place
in 1833-1838. These were among the most serious famines dbkingawa era. In
both cases, the effects were most severe in norfiagran. Both famines appear to have
been associated with cool weather and excessive raiingth to especially poor rice
harvests. Eventually, comparison of results betwaaaning and Japan on mortality
and fertility differentials in responses to these éwvenill illuminate how social and
family organization mediated their impact on individugisst as comparisons of
patterns of responses to grain price fluctuations haweiflated how households and
communities managed milder forms of economic stressgi8son, Campbell, Lee et al.
2004; Tsuya et al. 2010).

The first two periods also coincided with major evemisch further afield that
had powerful effects on climate and by extension demograpéhavior and the
economy. In 1783, the Laki volcano erupted in Icelandupisg weather in the
northern hemisphere for several years. England epezd substantially elevated
mortality in 1783 and 1784 that has been linked to the Laki ierugWitham and
Oppenheimer 2005). In 1784, the winter in North America Wwaddngest and coldest
on record. In Japan, Asama also erupted in 1783, but itdeHee likely to have been
more local, and less likely to have affected climatenartheast China. In 1815, the
Tambora volcano erupted in Indonesia, disrupting weatlwldwide (Oppenheimer
2003). For example, in 1816, the northeast United Stategimea€anada, and Europe
experienced unusually cold weather, and the year becamenkas the “Year Without A
Summer.” In Europe and North America, crops failed lrestock died, leading to
what Post (1977) referred to as “the last great subsisteisi® in the western World.”

This study extends upon earlier examinations of the demograpipact of
periods of cold summers in Liaoning that found that theorsgcand third were
associated with elevated mortality and/or depresseditie(tiee and Campbell 1997).
This study makes use of a much expanded dataset that eaweich larger swath of the
province, representing a much wider variety of ecological economic contexts. The
dataset in the original study only covered a small cbtla of communities just to the
north of what is now Shenyang. The larger datasetisnstudy increases confidence
that observed phenomena are regional, not idiosyndoatad variations peculiar to a
small cluster of communities. The dataset used in thdysis also large enough to
follow Bengtsson, Campbell, Lee et al. (2004) and Tstyd. €2010) and differentiate
mortality and fertility responses to periods of cold swarsrby socioeconomic status,
household context and other individual characteristiesallly, the larger dataset allows
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for a detailed examination of the period 1782-1789. In theeeatudy, there was too
little data from that period to compare its mortalihgddertility patterns to early or later
periods.

Previous studies of demographic responses to variation®noeuc conditions
mostly used grain price series as indices of harvests iy extension weather
conditions. Early studies examined the influence of graceprariations on crude rates
of birth, death, and marriage (Galloway 1988; Wrigley actiofield 1981). More
recent studies examine patterns of variations by age,sseigeconomic status and
family context in the demographic responses to variatiangrain prices (Bengtsson,
Campbell, Lee et al. 2004; Campbell and Lee 1996, 2000, 2004; Tsaya2810).
Grain prices reflected local harvests and in these stukes intended as an index of
food consumption. Higher prices tended to reflect poaerdsts. Subsistence farmers
had less to eat, and families with non-agricultural ineemvho bought their food faced
higher prices in the market. The implicit assumptionsuch studies was that the
response of demographic rates to changes in grain pragnear, so that for example,
a ten increase in prices had twice the effect ofa@ificrease in prices.

By focusing on the demographic impact of extended periogstogme weather,
this study complements others that examine the impagrioé fluctuations. Grain
prices may not have been a perfect indicator of hargescomes or the weather
conditions that helped determine them. In Liaoning asdvéiere, grain prices may
also have reflected economic conditions unrelated talldarvests, for example,
changes in the supply or demand of grain elsewhere, istatgention in markets, or
fiscal phenomena such as inflation or deflation. Adow to Figure 1, which presents
annual sorghum prices in Liaoning, the three periods ofsgiamers that are the focus
of this study were indeed characterized by grain pricegases large enough to be
suggestive of extremely poor harvests. However, pricesases are also apparent in
years that were not identified as period of cold summespgecially later in the
nineteenth century. If elevated prices in these otheogereflected factors other than
harvest outcomes, periods of cold summers may haverbeanlikely to be periods of
hardship than periods of high grain prices.
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Figure 1. Annual low sorghum prices, Liaoning, 1765-1912.

This study advances upon earlier studies that examineffdets of climate on
population because of its focus on the effects of malehlrs of bad weather. Previous
studies have tended to focus on the very long term ovaheshort term by looking at
relationships over centuries or single years. Anyesitdy that directly addressed the
role of climate in population dynamics, Galloway (1986¢ufged on the implications of
secular changes in climate for trends in population skte was interested primarily in
the influence of centuries-long periods of warming or cgpbn total population size.
A similar study focused specifically on China over the ladlennium argues that
climatic variation was a more important determindnpapulation trends over the long
term than dynastic cycles, Malthusian processes, dre atechanisms (Lee, Fok, and
Zhang 2008). Another study, Galloway (1994), applies distribitgdrhodels time
series to demographic rates, temperature, and grain prieagope. The focus in that
study is whether unusually high or low temperatures inispas@asons are associated
with elevated mortality in the same year. It did nodwalfor the possibility explicitly
considered here that while a historical population mitdte been able to ride out a
single bad harvest, a succession of bad harvests nagéthad catastrophic results.

This study contributes to the literature on demographie<iis past times by
differentiating fertility and mortality responses te theriods of cold summers by family
context and socioeconomic status. The large existiagaiure on demographic crises
before the twentieth century, especially famines andleepics, relies heavily on
aggregated data on total numbers of births and deaths, rangitben accounts by
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contemporaries about harvest failures, famines, and dikasters (Walter, Schofield,

and Appleby 1991). Only a few studies of famines, epideraind,other demographic

crises have disaggregated mortality or fertility resperisy age or sex (Dyson and O
Grada 2002). As a result, most assessments of the lang<tensequences of
demographic crises before the twentieth century assunternmabf effects by age and
sex based on data from famines and other crises in gpavglaountries during the

twentieth century (Watkins and Menken 1985; Menken and Galnp992).

Data

The data we analyze consists of triennial householdteegiaita for 1749 to 1909 for
more than 600 villages in Liaoning province in northeast CHiha database comprises
1.4 million observations of one-quarter million peopleowived in 28 administrative
populations between 1749 and 1909. We have been able to prodadessoccal data
because of the internal consistency of the coredimid register data, their availability
through the Genealogical Society of Utah and the LrapRirovincial Archives, and the
sustained efforts of teams of colleagues and data @etrsonnel in the People’s
Republic of China. We have already described the oriditieeaegisters as well as our
procedures for data entry, cleaning and linkage in Lee and l&&dingp997, 223-237).

The features of the registers relevant for studying deaptge and social
outcomes have been described in published investigatiomsodflity differentials
(Campbell and Lee 1996, 2000, 2002b, 2004), transmission of houselaalship (Lee
and Campbell 1998), migration (Campbell and Lee 2001), ethnititdéCampbell,
Lee, and Elliott 2002), social mobility (Campbell and L2@03b), the influence of
secular economic change on demographic behavior (LeeCangpbell 2005), and
kinship organization (Campbell and Lee 2002a). The descriptiche data here is
based in large part on the discussions of the dataesetipublications, Lee and
Campbell (1997), and Campbell and Lee (2002a).

The geographic and economic contexts of these populatamesdy As Map 1
shows, more than 600 Liaoning villages are arranged in fetincli regions spread over
an area of 40,000 square kilometers, larger than the proeint@awan. These regions
include a commercialized coastal area around Gaizhouynainfpa region around
Haizhou and Liaoyang that we identify as Liaoning Southti@e an administrative
center on the Liaodong Plain around the city of Shenyaagwe refer to as Liaoning
Central, and a remote agricultural area in the hillsraadntain ranges in the northeast
that we refer to as Liaoning Northeast. The instihgjoregions and communities
covered in the data are diverse enough that even gdpalation is not representative
of China or even Liaoning in a formal statistical senssults are likely to be relevant
for understanding family and social organization in othetspzt China.
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Map 1. Liaoning communities covered by the household register, A& 9-1909.

The Liaoning household registers provide far more compsale@and accurate
demographic and sociological data than other householdteeggisnd lineage
genealogies available for China before the twentietibucg (Harrell 1987, Jiang 1993,
Skinner 1986, Telford 1990). This is because the Northeast, wiashthe Qing
homeland, was under special state jurisdiction, distirom the provincial
administration elsewhere. Regimentation of the pajomaactually began as early as
1625, when the Manchus made Shenyang their capital anghamated the surrounding
communities into the Eight Banners (Ding 1992; Ding e2@04; Elliott 2001). By
1752, with the establishment of the General Office ofTitnee Banner Commandry, the
population was also registered in remarkable precisiondatail, and migration was
strictly controlled, not just between Northeast Chima £hina Proper, but between
communities within Northeast China as well. Governmenirol over the population
was tighter than in almost any other part of China (Tand Guan 1994, 1999).
Movement within the region was annotated in the registansl individuals who
departed the area without permission were actually fEhtin the registers as
‘escapees’ (taoding).
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The Qing state implemented a system of internal ethesks to ensure the
consistency and accuracy of the registers. Firgly #issigned every person in the
banner population to a residential househdiligliu) and registered him or her on a
household certificatenfenpa). Then they organized households into growoy @nd
compiled annually updated genealogiemipy). Finally, every three years they
compared these genealogies and household certificatbstiveit previous household
register to compile a new register. They deletedatdbd people who had exited or
entered in the previous three years and updated the agagmnsHips, and official
positions of those people who remained as well as any chamgdheir given names.
Each register, in other words, completely supersedqutétdecessor.

The result was a source that closely resembled antakcensus in terms of
format and organization. Entries in each registeevgeouped first by village, then by
household groupz() and then by household. Individuals in a household wstedlione
to a column in order of their relationship to the headth his children and
grandchildren listed first, followed by siblings and theisaendants, and uncles, aunts,
and cousins. Wives are always listed immediatelyr atbeir husbands, unless a
widowed mother-in-law supersedes them. For each pensamausehold, the registers
recorded relationship to household head; name(s) and rfzanges; adult occupation,
if any; age; animal birth year; lunar birth month, biddwy, and birth hour; marriage,
death, or emigration, if any during the intercensal penmysical disabilities, if any
and if the person is an adult male; name of their Hmldegroup head; banner
affiliation; and village of residence.

The registers also record official positions held lula males. We have
identified four broad categories of official positidsanner, civil service, examination,
and honorary. These constituted the local elite. fifsethree categories were formal
governmental offices and included a salary and other paegiisiThey predominantly
comprise lower-level occupations such as soldier, scobeartisan. Positions also
included some high administrative offices that entailedamly a salary, but substantial
power as well. Positions and titles in the fourthegaty, honorary, were typically
purchased, and indicate substantial personal resourcescess to such resources
through the family. For the purposes of this analyges,do not distinguish among the
various categories of position. While the positions hiteterms of the incomes they
implied, the incomes associated with even the mostblunof positions were
substantial by the standards of the area.

The registers distinguish disabled adult males, classidfisfeiding or chenfej
from other adult males (Lee and Campbell 1997). CamphdILee (2003a) assess the
guality of the disability data and examine causes and conseggief being recorded as
detailed in detail. Classification as disabled could odourany one of a number of
reasons and until 1786, the registers generally specifiguecific disease or condition
for each disabled male. Reflecting the prevalencelwdrtulosis in the eighteenth and
nineteenth centuries, respiratory diseases, espec@lgumption lgozheng, were by
far the most common, affecting more than 5 perceataft males and 25 percent of all
the disabled. Eye diseases were second most comffenting more than 3 percent of
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adult males and 15 percent of the disabled, followed by suatological disorders as
retardation, insanity, dementia, and epilepsy which tdteand afflicted 2 percent of
adult males and 10 percent of the disabled.

In contrast with most historical censuses, the triemeigisters allow for linkage
of the records of an individual across time. Househaldstlaeir members appeared in
almost the same order in each register, even if theyed to another village. Linkage
from one register to the next is straightforward: as coders transcribe each new
register, for each individual they list the record nembf his or her entry in the
previous register. Since the coders transcribe eachiewgster by copying over the file
for the preceding register and then editing it, thistiaightforward. From the linked
records for each individual, we reconstruct life hig®ri By comparing observations
for the same individual in successive registers, we cmarstruct outcome measures
indicating whether particular events or transitionsktptace in the time between two
successive registers.

These registers have a number of features that dighglbem as a source for
historical demography. The population is closed, in émse that the registers followed
families that moved from one village to another witlna tegion. Entries into and exits
from the region were rare, and when they did occeir timing was recorded or can be
inferred (Lee and Campbell 1997, 223-237; Lee and Wang 1999, 149-153)nttast
with historical Chinese demographic sources such as geresalbgit only record adult
males, the Liaoning registers record most boys and samsefrgim childhood, as well
as all women from the time of their marriage. Unldenealogies, they also provide
detail on village and household residence. In contragh warish registers, an
important source for European historical demography, thdgwalfor precise
measurement of the population at risk of experiencing mestographic events and
social outcomes.

The most serious limitations of the registers relevanthis analysis are the
frequent omission of boys who died in infancy or eahydhood, and the omission of
most daughters. As a result, we cannot reliably estingaint or early childhood
mortality for boys or girls. While we can produce relgaestimates of mortality in later
childhood and early adolescence for boys, we cannot dorggirls. Our analysis of
fertility, meanwhile, is based on boys who survived lengugh to be included in the
registers. Apparent fertility differentials may algdlect differentials in infant and child
survival. When we produce estimates of the Total Fgrfiate, we first calculate a
TFR based on the recorded boys, multiply by 1.5 on thengd#on that one-third of
boys died without ever being recorded, and then multiplgl69+105)/105 to include
an estimate of the number of girls who were born.

M ethods

To examine differences in the mortality impact of fheriods of cold summers, we
estimate discrete-time event-history models. Folawthe approach in previous
studies of mortality with these data, we estimateshkgiregressions in which the
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dependent variable is an indicator of whether an individieal in the next three years
or not (Campbell and Lee 1996, 2000, 2002b, 2004, 2009). Models includelsdor
age and year, in the form of a fourth-order polynomal dge and a third-order
polynomial for year. Models also included variables ulfstantive interest described
below, and interactions between these variables andherigte record is for 1783-1786.
We focus on the differential mortality impacts of tperiod 1783-1786 because our
descriptive results demonstrate unambiguously that thisavpesiod of extraordinarily
high mortality.  Differentiating mortality patternsorf this period identifies the
population subgroups that were most adversely affected ogdtastrophe. Descriptive
results indicate that mortality effects of the oth®o periods of cold summers were
limited.

The analysis of male mortality used all the obseovati for which the
immediately succeeding register or the one after thast walso available. In the
situations where the immediately succeeding registernea available but the one that
followed was available and the male was recorded thither as still alive or as having
died in the time since the missing register, an observatas created to serve as a filler
record to indicate whether the male died in the periddden the missing register and
the one following. If the male was not present inldter register, they were assumed
to have died in the time between the first registat e missing register, and the
outcome variable in the first register set accordinglgr female mortality, analysis was
based on records of live married and widowed women foonmvithe immediately
succeeding register was available. In cases whenstenvening register was missing,
it was not possible to create and insert a record becausgen who disappeared
between the first register and the missing registethirigve remarried and left the
household, not died.

For fertility, we estimate a Poisson regression pnualized data in which the
outcome is a count of the number of births attributea nearried woman in a year. We
focus on the periods 1782-1789, 1810-1817, and 1837-1841. In each ofhifeese t
cases, we estimate a model that includes controls foraadeyear, right-hand side
variables of substantive interest, and interactionsvden these variables and an
indicator of whether the observation falls into @fi¢hese periods. The annualized data
for the fertility analysis were created from thegaral triennial register data by creating
additional records in the registers for the years éetwregisters. In these records,
women were aged forward, and other information copied fahfvam their most recent
register entry. Through record linkage of children torthparents, counts of the
numbers of births attributed to them in each year wenstructed. We restrict analysis
to the annualized records of women in the years wheree theas at least one
observation of the woman in the original registete S years later, by which time any
child they bore would have had a chance to be registered.

In differentiating the demographic impact of climatic fluetions, we focus on
the role of socioeconomic characteristics. Spedificave measure socioeconomic
status with three dichotomous indicator variables:ciaffi position, disability, and
diminutive name. For adult males, the variables retleeir own status. For women,
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they reflect husband’s status. For boys, the variaieldsct father’s status. For boys,
we also include an indicator of whether or not theyemecorded with a diminutive
name. Disability status was a measure of socioecanstatus in the sense that in a
preindustrial society like the one studied, most of theditimns associated with being
listed as disabled implied impaired capacity for contrilgutgricultural labor to the
household. We use diminutive names as an indicatoatfssbecause prior exploratory
analysis has revealed that boys and adult males recaitteduch names appeared to
have less favorable socioeconomic outcomes. Whitendiive names may not have
been as precise a marker for socioeconomic statufi@algosition, many more men
were recorded with such names than were listed as havoifj@al position.

For boys, we also examine how the presence or absdrgarents conditioned
the mortality impact of the cold summers between 1783L@86. We include dummies
for whether or not their father and mother were alaleng with interactions with the
indicator for 1783-1786. Based on previous findings that thenabsof a parent,
especially a mother, increases child mortality inghert-term and even the long term
(Campbell and Lee 2002b, 2009), we expect boys who lost atgaréave suffered
disproportionately when times were bad.

For fertility, we also examine how a married womaalsldbearing history
conditioned the response during the periods of cold sumn&pscifically, we contrast
the changes in fertility during periods of cold summesting whether women had
no registered male births, one, two, or three or mdtas comparison will yield insight
into whether fertility responses reflected deliberalayior that was conditioned by the
number of boys that had already been born. To thenexi@t fertility responses to
periods of poor weather reflected deliberate postponemefirths, we expect a
stronger effect for later births than for earlier gt on the assumption that couples
without any sons may have been less willing to postgaene ¢ouples with sons.

Results
Descriptive

According to Figure 2, period life expectancy at agsuilranged between 30 and 40
years in the middle of the eighteenth century, plurecthéd around 15 years for males
and 20 years for females between 1783 and 1786, then exhibitedv augward
tendency through the nineteenth century into the beginnirtheotwentieth century.
According to Figures 3 through 5, which summarize trendsheé probability of
surviving from age buito age 15ui, the probability of surviving from age Hbiito 55

sui, and life expectancy at age S6i, mortality rose at all ages in the years between
1783 and 1786. According to Figure 3, only one-quarter of males agedwbuld
survive to age 1%ui if they experienced the mortality of the period 1783 to 1786
through childhood and early adolescence. In other tim®dse anywhere between
two-thirds and four-fiths of men would be expecteduovve. According to Figure 4,
only about one-tenth of males aged 4@ would survive to age 55ui if they
experienced the mortality of the period 1783 to 1786 all thetiwaugh adulthood.
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Figure 2. Life expectancy at agesli by year, Liaoning, 1749-19009.
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Mortality crisis is apparent only in the first periodamid summers, 1782 to 1789.
Table 1 confirms the impression from the reviews of Fig@¢hrough 5 that mortality
change in the latter two periods was negligible. Aditw to the odds ratios from a
logistic regression that included polynomials to confonlage and date and indicator
variables for periods characterized by cold summers,afitgrbetween 1810 and 1819
was slightly below trend. Mortality between 1837 and 1848 waly slightly above
trend. Accordingly, subsequent examination of diffeedstin the mortality response to
cold summers is focuses on the period from 1780 to 1789, akpdatween 1783 and
1786.

Table 1. Mortality variation in three periods of cold summetrgoning, 1749-1909.

Variable Odds Rati p-value

Time Period (Ref: Remainir
years 1749-1909)

178:-178¢ 2.8i 0.0cC
181(-181¢ 0.8¢ 0.0
1837-184: 1.07 0.0C
N 116270

Notes Models also included a fourth-order polynomial to contiml age and a third-order
polynomial to control for year. Observations included malge 1-7%uiand ever-married females
aged 16-75ui.

Male child and early adolescent mortality and adult fermabrtality increased
most dramatically in the period between 1783 and 1786. Figured @ present the
ratios of age-specific mortality rates for 1780 to 1783, 1888786, and 1786 to 1789
to rates in the baseline years 1749 to 1780 and 1789 to 1804. TdéAtail? the age
and sex pattern of mortality increase between 1783 and 17®Bebgnting age- and
sex-specific odds ratios for mortality in that periodatiee to time trend as represented
in a polynomial. According to these figures, male nibytain childhood and
adolescence, and female mortality in early adulthoode&sad fivefold or sixfold in
1783 to 1786 compared to the years earlier and later. Insraasgher ages were
substantial as well. Above age 55, mortality increasse Wmited, in keeping with the
results on life expectancy at agesibin Figure 5.
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Table 2. Age- and sexspecific mortality increases in the odds of dying, Liaoning,
1783-1786.

Odds Ratio

(Relative to same age/sex combination, 1749-1909)
Males
1-5sui 3.59
6-15sui 8.78
16-35sui 4.38
36-55sui 2.00
56-75sui 1.31
Married and Widowed
Females
16-35sui 4.65
36-55sui 2.78
56-75sui 1.28
N 792460

Notes Based on results from a logistic regression of the chancesngf fiyimen ages 1-7ui

and married and widowed women ages 16&i7i%n north and central Liaoning, 1749-1909. Odds
ratios presented in table were computed by multiplying the odddoatioe specified age/sex
group by the main effect of 1783-1786, which referred to males age &f- 7Gontrols included a
fourth-order polynomial for age and a third-order polynomial for year.

Fertility reductions were apparent around the time of pleeiods of cold
summers, but they did not line up precisely. Figure 8eptesannual estimates of the
Total Marital Fertility Rate, the number of births amen would have if she married at
age 16sui and remained married until she was age 50. Fertikty mildly depressed
from 1786 to 1790, severely depressed for the seven yearslBathto 1817, and
mildly depressed again from 1837 to 1841. The tendency fdlityetd be depressed
around the time of recorded cold summers, but not gxactthose years, raise the
possibility that cold summers were just one featur¢hefpoor weather that affected
demographic behavior, and that neighboring years in whelsummers were not cold
were nevertheless adverse for other reasons, ahdntsame years of cold summers
were counterbalanced by other, more favorable featuretheofweather. On the
assumption that the specific years of low fertilitgrer the ones in which conditions for
childbearing were most adverse, we focus on differefatitility changes in those years,
even if they do not line up precisely with the yearsadl summers.
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Differential Responses

Patterns of change in child mortality in the period betw#783 and 1786 are mostly as
would be expected if the mortality increases were mastqunced among the least
advantaged, with the prominent exception of the mortaégponse of the sons of
officials. Table 3 presents results from an analggichild mortality in which an
indicator for period 1783 to 1786 is interacted with indicatof social and family
circumstances. Boys who had lost their mothers appedrave been especially
vulnerable between 1783 and 1786, but the effect is not isttissignificant. Child
mortality rose much more in northern Liaoning, a hiftyrested and remote area, than
in central Liaoning, the agricultural area around whaiis Shenyang. Boys who had
a diminutive name were affected much more than boys didonot have one.
Unexpectedly, however, boys who were the sons of mem keld official position
experienced greater mortality increases during this periodlibgs whose fathers did
not hold position.
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Table 3. Differential mortality change in 1783-1786, children 1si§ Liaoning
1749-1909.

Odds Ratio p-value
1783-1786 1.49 0.06
Age 1-5sui (Ref: 6-15sui) 1.02 0.75
Northern Liaoning (Ref: Central) 0.95 0.10
Father Alive 1.02 0.71
Mother Alive 0.91 0.05
Father Disabled 1.00 0.95
Father has Official Position 1.21 0.00
Father has Diminutive Name 1.01 0.91
Diminutive Name 0.96 0.18
1783-1786*
Age 1-5sui (Ref: 6-15sui) 0.31 0.00
Northern Liaoning (Ref: Central) 1.88 0.00
Father Alive 1.20 0.47
Mother Alive 1.50 0.12
Father Disabled 12.54 0.00
Father has Official Position 2.23 0.02
Father has Diminutive Name 1.35 0.18
Diminutive Name 1.67 0.00
N 129456

Notes Based on data for north and central Liaoning. Controls inclufiea#-order polynomial
for age and a third-order polynomial for year. To save space, the restittssercontrols are not
included here.

Among adults, the pattern is similar. Once againmemses in mortality are most
pronounced for groups that would be expected to be the ldeshtaged, except that
men who were officials experienced a more substantatase than other men. Table
4 presents the results from logistic regressions oft adale and female mortality.
Northern Liaoning, which because of its hilliness and redaimaccessibility is even
now is the least well-off of the regions of Liaoning emad by the data, experienced the
most substantial increase in mortality. Men who waisabled, and the women who
were married to them, experienced a larger mortalityease than other men and
women. Men and women who were childless experiencetueh larger mortality
increase than other men and women. However, once, agfficial position has an
unexpected effect: men who held official position experdel a more substantial
mortality increase than other men. Their wives, h@uewid not experience a
disadvantage.
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Table 4. Differential mortality change in 1783-1786, adults 1648 Liaoning
1749-1909.

Males Females
Odds Ratio p-value Odds Ratio p-value

1783-1786 0.96 0.81 1.18 0.34
Age 36-55 (Ref: 16-35ui) 1.06 0.30 1.10 0.06
Northern Liaoning (Ref: Central) 0.95 0.01 1.07 0.00
Disabled 1.07 0.02 1.01 0.75
Official Position 1.16 0.00 0.94 0.19
Diminutive Name 1.10 0.00 1.05 0.22
Widowed 1.23 0.00 1.34 0.00
Never-Married 1.18 0.00
Childless 1.02 0.39 1.44 0.00
1783-1786*

Age 36-55 (Ref: 16-35ui) 0.48 0.00 0.78 0.05

Northern Liaoning (Ref: Central) 4.17 0.00 2.81 0.00

Disabled 2.56 0.00 5.57 0.00

Official Position 2.16 0.01 1.31 0.42

Diminutive Name 0.90 0.41 1.12 0.43

Widowed 1.00 0.99 0.30 0.05

Never-Married 0.94 0.68

Childless 1.81 0.00 2.53 0.00
N 308028 227955

Notes Based on data for north and central Liaoning. Controls inclufieatt-order polynomial for age
and a third-order polynomial for year. For females, varialolediabled, position, etc. refer to husband’s
status. To save space, the results for these controls are not dnicarde

In old age, the same pattern was apparent. Table 5 fgessults from logistic
regressions of male and female mortality in old ageerdations with the indicator for
years between 1783 and 1786 reveal that childless men andhvexperienced much
larger increases in mortality than other men and ammResults for adults and the
elderly on the effects of the presence of childrencaresistent with previous findings
that adults, especially women, had lower mortality avérdhey had surviving children
(Campbell and Lee 1996, 2002b, 2004.)The results here suggest that during an
extraordinary crisis, adults with children were alsadreinsulated than those without.
The insulating effect of the presence of children is nelebrer here than in the study
of differences in mortality responses to grain pricesCampbell and Lee (2004).
Women married to men who in old age still retained a mithve name also
experienced larger mortality increases than other womémen who retained an
undignified diminutive name in old age are likely to haeen unusual, almost certainly
of low socioeconomic status, thus this result is not peeted. However, privilege in
the form of an official position once again had an aslwe=ffect: women married to
officials experienced larger mortality increases thareiotvomen.
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Table 5. Differential mortality change in 1783-1786, adults 56sub Liaoning 1749-1909.

Males Females

Variable Odds Ratio p-value Odds Ratio p-value

1783-1786 0.89 0.56 0.98 0.95

Northern Liaoning (Ref: Central) 1.06 0.02 1.03 0.26

Disabled 0.98 0.34 1.04 0.17

Official Position 1.21 0.00 0.89 0.02

Diminutive Name 0.98 0.60 0.91 0.19

Widowed 1.19 0.00 1.18 0.00

Never-Married 0.92 0.08

Childless 1.00 0.88 1.03 0.42

1783-1786*

Northern Liaoning (Ref:

Central) 0.86 0.61 0.91 0.82
Disabled 1.39 0.10 1.29 0.30
Official Position 1.26 0.56 3.14 0.01
Diminutive Name 1.03 0.91 1.86 0.08
Widowed 0.82 0.31 0.85 0.54
Never-Married 1.48 0.21
Childless 1.74 0.01 3.02 0.00

N 61744 56304

Notes Based on data for north and central Liaoning. Controls inclufieatt-order polynomial for age
and a third-order polynomial for year. For females, varialolediabled, position, etc. refer to husband’s
status. To save space, the results for these controls are not inobuded

Reductions in fertility were most pronounced in the sdaaf the three periods,
and differentials in response most apparent for thabges well. According to Table
6, which measures fertility reductions in the three mirion a model that includes
polynomials to control for age and year as well asratbatrol variables, fertility was
only about 10 to 12 percent below trend in 1786 to 1790 and 1837 to 184thoiaut
than 40 percent below trend between 1810 and 1817. Accordingetdogistic
regression results in Table 7, reductions between 1810 and H&/wst pronounced
in north Liaoning and south Liaoning, and less pronounceéntral and south central
Liaoning. They were most pronounced for women maroedén who held diminutive
names, and least pronounced for women married to menhedlloofficial position.
Intriguingly, reductions were most apparent among women haldonot yet recorded a
male birth, and less pronounced among women who alreadsohad
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Table 6. Fertility in Liaoning, based on boys born to marriedwem ages 16-58ui,
Liaoning, 1749-1909.

Incidence Rate Ratio p-value

Period (Ref: 1749-1909)

1786-1790 0.89 0.05

1810-1817 0.57 0.00

1837-1841 0.80 0.00
Location (Reference: North Liaoning)
Central 1.06 0.00
South Central 1.04 0.00
South Central 1.02 0.29
Husband's Characteristics
Official Position 1.22 0.00
Disabled 0.91 0.00
Diminutive Name 0.90 0.00
Number of Boys Already Born (Ref: 0)
1 0.80 0.00
2 0.91 0.00
3+ 1.04 0.17
N (person-years) 1011981

Notes Controls included fourth-order polynomials for age and year. T@sazace, the results
for these controls are not included here.
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Table 7. Differential fertility change during extended periods dbiccummers,
Liaoning, 174¢-190¢.

1786-1790 1810-1817 1837-1841
Variable Incidenqe p-value Incidence p-value Incidence p-value
Rate Ratio Rate Ratio Rate Ratio
Perioc 1.0C 0.9¢ 0.4¢ 0.0C 0.7¢ 0.0C
Location(Reference: North Liaonir)
Central 1.06 0.00 1.05 0.00 1.05 0.00
South Central 1.04 0.00 1.04 0.00 1.04 0.00
South 1.02 0.28 1.02 0.29 1.00 0.96
Husband's Characterist
Official Positior 1.21 0.0C 1.2C 0.0C 1.21 0.0C
Disabled 0.91 0.00 0.92 0.00 0.90 0.00
Diminutive Name 0.90 0.00 0.90 0.00 0.90 0.00
Boys Alreiddy Born(Reference:)
1 0.8(C 0.0C 0.7¢ 0.0C 0.8(C 0.0C
2 0.91 0.0C 0.9C 0.0C 0.91 0.0C
3+ 1.0¢ 0.1¢4 1.0z 0.37 1.0¢ 0.1z
Period °
Location(Reference: North Liaonir)
Central 0.95 0.51 1.43 0.00 1.07 0.26
South Central 0.85 0.15 1.21 0.00 1.11 0.10
South 0.90 0.41 0.90 0.31 1.45 0.00
Husband's Characterist
Official Position 1.22 0.05 1.28 0.04 1.11 0.39
Disablec 0.9z 0.61 0.97 0.6(C 1.0z 0.7¢
Diminutive
Name 0.96 0.67 0.82 0.02 0.85 0.06
Boys Already BornReference: D
1 0.97 0.72 1.07 0.24 0.95 0.34
2 0.55 0.01 1.35 0.00 0.99 0.88
3+ 0.91 0.77 1.32 0.0t 0.97 0.8z

Notes Controls included fourth-order polynomials for age and year.

Conclusion

The results here demonstrate that extended periods efsedweather were associated
with dramatic fluctuations not just mortality, but fatyil The nature of demographic
responses appears to have varied. We examined chandemographic behavior in
three different periods characterized by cold summaendjcative of conditions
associated with poor harvests, and found that one thatided with the Tenmei famine
in Japan was characterized by a mortality crisis, @amdtiat took place between 1810
and 1817 was characterized by a massive reduction in fert@itd another that
coincided roughly but not exactly with the Tenpo faminehm 1830s did not exhibit a
pronounced mortality or fertility response.

Patterns of responses revealed by our disaggregation by rgeade,
socioeconomic status and other characteristics wemaxtre of the expected and
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unexpected. For the mortality crisis between 1783 and 178&@y-ktatus individuals
such as the childless generally fared worse. Howéweividuals related to men who
held official position, including their sons and theiiveés, and in adulthood, the
officials themselves, also fared worse. At presentcaenot explain this apparent
disadvantage except to note that it appears to be anexaenple of the relative
complexity of the relationships between socioeconatatus and mortality in historical
China. Whereas in almost all contemporary societsesioeconomic status and
mortality are inversely associated, previous studies ofaility in Liaoning, including
Campbell and Lee (1996; 2006) and Lee and Campbell (1997) all edpbet high-
status males, including household heads, eldest sons, @&md with position,
experienced elevated mortality.

For the fertility trough between 1810 and 1817, patterns tdrdifitial responses
were largely as expected, except that couples with mbidren appear to have
changed their reproduction less than children with fewdd@en. This may reflect
selectivity in the sense that couples with more childrexty have been better off, and
thus more resistant to the adverse conditions tif@ttatl others. Again, in light of the
magnitude of the climate shocks that triggered thesditfentésponses, we remain
agnostic as to whether the responses reflected dekobehavior, or were involuntary.
While a role for deliberate limitation of fertility irhistorical Chinese population
dynamics has been suggested (Lee and Wang 1999; Wang, Carapbtdlee 2010),
the magnitude of the shocks considered here were larggleno allow for involuntary
responses, including reduced fecundity induced by malnutrispousal separation
associated with short-term migration, and other mechemnis Moreover, given the
under-registration of deaths in infancy and early chitddhavhat we refer to as fertility
reductions in this study may also have reflected inceemsmfant and early childhood
mortality that reduced the numbers of children surviving landpé registered. Such
mortality increases would need to have been truly masBiveccount for the
extraordinary reduction in fertility apparent in the dag¢dween 1810 and 1817.

To our knowledge, this is the first study of a demograplscugtion in China
before the twentieth century to distinguish betweemtafioy and fertility responses.
Prior discussions of the role demographic crises in Chingsaélgimn dynamics before
the twentieth century examine relationships of total pajumasize to the frequency of
famines, epidemics, and wars recorded in historical ssufChu and Lee 1994; Ho
1959; Zhang et al. 2006; Zhao and Xie 1988). In our view, thetlamdjag reliance on
changes in population size to infer demographic impaat8rotic and other disruption
has been accompanied by an unspoken and largely untestegp@ssithat reductions
in population size were mostly due to increases in mostaldt reductions in fertility.
The results here show that reductions in fertility, imereases in infant and child
mortality indistinguishable in the data from reductiondartility, may have been an
important part of the demographic response to large exogestmeks in historical
China. Additional historical climate time series hawzently become available,
including estimates specifically for north China and pogsibktheast China and Korea,
and we look forward to replicating this analysis with éheswly available time series.
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Reproductive Consequences of China’s
Great Leap Forward Famine

Yong Cai and Wang Feng

Abstract

The Great Leap Forward Famine of China is the costla@sine ever in human
history in terms of human lives lost. In this paper, r@examine the demographic
consequences of the Great Leap Forward Famine, focusing anettfeanisms of
reproductive (fertility) loss, namely thesequencing responses and social
differentiation Our analysis reveals that, contrary to the populaiogieation that
the famine was a three-year ordeal, between 1959 and 196#leratigraphic
evidence reported in this paper point to 1959 as the singlethheamade the most
difference. The Chinese population responded to this enornaonisie following
stages and employing multiple means; and even under a stosigiem at the time
of the famine, the famine affected population of differential status clearly
differently, highlighting the importance of social entitiemt, which was only
magnified during the time of economic and social calan@yr work, while offering
a number of new facts and new conclusions, is a beginninpia in-depth analysis
and understanding of the Great Leap Forward Famine.

Introduction

The Great Leap Forward Famine of China is the costi@sine ever in human history
in terms of human lives lost. Political blunders duridge tGreat Leap Forward
movement that collectivized hundreds of millions of Chendarmers resulted in
commonly cited 30 million premature deaths and another 8@milost or postponed
births between 1959 and 1961 (Ashton et al. 1984; Coale 1984; KanePEI881987;
Yang 1996). According to official statistics, crude death mabee than doubling from
10.8 per thousand in 1957 to 25.3 per thousand in 1960, and birthueat@egted from
the high of 34 per thousand in pre-famine 1957 to 18 per thousah@6il, nearly
halved, before rebounding to 43.4 in post-famine 1963. Thagwerumber of birth per
woman, measured by the total fertility rate (TFR), dropp&eh 6.41 in 1957 to 3.29 in
1961, before rebounding to 7.5 in 1964 (Coale and Chen 1987). TogEtneg
experienced its first net population decline in decadey avinatural growth rate of
-4.57 per thousand recorded for 1960. Such huge demographic lossesi@gs not
only wrought havoc and generated profound reverberatiorthdoChinese people and
society, felt up to this date, they also provide a ragmeodunity to understand how
human populations react and adapt to such calamities, andsdwial organizations
helped to protect some while punishing others.

Nearly half century after the famine and numerous studfegs impact on
people’s lives, many questions remain. Whereas the magrofuldeth mortality and
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fertility impacts of the famine have been examined araichented, there is still a wide
disagreement about the demographic impact of the famamangtance, the estimate of
premature deaths ranges from as low as 10-20 million thighs as 40-50 million.
Moreover, it is not clear in what sequence the famaiifiected people’s lives, and how
people responded to the famine. For instance, while thimdaisigenerally regarded as
lasted between 1959 and 1961 as the drastic fertility reductisribeen widely noticed
in these 3 years, we know little about the kinds of odpctive responses or
mechanisms through which fertility reduction took place.tlUag certainly not the
least, there has been little research on the kihdsmal entitlements by populations of
different social status and economic resources asrshowhe differential impacts of
the famine.

In this paper, we reexamine the demographic consequences Gréat Leap
Forward Famine, focusing on the mechanisms of reprodudewditly) loss. We have
two broad guestions in mind: through what mechanisms did repreell@ss occur or
how did the population cope, and how were population ofrifft social strata affected
differently by the famine? Answering the first questidiovas us to better understand
how human populations react to famines by resorting tordiffemechanisms at their
disposal, while answering the second helps us to gain aeagwn of the sociological
underpinnings of human societies in times of seriouggrisamely how power and
status in a society affected the chances of reprodudfopopulation occupying
different positions. In the following, we will first pvide some general background of
the famine, followed by three sections that examineréipeoductive responses to the
famine, which we cabequencingresponsesandsocial differentiation

To detect the various forms of reproductive responsdst&teat Leap Forward
Famine, we use data from two sources. The first aresttent Chinese censuses. Based
on population age structure data we are able to discemtbetmagnitude and the
timing of population loss, due to both elevated mortalitgd aeduced fertility. The
second data source is China’s National Survey of Fgréihd Contraception, known as
the Two-Per-Thousand Survey, conducted in 1988. The lamgdtityf survey ever for
any population, this survey employed a stratified, systematlustered, non-
proportional probability sampling design, with an aim tswee representativeness at
the national as well as the Chinese provincial levieé primary respondents were ever-
married women between ages 15 and 57 in 1988. The sampknsonearly half
million of ever-married women with 1.5 million pregnanci@he centerpiece of the
survey is the reproductive history of each woman interetew he pregnancy history is
integrated with contraceptive and birth histories. Sushraey design, with redundant
guestions in different sections and successive questions egingmcy, birth and
contraceptive use, help to reduce problems caused by fadimprgner recall bias,
which represents the most common and serious problersing retrospective surveys
to study reproductive loss. The survey also collected irdtdom on each household
member’s socioeconomic characteristics (e.g. educatioaypation, and household
registration status), which enable us to study socialfaistors of reproductive loss, be
it postponement of marriage, birth, or increased ingrang mortality. Information on
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reproductive history includes age at menarche and menopausg,fagemarriage, and
history of pregnancy and contraceptive use. For each pregnarasgr, time when
pregnancy ended, and pregnancy outcome were recorded. Toéemeubf each
pregnancy is coded into one of five mutually exclusive categpolive birth (male or
female), miscarriage (before the seventh month)lbisth, induced abortion, and
currently pregnant.

We need to note at the outset two data limitations thieh1988 survey for the
purpose of our study. First, as the survey was carriethdi@#88 and the oldest women
for whom pregnancy history was collected were 57 yeldraitothe time of the survey.
At the start of the famine, 1958, they were only 27 ye&ts\What this means is that
our data do not include women who were older than 27 atttre of the famine, and
therefore miss a large portion of women of reproductge &iven that marriage took
place early and childbearing also started relativalyyeat that time, however, we are
still able to examine reproductive impact of the famimeWfomen during the beginning
as well as the peak years of reproduction. What we sig®iimpact of the famine on
women'’s reproduction in relative advanced ages (30 and gbesggcially if famine
also terminated their reproduction prematurely. Forrdason, we focus in this study
mostly on the onset of reproduction. The second dat&tion that has implication for
our study is that the data only included survivors of tharfanThis limitation could be
consequential for our study, if those who died as a treslulthe famine had a
reproductive profile significantly different from thoséwavsurvived. Such a scenario is
possible, given that those who were affected the impshortality were also affected
most severely in reproduction. Our results in other wardg be an understatement of
the famine impact on reproduction. Given we know famiratafity concentrated
mostly on children and elderly, and given most of our woelow focuses on the
pattern not the magnitude of famine impact, however, Weuaethat the biases resulted
from this source of data limitation not to be serious.

Background: The Great Leap Forward

The Great Leap Forward Famine, as suggested by its nawes its roots clearly to the
enormous human blunders associated with the Great Leapafl movement in
China’s socialist history, under a highly centralized anch-a®mocratic political
system. Though commonly regarded as a famine that lastegdye 1959 and 1961
(e.g. Kane 1988), the Great Leap Forward, which led toulbgegsjuent famine, began as
early as the fall of 1957, at the Third Plenum of thehtigCentral Committee of the
Chinese Communist Party. Emboldened by the success obre@omecovery in the
early years of the People’s Republic and the impleatiomnt of the First Five-Year Plan
(1953-1957) that formalized China’s planned economic system, didosome of his
communist colleagues felt China was ready for an aatekbrgrowth and further
consolidation of political power. Shortly after theatiag, China’s supreme leader Mao
Zedong announced in Moscow, during his first and the only atsibad, that China
would overtake the Great Britain in steelmaking in 15 yeargoal to demonstrate the
superiority of the Chinese socialist system. Within @tstime period, Chinese peasants
were organized into the People’s Communes. By the ed®%f, 93.7% of all peasant
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households had been organized into full collectivized aguiallt producer’s
cooperatives, with an average size of 157 households, bynibavel, 1958, 99.1% of
peasant households had been “built” into 26,500 Peopleim@mes, with the average
size of over 5,000 households (Yang 1996, 23, 36). In the vaht&57-58, more than
100 million peasants were mobilized to build large-scaleemvabnservation projects.
Only a year after his ambitious announcement in Moscoag Btlvanced the timetable
for China to catch up with the Great Britain in steelpotitfrom 15 years to only one
year, and entertained the idea of catching up with the t)idtates in only 20 to 30
years.

Agricultural collectivization and forced industrializatiespecially steelmaking in
1958 resulted in enormous interruptions in the economyrapéaples’ lives, and laid
the foundation for the further and worse crisis. Staklng took farmers from the
countryside to the cities, and from the field to thmsickyards. Forced industrialization
resulted in a short urbanization boom, with urban popudaticreasing by 30 percent in
only three years, from 99.49 million in 1957 to 130.73 millionl®60 (Peng 1987,
655). Blind pursuit of output goals led to fake statistics\aasted labor and resources.
Of the steel produced in 1958, it was later realized over Rfepewas simply useless.
Reported grain output shot up meteorically following the easbf the planners, by as
much as over 100 percent in one year, from 185 millionionetns in 1957, to as high
as 500 million tons, before settling down to 375 millionstalt was not until after 1980,
following Mao’s death and the repudiation of the Greaap Forward movement, that
the official number for grain output in 1958 was adjustedrdeards to 200 million
tons (Ashton et al. 1984, 626).

Such false output statistics not only fueled enthusiasnevfen more unrealistic
goals, but also made the Chinese population ill prepared twisis that was soon to
worsen. Collectivization and over-reporting of productiguotas led to two
developments in rural China: over-procurement in 1958 and 19409 stjueezed
whatever grain left in the local (households and villagies)ds (Bernstein 1984; Zhou
2003) and made farmers more vulnerable in the subsequent gmghreating in
commune mess halls that led to great waste in fooduogpt®on. The share of grain
output that went to state procurement rose from 24.@epeme 1957 to 29.4 percent in
1958, 39.7 percent in 1959, and 35.6 percent in 1960, before dropping et in
1961 (Riskin 1987, 137). Share of the rural population eatirgpmmune mess hall
reached 72.6 percent by the end of 1959 (Yang 1996, 56), and thenstzaas high as
over 90 percent in several provinces that later expewetice worst demographic
consequences (Kung and Lin 2003). In eight provinces, thee slent up further
between December 1959 and February 1960 (Yang 1996, 72). By mid 1960, && perc
of peasants in Henan and 94 percent in Guizhou, twoedfdhdest hit provinces, were
still eating in communal mess halls (Peng 1987, 664). Qivaate put the waste due to
collective consumption at up to 8.75 percent of annual grajpubun 1958 (cited in
Peng 1987, 664).

In part attributing to the poor weather conditions bubondoubt also due to the
massive rural reorganization in 1958, poor harvest was repiortespring 1959, then
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for the whole year and two subsequent years. Grain butdi®59, according to official
Chinese statistics later released, dropped from 200 milliog in 1958 to 170 million
in 1959, further to 144 million in 1960 and 148 million tons in 1961greerising to
160 million tons in 1962 (cited in Ashton et al. 1984, 626). Bpit& daily food energy
intake dropped from the pre-famine 1957 level of 2,167 Kcal tdoteof 1,534.8 in
1960, 1650.5 in 1961, a level below famine laden countries su€had, Ethiopia,
Uganda, and Afghanistan in 1980 (Ashton et al. 1984, 623). Moregovaard hit areas,
grain output reduction was far worse than the natiamatage, reaching as severe as
more than 40 percent in one year (Peng 1987, 651). The blatamnan errors
contributing to the famine are further seen in Maolsnsing of opposition voice in
July 1959, with the firing of Defense Minister Peng Dehunathe leadership’s decision
to continue and in fact to increase grain export in itisé tivo years of the famine, and
in its refusal to receive any foreign food aid until 1961.

Sequencing in Demographic Responses

Famine affects a population through multiple ways. Finst the most often mentioned
is starvation or various degrees of malnutrition. Foodrtabe, depending on its
severity, could result in a variety of demographic consetpe from changes in diet
composition such as prolonged breastfeeding for infanthjcesl libido and lower
frequency of sexual intercourse among adults, delayednrétummenstruation, and
increased incidences of miscarriage and stillbirths (Bamgaand Cain 1982; Hugo
1984). Second, times of extreme economic difficultis® @enerate mental stress and
fear, which could lead to depressed sexual desire and ldvegrces of conception.
Elevated stress level can also contribute to increasesl bf miscarriages (Cai and
Wang 2005). Third, famines also dry up household savings quickimb@ed with
economic and social uncertainties, marriages aré ltkebe postponed. Fourth, to look
for more secured food supply and better economic opportyrpteeple are also more
likely to migrate away from areas that suffer moreoserifamines. Increased migration
leads to delayed marriages and to increased incidencpsudad separation, both could
have an impact on reproduction.

The effects of famine are clearly visible in China’pplation age structure. In
Figure 1, we present population cohort size observed in the d&8Ws by month of
birth (gray diamond points/line), along with a year-basedrage (black square
points/line), for those born between January 1955 and Jath@&5. The dating of the
Great Leap Forward Famine to 1959-1961 is largely based on éindbg®sed picture
that there were heavy population losses three yeaasraw. However, these monthly
surviving birth cohorts reveal a rather different pictusé the sequences and
consequences of the famine: there are two dips in populsize related to the Great
Leap Forward Famine. Prior to January of 1959, the averagehwirt size in China
swung around 1.5 million per month. The first dip came&lanuary 1959, when the
monthly cohort size dropped to only about 1 million, and kbwg lasted for about 8
months, till August 1959. Surviving birth cohort size betweept&nber 1959 and July
1960 then hovered around 1.25 million, lower than the prenaheivel of 1.5 million,
but higher than the level observed in the previous 8 momtiessecond dip started from
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August of 1960, and lasted for a whole year till September 1®@iting from October
1961, the population clearly was on a steady recovery.eyulary1962, the monthly
cohort size returned to the pre-famine level of 1.5iomll The recovery included the
full year of 1962 and followed by a historical peak in the 1963.
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Figure 1. Demographic impact of the great leap forward famine:
Monthly birth cohort size reported in the 1990 census.
Data Source1990 census, combined 2 percent micro sample.

The population age structure observed in the 1990 censusasult of the
combining forces of passive responses and active adaptmet with the calamity,
both short term and long term. It is especially puzziind interesting to understand the
two dips in Figure 1: what are the underlying forces duringfah@ene that display in
such a desynchronized fashion? Had there been two diffeeamtsvof famines or it is
mainly a result of different demographic responses? [Qespdic responses to famines
follow a sequence, with mortality being likely the mostediate one (Bongaarts and
Cain 1982). Famine-resulted starvation however does nopdqiulation of all ages
indiscriminately. Rather, children and elderly are mdkely to die than young adults.
Estimates by Ashton et al. (1984) suggest that during the €&hiBeeat Leap Forward
Famine, mortality especially male mortality for thogged 40 and above elevated
especially significantly. Following an immediate mattaresponse, fertility decline
begins. The impacts of famine on fertility also unfolbtigh multiple mechanisms, and
followed a sequence.

Infant and Child Mortality

Infant and child mortality increased sharply during the femyears. In Figure 2 we
show mortality rates for the first three yearsifef for reported live births by their birth
year. Such numbers, based on incomplete retrospectigagirey histories of women
alive in 1988, may well underestimate the true level of infad child mortality at the
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time, but the clear rise is unlikely to be due to probleassociated with either the
sample selection or recall biases. The highest limeghese figures are reconstructed
infant mortality rate. Two observations can be made abdant survival during the
famine years. First, births in 1958 and 1959 experienced aarédapronounced rise in
mortality, when compared with those born in 1957 and 1960. Wissuggests is that
infant mortality was the worst in 1959 and 1960 (roughly a j&&wing the births),
but by 1961, before the famine officially ended, infant survieslirned to a normal
(pre-famine) level. Such an independent source of infaottafity, based on
retrospective pregnancy history survey not the census, psosids#rong clue for the
first dip in surviving birth cohorts observed in Figure 1, nigrtteat the first dip was the
result of an immediate response to famine in the fofrmfant mortality. Second, for
early childhood survival, between ages 1 and 2, an incieasertality is observed for
birth cohorts of 1957 and 1958, suggesting famine impact in 1959 ad®6.
Similarly, for child survival between ages 2 and 3, an am@en mortality is observed
for birth cohorts 1956 and 1957, suggesting famine impacts in 195699%0. Similar
conclusions can be reached from a period perspectiveexaonple, the infant mortality
of 1959 is about 20% higher than that of 1958. The upward incireas@ant mortality
was more pronounced for female births (an increase of 24c8mien mortality) than it
was for males (a 16.9 percent rise).
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Figure 2. Infant and child mortality by birth cohort 1953-1964.
Data Source1988 Fertility Survey.

Marriage

Among reproductive responses to the famine, there weoedifferent forms and a
sequence. The first reproductive response is to postpomeagea Total first marriage
rate, which was on the decline in the early 1950s in Cam¢he result of a gradual
increase in the age at first marriage, dropped suddenly dstastially in 1959, from
the level of around 0.9 in 1958 to around 0.7 in 1959 (Figure 3).slididen drop in
total first marriage rate reflects the strong respoteséhe famine, in the form of
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postponed marriages of a large scale. By 1960, the tatinfi@rriage rate returned to
the level of 1958 but a full compensation was not seéh1@62, when a sharp rebound
in total first marriage rate pushed the level to close.20 The sharp drop in total first
marriage rate in 1959 and the sharp rebound in 1962 suggetteHatnine began to
affect marital behavior as early as in late 1958 aeddifurned to normalcy by the most
part in 1961, as marriages often require some lead timpé&ato In rural China, where
marriages concentrate in the months following thiehfatvest, a sharpest drop was seen
in 1959 not only of the total number of marriages but alsshap reduction in
marriages during those months, further confirming the paorelst and interruptions in
life in that year.
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Figure 3. Total first-marriage rate by sex, China 1953-1963.
Data Source1988 Fertility Survey.

Fertility

In contrast to infant mortality and marriage, bothatiich responded to the impact of
the famine immediately and concentrated in 1959, theifyplact of the famine on
reproduction unfolded in stages and with some time lag. Usengdmmon measure of
fertility, the total fertility rate, as the benchmatke decline began in 1959, with a drop
from 5.97 in 1958 to 4.23, but the bottom of the fertilityeffall was not seen until two
years later, in 1961. The total fertility rate dropped to 319060, and to 3.28 in 1961
(numbers from Coale and Chen 1987). As we shall showeifotlowing, such a slower
unfolding of fertility response to famine in comparisonr@ant and child mortality and
marriage was an outcome of multiple factors and mashes. A portion of the fertility
reduction was simply a corresponding change to sharglycesl first marriages, but
there were also more reproductive responses as a disedit of the famine.

Passive and Proactive Reproductive Responses

In addition to its indirect effect through marriagdamine affects reproduction through
a number of other mechanisms and at two stages. Thesfage a famine affects
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reproduction is conception. Sharply reduced food intake acctased mental stress
could lead to lower probability of conception. The mecharadfecting the probability
of conception could be passive, such as reduced libido or tarruption of the
menstrual cycle, or proactive, such as the deliberagghening of breastfeeding period,
which helps infant and child survival but delays the return efstrual cycle and
therefore reduces the likelihood of conception. Once@orad, a fetus may still face
multiple outcomes, and this is the second stage by vehfamine affects reproduction.
A fetus could end up as a live birth, or suffer from miscgeriar stillbirth, which are
passive outcomes. At the same time, a fetus could alsbhdrted voluntarily, which
constitutes a proactive behavior. In our previous w@dMang 1995; Cai and Wang
2005), we documented the rise in induced abortion and icamiage and stillbirths. In
the following we examine and provide evidence of other compenaf reproductive
responses.

The heavy footprints of the famine effect on reproductmm loe first seen in the
mean age of menarche (Figure 4). The mean age at menasabh was on its way to a
secular decline between women born in 1930 and 1935, whceoagaweached the age
of menarche in the late 1940s and early 1950s, changed courggtteriamine years.
For women born between 1940 and 1950, roughly ten birth cohmdan age at
menarche increased in comparison to those born belff@m.t The impact of the
famine was both immediate and prolonged. It was immediatthe peak of the mean
age is seen for those born around 1945, who reached themrome age around the
peak of the famine, 1959. It was also delayed or prolongeiti wass not until for the
birth cohort of 1953, who reached their menarche age enldate 1960s that the
downward trend became evident again. In other words, ngtweele women who
were about to reach their age at menarche affected bgrthee, so were those in their
pre-puberty ages. Nutritional deficiency associated wighféimine resulted in delayed
age at menarche for young girls who lived through therfaras well.
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Figure 4. Average age at menarche by birth cohort 1930-1960.
Data Source1988 Fertility Survey.
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In addition to postponement in marriage, reproductiathivimarriage was also
postponed. One indictor of this postponement is thgtheming of the interval between
marriage and first birth. Again, similar to the inteted trend of declining age at
menarche, the trend of shortening birth interval was adsersed. As shown in Figure
5, in which we provide mean length of first birth intdriaa four provincial units, first
birth intervals became longer as a result of the iemn both urban (Beijing and
Shanghai) and largely rural (Anhui and Sichuan) settihgBeijing and Shanghai,
prolonged first birth intervals are observed for maeiaghorts of 1958, 1959, and
1960. In Anhui, it was for marriage cohorts of 1957 to 1964, fan Sichuan, 1958 to
1960. In contrast to the urban settings, the mean lengthedirst birth interval was
not only longer in rural areas but also increased matieaably (an increase from 40 to
48 month). Most of this response can be attributed tsiymdorces caused by the
famine.
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Figure 5. Average length of first birth interval by year of

marriage in 4 provinces.
Data Source1988 Fertility Survey.

Beyond the first birth, both passive and proactive foreese at work to affect
reproductive outcomes. In Figure 6, we show evidence of footks. First, as shown
by the lower line on this figure, at the time of the faeyifecundity was reduced as
suggested by the increase in postpartum non-menstrual p&hadincrease is most
substantial following births in 1957 to 1959, corresponding top#r@d of 1959 to
1961 (assuming an average of 18 month breastfeeding period hgus & month
beyond the end of the breastfeeding period). Second, askloas) by the top line in
this figure, at least part of the suppressed fecundity domeildue to deliberate actions,
which is shown by the clear increase in breastfeedimpgeThe average period of
breastfeeding increased by about 10 percent. Increasesdfbeelng is likely a strategy
used by women to protect the survival chances of theirtgfént it also contributed to
the delayed return of fecundity.
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Figure 6. Average lengths of breastfeeding and
non-menstrual following a live birth.

Data Source1988 Fertility Survey.

Behavioral Adaptation and Social Entitlements

In any society, not all members suffer from an acuigscby the same extent, nor do
they all respond to a crisis with the same strate@éferences in economic, social, and
political power create different social entitlemerserf 1981). Individuals and families
with different entitlements could also resort to difietr strategies in times of economic
and social crisis. In the case of reproduction, soroppstd, some continued, while
others postponed. Why the differences? Who used wha&tgaa and why? From our
previous work we already learned that induced abortionusad more in cities and
miscarriage and stillbirths were at a higher occurrdagels in the countryside and
among women who had lower level of educational attaibmafith information for
individual as well as household socioeconomic charatiesj we examine in this
section the socially differential response to famBgecifically we examine the second
stage of famine related impact on reproduction within mgerianamely pregnancy
outcomes. Once a fetus is conceived, there are neulppksible outcomes, some
passive and others involving more active choices. We diffite pregnancy outcomes
in the following categories: live birth, still birth, nesrriage (spontaneous abortion),
and induced abortion.

The statistical model we use in this analysis is maiftial regression, in which
the likelihood of multiple pregnancy outcomes are @stad, as a function of the
pregnant woman'’s personal biological as well as sooilher contextual background.
Our data are limited in the sense that a woman’s scb@acteristics, such as her
educational attainment and occupation, were her chasiateriat the time of the
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survey, not at the time of the famine. So is heresial classification, whether living
in a city or in the countryside. Given that educatioiorpto the 1980s was almost
always completed prior to marriage and childbearing, andngihe low level of
residential mobility and the high degree of correlatimme’s occupational ranking in
life prior to the recent reforms, however, the liiga in our data should not cause
serious biases in our results. Our analytical modelpsessed as the following:

p
eJZOXijﬁjk exﬁ(k)
PrY, =k) ==
)S] jm z Xﬁ(m)
e
Prv =K) _ xsw0
PrY, =1)

Here Pr{i=k) is the probability of a pregnancy ending up imelibirth,
miscarriage, abortion, or stillbirt I;r((\\((, - l;)) =™ s the relative risk (probability)
reY, =

of a pregnancy ending up in miscarriage, abortwrstillbirth, as compared to being a
live birth. We control for biological characteristi such as mother’'s age, birth order,
and previous history of miscarriage, stillbirth aablortion. Year is used to compare
with the pre-famine benchmark of 1957, to deteet ¢ffect and timing of famine. In
Table 1 we present the results of our analyses.
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Table 1.Likelihood of pregnancy outcomes an infant death, Chimainia years.

Multinomial (N=123,069) Binomial (N=115,754)

Variable Miscarriage Abortion Stillbirth Infant Mortality
Year (Ref.=1957)

1958 122 % 115 106 1.31 *=*

1959 1.56 ** 153 * 103 1.32 *=*

1960 1.53 *=* 158 * 127* 1.06

1961 1.73 = 184 =* 106 0.96

1962 1.0 142* 0.85 0.74 ***
Mother's Age (Ref.=21-30)

agel620 1.36 ** 11 106 1.48 **=*

age3135 0.70 * 0.9 0.87 0.66 ***
Pregnancy Order (Ref.=1)

porder2 1.03 6.00 *** 0.75 *** 1.20 *=*

porder3 i1 1358 *=* 0.75 ** 1.31 *=*

porder4 1.31 = 26.10 *** 0.79* 1.69 **

porder5 1.74 *=* 36.27 =+ 0.75* 1.94 »=*

porder6 1.60 ** 54.54 0.95 2.60 ***
No of previous miscarriage (Ref.=No)

1 Miscarriage 3.73 0.69 * 101 0.78 ***

2 Miscarriage 5.29 * 0.3L* 0.55 0.78

3 Miscarriage 6.87 0.00 *** 0.55 054

4 Miscarriage 9.54 * 0.00 *** 0.00 *** 132

5 Miscarriage 54.80 ** 0.00 0.00 0.00 **=*
Stillbirth History (Yes vs. No) 0.91 475 *** 133 0.48
Abortion History (Yes vs. No) 1.69 *** 0.66 8.70 *** 0.86
Hukou (Ref.=City)

Town 105 0.53 =+ 136** 167 **

Rural 1.00 0.33 =+ 158 *** 2.09 **
Mother's Education (Ref.=llliterate)

Cdllege and higher 2.00 ¥ 8.84 *** 0.78 054

Senior high school 1.65* 6.50 *** 125 0.54 ==

Junior high school 126* 4,30 *** 0.96 0.73 ¥

Primary School 115* 2,12 =+ 0.95 0.84 **
Mother's Occupation (Ref.=Peasant)

Peasant-worker 117 2.89 ** 0.76 0.66 **

Worker i1 2.92 =+ 0.98 0.68 ***

Service/lcommerce 1.05 3.23 ** 0.47 ** 0.75

Cadre/professional 0.9% 3.59 *** 0.43 ** 0.67

Other 0.89* 2.25 =+ 0.80 ** 0.66 ***
Intercept 0.02 *** 0.00 *** 0.01 ** 0.06 ***

Note ***<.000; **<.01; *<.05

Miscarriage started to increase as early as in 1958.r@lloxg for a woman’s
biological and other characteristics, in 1958 the relatsleratio for a pregnancy to end
in miscarriage as opposed to live birth increased by néarjyercent. Elevated risks of
miscarriage remained high for four years, until 1961, whawas over 70 percent above
the level in 1957. Among the social background characterishicdier level of
education is shown to have a higher likelihood of niisage. This effect, we believe, is
most likely due to better recalls among women with higlesel of educational
attainment rather than their higher level of miscgejaas miscarriage is a passive
response to the famine crisis unlikely to be caused Isppal volition.
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In contrast to miscarriage, which is a passive respdndeced abortion is a
proactive strategy to regulate reproduction. As earip 4959, induced abortion began
to increase substantially. Compared with 1957, the h&ell of a pregnancy ended in
induced abortion rose by over 50 percent. Elevated leviedoted abortion continued
throughout the famine years. Such a proactive strategyepnoductive response,
however, was not available for all people in Chinahat time of the famine. Induced
abortion was legalized in the early 1950s and became ghadwalilable, first in the
cities as carrying out safe induced abortions required labdpitilities, which were
generally lacking in the Chinese countryside at that {(Mang 1995). As shown by
the results in Table 1, indeed in residential areasitls as towns and rural areas, the
likelihood of induced abortion was only half of that e tcities (the reference group).
Moreover, the fact that induced abortion was used dgti@e a means to control
reproduction can be seen in the linear relationship legtvedortion versus live birth
and pregnancy order: the likelihood of abortion increasastically among higher order
pregnancies. Here, unlike the pattern shown for misgarrieomen with higher level
of education were much more likely to resort to abartCompared with women whose
occupation was farmers and controlling for all othetdes; officials and professionals
were also the ones who had a much higher likelihoodasing an induced abortion
during the years included in this analysis, between 1957 and 1962.

Stillbirths, which occur near the end of the pregnapesiod, also increased in
association with the famine. But unlike miscarriages amticed abortions, which
started to increase as soon as the famine set in, ynooel year, 1960, was there an
elevated level of stillbirths, when the level increé$y 27 percent. Such a concentrated
elevation of stillbirth risk again suggests that theifee struck the population most
severely in 1959, as most stillbirths that occurred in 196@ \we2gnancies conceived
many months earlier, many in this case in 1959. In additialike miscarriage, which
is mostly passive, and abortion, which is proactive besdwt suggest clearly whether
it was a price to pay or a social entitlement to claoturrences of stillbirths reveal to
some extent the differential social entitlementtd&ed upon population of different
social strata. As shown by the results of our analyd®ese are some clear signs of
social entitlement associated with the risks of havingregnancy ending up in a
stillbirth. In comparison to cities, women lived in tosvand rural areas had an elevated
risk of stillbirth about 40 to 50 percent higher. Suchebavated stillbirth risk could be
due to the inferior prenatal care available to rural wonasm due to the lack of
adequate medical care facilities at the time of defivethich could make a difference
between a live birth and a stillbirth. In addition tostlasiategorical difference in the
likelihood of stillbirth between urban and rural residersyoman’s personal social
characteristics, as shown by occupational status,nadste a difference. Urban service
workers and white collar professionals had a much lavws&rof having stillbirths in
comparison to ordinary farmers and workers.

Patterns of infant mortality, shown in the last catuof Table 1, confirm both the
timing of the famine impact and the socially differetgtth famine impact. In
comparison to the level in 1957, infant mortality roseties years, in 1958 and 1959,
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before reaching the pre-famine level and followed by a meckimilarly, compared

with residents in cities, those in towns and rurabsrsuffered a much higher level of
infant mortality, and those with higher educationalaiathent and non-farming

occupations had substantially lower infant mortality le@ven the more educated and
non-farming individuals mostly also lived in cities, thadvantage in infant survival

during the famine years multiplied.

Conclusion

China’s Great Leap Forward Famine, while known to benthest in history in terms of
human lives lost, leaves many questions unanswered. $npdper, by examining
demographic especially reproductive responses to the faminarenable to reveal a
number of facts that hopefully can reshape our undetistg of the famine, of how
famines affects reproduction, and how the impact of fammghlights social

entitlements and social stratification.

First, contrary to the popular periodization that faenine was a three-year
ordeal, between 1959 and 1961, all demographic evidence repottesipaper point to
1959 as the single year that made the most differeris.ig the year when infant and
child mortality increased most pronouncedly, when the eega of marriage suddenly
dropped, when chances of conception declined, and whemrngges and abortions
increased. Whereas a number of demographic indicators, sutie aisk of stillbirth
and the overall fertility level, did not reach thaitl fextent following the famine until a
year (in the case of stillbirth) or two (in the eax overall fertility) later, these observed
maximum impacts of the famine are mostly delayed effetthe adversity in 1959.

Second and related, both the timing of the famine andeckldemographic
consequences further reinforce the view that the famias @aused mostly if not
entirely by political miscalculations and mistakes nbmenous historical proportions,
rather than only poor harvests in 1959 to 1961, as still peefday the official Chinese
framing that calls it a natural disaster of three yeand believed by many. Whereas
officially reported grain output and per capita food Eality remained low in both
1960 and 1961, demographic responses to the famine documented inpérisipav
that as early as in 1960, normalcy already began tonretAt the same time, signs of
stress such as increased miscarriages and infant deafls to be seen as early as in
1958, further pointing to the roles of misdirected policether than poor harvests in
affecting people’s lives.

Third, and as postulated in the famine literature and showime cases of other
famines, the Chinese population also responded to this ensrfamine following
stages and employing multiple means. Faced with the mag$amee, the first
demographic responses were increased infant and child nyori@lowed by increased
length of breastfeeding, later return of menstrual ecyaicreased miscarriages and
abortions, and increased incidences of stillbirths.ridge delays also led to further
fertility reduction, with a time lag of two to threeays in this case.
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Fourth and lastly, even under a socialist system attithe of the famine, the
famine affected population of different social statesady differently, highlighting the
importance of social entitlement, which was only magdifduring the time of
economic and social calamity. As a group, urban Chines@nly had more means to
deal with the famine, such as resorting to induced alortither than infant and child
deaths, they also suffered much less in terms of havipgegnancy ended up as a
stillbirth or to have a birth die in infancy. Moreovedividuals of higher occupational
status, such as professionals and officials, fared centligbetter than others.

Our work, while offering a number of new facts and newnalusions, is
nevertheless a beginning of more in-depth analysis andsiadding of the Chinese
Great Leap Forward Famine. Our next steps of work winwiolve better use of data
and to extend our understanding of the famine beyond thietehm consequences. The
annual patterns we present in this paper can and showddalpeined with the use of
monthly information that we have in our data sourcdsgeiGthe discrepancy between
calendar year and seasonality of agricultural productimg monthly rather than
yearly data allows us to further locating the timing dme unfolding of the famine and
its consequences. Similarly, while our current work f@sised on the short term
consequences of the famine, the effects of the fanaisiefar longer than the years
immediately following the famine itself. Without alsoxaenining the long term
consequences of this massive famine, our understandingntarbe incomplete and
partial.
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Political Turmoil, Economic Crises, and
Inter national Migration in DR Congo:
Evidence from Event-History Data (1975-2007)

Bruno Schoumaker, Sophie Vause, and José Mangalu

Abstr act

The aim of this study is to document the impact of polit&wal economic crises in
DR Congo on international migration using a recent longmaidisurvey on
international migration conducted in Kinshasa. The dat eadlected in Kinshasa
(DR Congo) in August-September 2007 as part of a researccipogjlled “Crisis
and international migration in DR Congo”. The survey wasdacted among a
representative sample of 945 households in Kinshasa, thalaafyi of DR Congo.
This paper is organized around three objectives. Thedbjective is to measure the
impact of economic and political crises on the risks @rmdtional migration, using
event history analyses. The second objective is to deafigparately the impact of
crises on migration to African countries and to devedopauntries (mainly Europe
and North America). Our results show notably that politmages have a strong
impact on migration to developed and developing countriesnmlar ways. The
third objective of this study is to evaluate if sudden econ@nd political changes
influence different people in different ways. We shibvat migration is less sensitive
to crises among the better educated than among the (e el

1. Background and Objectives

Since its independence in 1960, DR Congo has been hardlyy hiiconomic and
political crises. The deteriorating economic contexd the wars that have affected the
country over the last decades epitomize the tragic amplex situations faced by many
African countries. Over the last four decades (and edpesiace the 1980s), migration
flows from DR Congo to Europe (measured with immigratitatistics and asylum
claims) have also increased significantly (Migrationidgolnstitute 2007) and are
widely thought to be reflecting the deteriorating econoamd political situation in the
country! Large numbers of Congolese refugees in neighboring desintmore than
250,000 according to the UNHCR 2007) also illustrate the impgmbldical instability

in DR Congo on international migration.

Although these data suggest a link between deterioratingcpbitnd economic
conditions and international migration, the impactrges on international migration in
DR Congo has received very little attention in thiergtdic literature. One reason may
be that this impact seems obvious. Yet, research ir athetexts (mainly in Latin
America) has shown that the influence of political @ednomic crises on migration
may be complex, and that crises do not necessarilyasereternational migration.

! The topic is little discussed in the scientific lieme, but commonly debated on ‘forums’ or in the
press.
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Previous research also suggest that economic or pbditisas may influence migration
to different destinations in different ways (Masseyl &apoferro 2006; Jokisch and
Pribilsky 2002). Crises can also influence the compositfaie flows of migrants or,
said differently, can have different effects on difat categories of people (Massey and
Capoferro 2006; Jones 1989).

The lack of studies on this topic also reflects tlok laf appropriate data. Data on
migration flows to African countries are very limit¢dot to say inexistent). Data on
‘stocks’ of refugees (UNHCR 2007), and on the variatiorstacks of refugees (Moore
and Shellman 2004) provide useful information to analyzedfrein migrations.
However, they do not include ‘classicall’ migrants, anel affected by measurement
errors. Moreover no information on the charactesstof refugees is available. In
Western countries, existing data on Congolese migratainlyninclude data on flows
of Congolese immigrants and asylum seekers. While tate are also very useful,
they have several drawbacks to analyze the impactiggés on migration from DR
Congo (and from developing countries more generally).t,Fifse analyses are
conditioned by the availability of data in the destinattonntries, and such data are not
readily available in many countriésLack of data on undocumented migrants is another
limitation of the available aggregate data. In additiba,immigration dates recorded in
the statistics may not correspond to the dates of departuhe countries of origin, and
are not necessarily appropriate to analyze the relatpnbetween crises and
migration.® Finally, aggregate data on migration flows do not allovalyzing
differential migratory responses according to individuabkrabteristics, such as
education.

The aim of this study is to document the impact of paitand economic crises
in DR Congo on international migration, using a recemgitudinal survey on
international migration conducted in Kinshasa (MAFE-Cgnddese data, collected
from households in the origin areas, allow more defadnalyses than the aggregate
data presented above.

This paper is organized around three objectives:

(1) The first objectivas to measure the impact of economic and political srise
on the risks of international migration. Even thougk tmpacts of economic and
political changes are not easily disentangled in nimgnaanalysis (Morrison 1993), we
take into account both political and economic macro-lgaeklbles to distinguish their
effects on migration.

(2) The second objectives to test if political and economic crises have had
similar effects on migrations to African countries andVestern countries (Europe and
North America). Existing data make it difficult to estite if some destinations are
preferred in times of crisis. While aggregate data on gretion and asylum claims in
European countries suggest that European countries araulaalyi@ttractive in times

2 And when they are available, they are not necessarily comparatss aountries.

% For instance, some migrants (notably irregular migraras)take several months or years to reach
their ‘final destination’.
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of crises, such conclusions do not take into account thetat migration to other
destinations may also increase.

(3) The _third objectiveof this study is to evaluate if economic and political
changes influence different people in different waylare specifically, we test the
hypothesis that migration is less selective accordingdiacation in times of economic
and political troubles or, said differently, that thepant of crises is stronger on the less
educated than on the more educated people.

This study uses two complementary types of data: individatd on migration
collected from households in Kinshasa, and macro-levédblas to measure political
and economic conditions (see details in data sectim@ntEhistory models are used to
reconstruct migration trends, and to test the impactisés on migration.

2. The Poalitical and Economic Context in DR Congo

The Democratic Republic of Congo is one of the largeatntries in Sub-Saharan
Africa. It is the second largest Sub-Saharan Africaontry in term of area (after
Sudan), and with a population estimated at 59 millions in 200%ed Nations 2009,
DR Congo is also the third most populated country in Subf8ahAfrican (after
Nigeria and Ethiopia), and the largest country in franoophAfrica. DR Congo is also
currently one of the poorest countries in the World.cokding to the Human
Development Index (UNDP 2009), DR Congo ranked 177 out of 179 reesimt 2008,
and poverty is a mass phenomenon in DR Congo.

Since the country gained independence in 1960, Congo has egpdrerseries
of economic downturns and of episodes of political instgbiOverall, six broad
periods can be distinguished in the country’s political amonomic history. The period
from 1960 to 1965 (First republic) started with independence Belgium and ended
with the seizing of power by Joseph Mobutu (Stengers 1989;videy998; Bamba
2003). That period was a time of political instability, ihi@h several parties struggled
for power, most of which were constituted on regionakrdal grounds. From the
economic point of view, the period was characterized Byagnating economy, high
inflation, and a deterioration of external balanceefRans 1997; RDC and UNDP
2000). However, the repercussions of the economic troublethe population are
thought to have been limited at that time, notably bexanfastructure and social
systems were still operating (Ndaywel 1998).

The Mobutu regime started at the end of 1965, and opened gemvd in
Congo’s political and economic history. The Second Repubbkted from 1965 to
1997, and was characterized by a strongly centralized remchalictatorship. At first
the political situation was fairly stable, but it seisty deteriorated until the end of the
Mobutu regime in 1997. The country’s economy improved atbéginning of the
Second Republic, but it started deteriorating in the mid 1®B®sveen 1965 and 1974,
the average GDP growth rate was around 7% per year {Waisd997; RDC and
PNUD 2000). The high prices on the world copper marketnitrease of foreign direct

“ It doubled between 1985 and 2005, and increased fivefold since 1960.
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investments, and the growing internal market all contedbub the positive economic
performances (Peemans 1997; Nzisabira 1997). However, goversmending and

debts also increased during that period, notably to fund psageécubious profitability

(Peemans 1997; Nzisabira 1997; RDC and PNUD 2000).

From 1975 to 1982, the economic situation deteriorated. The @B#%3isis,
along with the collapse of the price of copper (1974) dratreer commodities, and bad
economic policy (notably the process of zairianisatibthe economy which started in
1973), ruined the benefits of the preceding period (Peemans Nagsgbira 1997).
Foreign investments decreased, public expenditures increaset,the country
accumulated a large foreign debt, in unfavourable cemdittRDC and PNUD 2000).
From 1975 to 1978, the GDP dropped by 3.5 percent annually. Thatl peas also
characterized by political turmoil. Opponents to the regsteted wars to try gain
control of the country, notably in 1977 (80 day war) and in 19T&l{& War). The
support of Western countries was decisive to control ¢hellions (Peemans 1997,
Ndaywel 1998).

The period from 1983 to 1989 started with economic refornt,wath a slight
increase of the GDP, along with the start of a strattadjustment program with the
World Bank and the IMF (Nzisabira 1997; RDC et PNUD 20001986, the country
broke off with Bretton Woods institutions, and the GDPwglorate plunged (Nzisabira
1997). Inflation increased (from 65% in 1986 to 75% in 1987), andehealuation of
the currency accelerated (Peemans 1997). At the end pétlual, the growth rate was
negative (-1.3 % in 1989). The end of this period coincided thélend of the cold war
and serious changes in the political situation in DRgoon

The period from 1990 to 1999 is one of the darkest periods my&® recent
political and economic history. The combined pressureenirtfernal opposition and of
the international community forced the President Mol{utuApril 1990) to announce
the democratization of the regime. However, the paeess lagging and remained
unfinished: in May 1997, a rebellion led by Laurent-Désiré kKalAFDL), seized
power (the first Congo War in 1996-1997) and ended the 32 yearstmftivis regime.
The second Congo War started in 1998, and formally end2d08. That decade was
also characterized by a rapid deterioration of the @man situation. The GDP growth
rate, which was already negative at the beginning opén®d, decreased from -6.6%
in 1990 to -14% in 1999. Congo’s economy was also struck by hyla¢ionf and the
country’s public debt also soared. During that period, thehasmg power of the
Congolese population declined drastically.

Since the year 2000, and especially since 2003, the econontext and living
conditions of the population have slightly improved. In 2G02, country experienced
positive GDP growth rates for the first time since 1% the growth rate was above
1% for the first time since 1986. The improvement in tkkenemic situation is
explained by the post-war reunification of the country, ttwe resumption of
international development aid, the control of publi@fices, and a massive injection of
foreign currency by the IMF in Congo’s economy as pathe Poverty Reduction and
Growth Facility (PRGF). However, the living conditions the Congolese population
remain extremely difficult.
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The political situation has also changed since the &&0. In early 2001,
Laurent-Désiré Kabila was assassinated and his son, Jdabpa, became President of
the DR Congo. In 2002, the second Congo War officially éndend a transition
government was installed in 2003 and formally ended the lw&006, elections were
organized and Joseph Kabila was elected President. Ddspigad of the war, Eastern
Congo has continued to be regularly prone to violenc2009, Laurent Nkunda (chief
of rebels in Northern Kivu) was arrested, heralding mprovement of the political
situation in Eastern Congo.

As shown by this summary, Congo’s history has been deasized by large
economic and political changes. It is also clear thatDR Congo as elsewhere,
economic and political troubles are closely intertwigdBokpari 1999; Smith 1992).
As a result, it may not be easy to disentangle #fécts on migration.

3. Congolese Migration over the Last Decades

Congolese migration is relatively little studied. In $é¥n countries, Congolese
migration has mainly been studied using immigration stegigtnd statistics on asylum
seekers. In African countries, data sources are eaney, and quantitative research on
Congolese migration to other African countries are natlilg available, apart from
some research on migration to South Africa (Steinber®)2@espite the lack of data
and studies, it is possible to draw a general picture nfGlese migration.

Congolese migrations within Africa are to a large extirgcted to neighbouring
countries. Angola and Congo Brazzaville are major desgimafor migrants originating
from Western Congo (where Kinshasa is located), whiéanldia is a common
destination among migrants living in the region of Luburhbare Katanga. Congolese
migrations to neighbouring countries also include movemehtsfugees, which have
been quite large since Congo’s independence. In 2007, accordirge toNHCR
(2007), more than 250 000 Congolese refugees were living in neighdpacountries,
most of them in Tanzania, Zambia, Rwanda and Uganda. 8iac990s, South Africa
has also become a major destination for Congoleseangyr(Steinberg 2005).
According to estimates in the early 2000s, more than 20 06Qdlkese were registered
as refugees in South Africa (Steinberg 2005), and many more hvarg without
refugee status.

Congolese migration to Western countries has alseased significantly over
the last 30 years, according to migration statisticsdlected European Countries.
Congolese migration to Europe started in the early 196@s; @bngo gained its
independence from Belgium. At that time, migration to PBerovas primarily a
migration of elites moving to Belgium for training (Kagaed Martiniello 2001). Over
the past 30 years, the profiles of migrants and theitindgé®ns have progressively
diversified. France has become an increasingly populdamdgsn among Congolese
and, more recently, the United Kingdom and Germany hanectdd a sizeable share of
the Congolese migrants in Europe. In the 1980s, economgiatioin gained momentum
and, since the 1990s, asylum-seekers have been the bullormfolese migrants.
Currently, the largest communities of Congolese migrani/estern countries live in
France (approximately 90 000 Congolese migrants in the 2@0)s, see Bazenguissa-
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Ganga 2005) and in Belgium (approximately 50,000 Congolese nggran2007,
Schoonvaere 2009). Other destinations such as Canada eardnited States have
become increasingly popular among Congolese migrants, éuutinber of Congolese
migrants living in these countries remains much lowen tha&urope.

Although data and research point to increasing numbersmgdl®se migrants in
African, European and North American countries, researcthe timing of migrations
is lacking. If one wants to link increasing migration witboeomic and political
troubles, time series on migration are needed. Incfricountries, statistics on
migration flows are lacking, and to our knowledge, no sthdg been done on
Congolese migration trends to African countries. In Barammigration statistics and
statistics on asylum seekers provide a more detailed @iofuvariations in Congolese
migration over the last decades. The available data sugggsmigration from DR
Congo to Europe was especially intense during the periodss® in DR Congo since
the early 1990s. For instance, statistics combining immmgraflows and asylum
seekers in Belgium (Figure 1) indicate that migratiois warticularly high in the early
1990s and at the end of the 1990s and early 2000s (Schoonvaere 2008eH data
on annual migration flows to Europe may be difficultimterpret for several reasons:
lack of data on undocumented migrants, time lag betweerrtdepdrom Africa and
arrival in Europe, lack of information on place of departofr migrants.
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Figure 1. Number of entries of Congolese immigrants and asylukesse
in Belgium (1975-2007).

Source Schoonvaere (2009)

4. Crisesand Migrations. A Brief Review of the Literature

The impact of macro economic and political conditionsmigration has, surprisingly,
received relatively little attention in developing couegr Migrations have often been
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studied through the lens of individual determinants, espgaith the neoclassical
paradigm. The role of the larger economic contexivimch migration takes place is
rarely take into account in empirical research on rhigman developing countries. Yet,
from a theoretical point of view, many authors recogrizg macro-economic and
political conditions are major driving factors in migratid-or instance, in the African
context, Adepoju (1994) mentions four types of macro caditithat can explain
migration dynamics: the deterioration of economic @nas, changes in demographic
population (which increase underemployment), political aiodity and cultural
practices (traditional practices tend to push young peopléedee the country).
According to him, economic factors and political inst&bire the two most important
factors to explain flows of migrants and refugees. N@edgss, no empirical results are
provided in his study.

Despite the lack of empirical research on the lindisvieen crises and migration,
especially in Sub-Saharan Africa, some studies have peeduced in a variety of
contexts in present-day populations. Migratory respotsaegars and political turmoil
(including movements of refugees and asylum-seekers) havedoeumented in places
like ex-Yugoslavia (Conti and Mamolo 2007), the Gulf Countijdddleton 1991,
Russell 1992), and Vietnam (Merli 1997). Moore and Shellman ad¢sal a global
sample of countries over 40 years to measure the ingbadgblence (wars, dissident
violence...) on forced migration, and concluded that “violdoghavior has a
substantiallylarger impact on forced migration than variables suchhagsype of
political institution or the average size of the ecoynb(@004, 723). All in all, political
turmoil generally has a positive impact on migratiohalgh — as we shall see later —
this general conclusion should be qualified.

Most of the empirical literature on the impact of m@mic crises on migration has
been done on Latin American countries. A recent papeMagsey and Capoferro
(2006) studied the impact of the deteriorating economic egbnbn international
migration in Peru in the 1980s and the 1990s. Using longitudatal of the LAMP
project (and event history models), they showed that stiagt of the structural
adjustment programme, along with the deteriorationngbleyment opportunities and
wages, coincided with an increase in international miynati They also showed a
diversification of the destinations of migrations (wifim increase of migration to
European countries), as well as a decrease in theiggjeof migration. Their work
indicates that, before the economic crisis, migratias more selective by level of
education. Their explanation is that, in a ‘reasondinhgtioning labor market’, people
are likely to move to maximize earnings, and will be peediy selected with respect to
education, as expected from the neoclassical thedrpécspective. On the other hand,
in periods of economic downturns, people tend to flee de&timg economic
conditions rather than seek to maximize earnings apmadl migration becomes less
selective. This situation is more in line with the nesenomics of labor migration.

Work was also done in Ecuador on this topic (Jokisch aiildRy 2002),
although the impacts of economic and political troublesnagration were not tested in
statistical models. The authors consider that new Ecizadmigrations are a response
to economic and political crises. Before the 1990s, Ecuadaoriarnational migrations
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were mainly directed to the United States. From the 1996sader experienced a
political and economic crisis, which coincided with stger immigration policies in the
US. The authors observe increasing migration flowsinmeg of crisis, a change in
destinations (more migrations to European countries likenSpaance, Italy), and a
diversification of migrants profiles in terms of gendgeminization) and socio-
economic status. Contrary to results found by MasseyCambferro in Peru, Jokisch
and Pribilsky (2002, 91) suggest that migration to the UniteStae mainly done by
“poor campesiiiogrom the countryside”, while “migration to Spain is a phe@enon
capturing the imagination of Ecuadorians of all classesshort, migration is also less
selective in times of crises, but in a different vilmm what is found in Peru.

Little research has looked simultaneously at the effeteconomic and political
troubles on migration. One of the early works on tbfEd was done by Stanley (1987),
who studied international migration from Salvador to thated States in the early
1980s, and tried to distinguish the impact of political andnesoc factors. Using
aggregate time series data on migration flows (US Immiggraand Naturalization
Service apprehension statistics) and indicators of ec@n@nd political troubles
(political violence), Stanley (1987, 147) concluded that “fé¢gyaditical violence is an
important and probably the dominant motivation of Salvad® who have migrated to
the U.S. since the beginning of 1979". In contrast, ecandactors were considered
less important, although the author underlines that enmnoonditions interact with
political turmoil in a number of ways, e.g. violence cdisrupt economic activities,
thereby eliminating jobs and reducing pay levels” (Stanley 1883). Also working on
migration from Salvador to the United States, Jones (1988rhed different
conclusions. According to him, bad economic conditiadsifluence migration to the
United States. In contrast, a spatial analysis oibnsgof origin of migrants to the
United States led him to conclude that “political violert@s most affected the
relatively poor Northern provinces, but a lack of moneg knowledge makes flight to
the United States out of the question” (Jones 1989, 194).

Research of relevance to our work has also been domgesnal migration. For
instance, Morrison (1993), and Morrison and May (1994) compareintbact of
economic factors and violence on internal migratiord eanclude that “even when
political violence is explicitly introduced, the coeféats on purely economic variables
continue to be strongly significant, and the elastioitynigration response with respect
to economic variables is significantly larger than st with respect to violence
variables” (Morrison 1993, 828).

All'in all, the existing research is scarce, and leaistd mixed conclusions. The
general idea is that deteriorating economic and poliecaiditions tend to increase
migration, although this should be qualified, notably becatseimpact can vary
according to the destination of migration and according he ¢haracteristics of
individuals (e.g. education and gender). Research on #teseeimportance of political
and economic crises has also provided mixed results.ly;itla¢ impact of economic
and political crises on African migration is almosttlyt absent from the literature.

In this paper, we treat the three following questions:
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Question #1: Do economic and political troubles increase migration? Our hypothesis
is that, as economic conditions deteriorate, peodleneive to neighboring countries or
more distant countries to secure a job or better wadyesalso expect migration to
increase in times of political troubles. People may tteaeighboring countries during
wars, although it might not be the most frequent typma¥es from Kinshasa. Another
reason why people moved during periods of political troubleyg Ine due to the regime
change, especially among people who used to be cloke Mdbutu regime.

Question #2: Do the impacts of economic and political troubles on migration vary by
destination? As discussed in the literature review, economic andigallitrises may
have different impacts depending on the destination. \Weatxthat the impact of
deteriorating economic conditions will be larger ongration to Africa than on
migration to Europe. Our hypothesis is that, as the aogndeteriorates, financial
resources to move to distant countries are less reahijable. In contrast, people may
be tempted to move to close countries with better enan@rospects (e.g. South
Africa). Although the impact of political crises on migoa may also vary depending
on the destination, the direction of the effect is olotious. For instance, in Salvador,
Jones (1989) found that political violence did not increas&national migration from
Salvador to the United States, but rather increasednaitenigration, while Stanley
(1987) concludes the opposite.

Question #3: Is migration more or less selective according to education in times of
crises? According to Massey and Capoferro (2006), migration is desective in times
of economic crises. Their argument can be summaraedollows: in periods of
economic downturns (and probably in periods of politicatability), people tend to
flee deteriorating economic conditions rather thamtximize earnings abroad. As a
result, the selectivity should be lower in periods mdis than in periods of economic
stability. In contrast, Jones’ work on migration frdalvador to the United States
(Jones 1989) has pointed out that the poorest people arableoto migrate to the
United States to flee violence in periods of politicées. Migration may thus be more
selective with respect to education in times of crises.

5. Data

This study relies on unique retrospective data collectedinshasa (DR Congo) in

August-September 2007 as part of a research project c&lesis’ and international

migration in DR Congo”. This project is a collaborathesearch project between the
University of Kinshasa (DR Congo) and the University oftiain (Belgium), and is

part of an international research program on ‘Migrati@tween Africa and Europe’

(MAFE?).

® The survey used in this research was funded by the FFgmernment through the FSP program
coordinated by the CEPED. The design of the survey and afustionnaires was done in close
collaboration with INED in France and IPDSR in Sene@lak MAFE program is now funded by
the European Union, and involves three African countries (DRgo, Senegal, and Ghana) and six
European countries (France, Belgium, Italy, Spain, The Netherladddrited Kingdom).
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The survey was conducted among a representative sam@48 dfouseholds in
Kinshasa, the capital city of DR Cong&elected retrospective data were collected in
the household survey, and full life histories were alsitected from 992 adults in these
households (males and females, return migrants and noantspyaged between 20 and
60. Only data from the household questionnaire are usedipdper.

In all the households, questions were asked to identifshalpeople who had
lived in the household at some point in time and who ha gbroad for at least three
months, whether they were still living abroad or hadrretd to DR Congo. In addition,
brothers and sisters of the household head and of higbases who had lived out of
DR Congo were also identified through this questionnairea Datthe migrations of
these individuals (year of departure, destination couryegr of return if the person
returned, etc.) were collected. In addition, socio-dgnapehic characteristics (age,
gender, education, marital status and date of marriages pfdurth) were recorded for
all the current members of the households as welbrathé migrants. The availability
of data for both migrants and non-migrants, as well &% ola the timing of migration
enables us to use event history models. In this researcise data on current members
of household and past members of households (data orfsatind sisters are not used,
unless they were part of the household at some poimh&).t

Macro-level data are used in this research to measianeges in economic and
political conditions. Two types of data are used. Econotoinditionsare measured
with the GDP growth rate. The GDP data were obtainech the World Development
Indicators online data base (World Bank 2009). Political itimm$ are captured using
an index of political troubles. The index is computed ushey “Internal Wars and
Failures of Governance, 1955-2007” data set prepared by the &dfistability Task
Force (PITF) at the School of Public Policy (GeorgesdtaUniversity). The dataset
includes four types of political instability events for #ie years since 1955. These
events include “ethnic wars, revolutionary wars, gethexiand politicides, and adverse
regime changes. Each annual record for each event inchimlee measures of
magnitude and a composite magnitude score” (PITF 20@) index of political
troubles uses all four types of events, and is comp@edvweeighted average of the four
composite magnitude scores, using principal components andlfxe first component,
which explains 68% of the variance, is used as the inflpglitical troubles. The value
of this indicator is shown on Figure 2. In the event histooglels, the average of these
indicators for the two preceding years (standardized)ised (see footnote 13).

These indicators suffer from some limitations. Faaragle, the GDP growth rate
is affected by measurement errors. Also, the GDP duesnecessarily measure
precisely the deterioration of the living conditionstled population. However, it is one

® The sampling frame of the 2007 Demographic and Health $was used to select randomly 29
primary sampling units (neighbourhoods) in Kinshasa. Foeetstiwere selected randomly in each
neighbourhood, and 8 households were selected in each stregall0943 households were

successfully interviewed.

" The data sets are available online at http://globalpolicy.gmfpieithitfpset.htm.
8 http:/globalpolicy.gmu.edu/pitf/pitfpset.htm, consulted oryNa, 2009.
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of the few indicators for which time series are &alde, and which reasonably describes
economic conditions in the country. The index of pwdititroubles also has some
limitations. One of them is that all the conflicts #éaken into account in the indicator
even if they do not directly affect Kinshasa. Another pté limitation is that the
guantitative indicator is computed using ordinal data. Howewe believe this
indicator provides a more detailed picture of the intgnsf political troubles in the
country than simple dichotomous indicators.

6. Methods

Event history models are used to reconstruct migratiodsrand to evaluate the impact
of political and economic crises on migration since 1&8Tong people aged 15. Event
history models are particularly well-suited to study tmpact of sudden economic,
political and environmental changes on migration (Henriipp8maker and Beauchemin
2004), as time-varying variables at micro and macro levats e included in the

models.

Piecewise exponential models are used (Allison 1995; Bldssteal. 2007).
These models rely on the organization of the dataasilea person-period file. Each line
in the data file represents a period of time during whichetk@anatory variables
(including age and year) are constant. The dependantblar{dummy variable)
indicates if the event (international migration) tak#ace during the time interval
corresponding to the line in the data file. The ratena@fration is supposed constant
within each time interval. Age (in single years) andrgeare included in the models as
time varying variables, so that in practice migraticresaare allowed to vary each year
and at each age. The model is estimated with Poissoesetgn (Allison 1995;
Blossfeld et al. 2007), and an offset is included in the mddedsntrol for the varying
lengths of the periods (exposufre).

The population at risk of experiencing a migration includésthe people
currently living in the households, and people who livedh# household in the past
and who have migrated to another country for at leasbr®dhm (whether they were still
living abroad at the time of the survey or had returneBRoCongo). In this way, the
risk set includes non-migrants, return migrants, as agelinigrants still living abroad.
Individuals are included in the data set from age 15 amd frear 1975. For people
older than 15 when entering the data set (1975), this pomds to a situation of late
entry (left truncation) (Allison 1995; Guo 1993). The anigly®eriod starts in 1975 for
two reasons. First, because of the retrospective natuhe anigration data, sampling
errors increase as one goes back in time, as theos$itke sample gets smaller.
Moreover, as explained in section 2, the economic anticablsituation was fairly
stable until the mid 1970s. The analyses are also restrioctmigration after age 15, as
we are interested in autonomous migration.

® Complex sample design (stratification, multi-stage samgpliveighting) is taken into account in
the analyses. Standard errors of coefficients areectedl for the clustering of observations in the
same neighborhoods.
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The reconstruction of migration trends done using the piecewise exponential
model with no explanatory variables, except age and yehnear function of age and
logarithm of age is included in the model, and time periggsrg) are taken into
account in the models in two separate ways. Firss, indluded as a series of dummy
variables (non parametric approach), in order to measum@aavariations in migration
risks. Secondly, linear splines are fitted to identifgaiing points in migration trends.
The number and location of the knots (breaking points)eatimated using a stepwise
forward method of selection (Marsh and Cormier 208Besults are presented in
Section 7.1.2.

Piecewise exponential models are also used to tesibeci of political and
economic troubles on migration rates. Three seriesnoflels are estimated, that
correspond to the 3 research questions.

The first seriesof models are fitted to measure the impact of politead
economic troubles on migration rates (Question #1). Woertdicators of political and
economic troubles are first included separately in toelets, and are then included
jointly. Individual variables (age, marital status, ediocg are controlled in the models,
as well as a variable measuring the migration trend.

The second seriesf models is similar to the first series, but distirsieis
migration by broad destination (Europe and North AmericaAftsca). These models
are fitted to test the impact of economic and politit@ubles on migration by
destination (Question #2). Separate analyses rely odingcthe dependant variable to
take into account the migration of interest. For exampl one is interested in
migrations to Europe and North America, the dependanahlariis equal to 1 if a
person migrates to Europe or North America, and zerowiet"

Finally, the_third serieef models explores the interactions between econan
political troubles and education. More specifically, thgjeotive is to identify if
migration is less or more selective with respectdiocation in times of crisis (Question
#3). Said differently, these models aim at testing $esiimpact different people in
different ways. Models with interactions are estmdatseparately for migration to
Western countries, African countries and all countries.

7. Results

We first present descriptive results, and next turn t® évent history models
corresponding to the three research questions.

7.1 Influence of Political and Economic Crises on Migration: Descriptive Analyses
7.1.1 Political and economic crises: 1975-2007

The two indices presented in section 5 are used to meelsanges in economic and

1% 5pline variables are included in the model using stepreig@ssion. The p-value for a variable to
enter the model is set to 0.09 (Wald test), and the p-¥aiube variable to remain in the model is
set to 0.10.

™ Migration to the other region is considered as censored.
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political conditions since 1975 in DR Congo (Figure 2). Thikystrate the very
changing political and economic conditions in DR Congo miesd in section 2. As
shown by the GDP growth rate, economic conditiongesfadeteriorating seriously at
the end of the 1980s and remained very poor until the ear@s20e situation was at
its worst in the early 1990s, when the GDP was decreadiagrate close to 10% per
year. Since 2002, the country’'s economic situation hasowegr significantly but the
situation remains fragile.
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GDP grow th . +— 2.0
R o + 15
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GDP growth (%0)
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Figure 2. Indices of economic conditions (GDP growth) and malittroubles,
DR Congo, 1975-2007.

The index of political troubles summarizes the politicstory of DR Congo
since the mid-1970s. The first hump corresponds to the 8vdapnd the Shaba war
in 1977 and 1978. The 1980s were fairly stable from a politicalt padiview. The
situation started deteriorating in the early 1990s wiehrdgime crisis. The start of the
war in 1996 and the regime change in 1997 (replacementesidént Mobutu by
President L. Kabila) correspond to periods of increasingigadlitroubles. Between
1996 and 2002, corresponding to the periods of wars, the valire andex remains
very high. The war officially ended in 2002, and the pdlitisituation improved
significantly from 2003.

7.1.2 Reconstruction of migration trends: 1975-2007

Figure 3 shows annual migration rdfesnd linear splines fitted to the annual migration
rates. The overall trend is clearly an upward trenelréhtes of first migration at age 25

12 The values of migration rates are computed at age 25 fayrétphical presentation. Since the
model relies on the assumption of the proportionality of effetindependent variables, the relative
annual variations in migration rates do not depend on gkevariable. As a result, the trend in
migration rates for other ages is the same as the trend for age 25.
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were less than 1% until the mid-1980s, they went as hig#¥gsand decreased to less
than 2% in 2007. Four knots, which correspond to breaking pwmintise migration
trends, were located with the spline regressions: 1983, 1991, 48862001. Rates
started to increase significantly around 1983; in the d®29@s, the trend stabilized. Of
particular significance is the large increase in migmatisks after 1996 (starting in
1997, the end of the Mobutu Regime), and the significantedser after 2001, when
economic and political conditions improved.
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Figure 3. Rates of first international migration, Kinshasa (D&1go), 1975-2007.

7.1.3 Comparisons of political and economic conditions and migration trends

The comparison of the indices of economic and politicaubles® and migration rates
(Figure 4a and Figure 4b) indicates overall a good consigieetween migration trends
and trends in economic and political conditions. Thesisb@ncy is particularly striking

for the index of political troubles: the large increasenternational migration rates at
the end of the 1990s corresponds with the intense politigsis. The correlation

between migration rates and changing economic condii®ness striking; however,
this figure shows that since the mid-1990s, periods of deaging economic conditions
(grey curve going up) correspond to increasing migrationsratdile periods of

economic improvement are accompanied by decreasing migrate&s)

3 The indices were computed as averages over the two prgogghrs. This is based on the idea
that migrant respond with a time lag to deteriorating economigalitctal conditions. This time lag
was chosen because it seems a reasonable time needaliz®the situation is deteriorating, and to

organize the migration. Several lags were tested, aisdaftproach turned out to be the most
statistically significant.
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Figure 4. Comparison of migration rates and (a) index of politicaubles and (b) GDP
growth rate, DR Congo, 1975-2007.
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7.2 Influence of Political and Economic Criseson Migration: Event history models

Although graphical analyses provide strong hints of a posig@tionship between
political and economic troubles and migration, they doaflotv testing the statistical
significance of these relationships, nor do theyvalisolating the effects of economic
and political conditions, or testing the differentiahpact of crises on different
categories of people.

In the next section, event history models are used dasure the effect of
political and economic conditions on internationalgration from Kinshasa. The
models also include individual variables in the migratiordels, and are used to test
interactions between crises and individual characiesist

7.2.1 Question #1: Do economic and political troubles increase migration?

Models 1 to 3 measure the effects of economic and @iblitioubles on migration. All
the models include age, education, gender and marital ststusdividual control
variables (age not shown). Year is also included asn&ra variable, to capture the
trend in migration, regardless of the variations intmall and economic conditions. In
the first model, the index of political troubles is inclddes the only macro variable.

GDP growth rate is included alone in the second model.tAiké model includes both
variables together.

First, individual-level variables show expected resulisles are significantly
more likely to migrate than females. People who havemieeen married are also twice
as likely to migrate for the first time at each agenasried people. Finally, education is
strongly correlated to migration. People with secopndar higher education are more
than twice as likely to migrate as their less educatediteoparts. The variable ‘year’,
which measures the trend in migration rates, is posibwenot significant in two of the
three models.
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Table 1. Event-history models of first international migratidinshasa (DR Congo),
1975-2007 (results expressed as rate ratios).

Variables Categories M odels
1 2 3
Educatin No / primary 1.0C 1.0C 1.0C
Secondary 2.16%** 2.24%x* 2.23%%*
Higher education 2,33 2.50%* 2.48***
Gende Males 1.0C 1.0C 1.0C
Females 0.77* 0.78** 0.77*
Marital statu Ever marrie: 1.0C 1.0C 1.0C
Never married 2.10%* 2.06*** 2.10%*
Year (linear trend 1.C2 (ns 1.05%** 1.C2 (ns
GDP growth (e 0.89%** 0.7 (ns
Political troubles (k 1.27 *** 1.25%**
Sample siz 448t 448t 448t
Notes

a) Average GDP growth rate over the two previous years ést@indd variable)
b) Average index of political troubles over the two previous yetandardized variable)
Significance: *: p<0.10; **: p<0.05; ***; p<0.01; (ns) : not significant.

The first two models show that, when included separatelyjthe models,
economic and political troubles both significantly inseahe risk of international
migration, controlling for individual factors (Table 1). tme first model, an increase of
one standard deviation in the index of political troublesssociated with an increase of
migration rates of 27%. The second model shows thatathatcrease of one standard
deviation of the GDP growth rate is associated withcaedese in migration rate of 11%.
When both indicators are included in the same modeld@V®), the impact of
economic conditions is almost completely offset amahat significant. The impact of
politic troubles, on the other hand, is very strong angels significant. This result
suggests that migration is much more responsive to @oltticubles than to economic
troubles.

7.2.2 Question #2: Do the impacts of economic and political troubles on nograti
vary by destination?

Separate analyses by destination show several impaeaunls (Table 2). First, as
expected, education is a major determinant of migraddaurope and North America,
but much less so for African migration. Rates of firggration to Europe and North
America are more than ten times higher among people kigher education than
among less educated people. Migrations to Africa are, oottiex hand, more likely
among people with secondary education. Interestingly,eyaad strong determinant of
migration, but with opposite effects for migration to iédm and to Western countries.
Migration rates to Europe and North America are moi@n tB0% higher among
females, while migrations to Africa are more frequemtoag males. For both
destinations, single persons are, as expected, sigtificaare likely to migrate.
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Table 2. Event-history models of first international migratiday destination of
migration, Kinshasa (DR Congo), 1975-2007 (results expresseateastios).

Variables Categories Destination
Africa Europe & N.A
Education No / primary 1.00 1.00
Secondary 1.69** 4.98***
Higher education 1.28 (ns) 11.62%**
Gender Males 1.00 1.00
Females 0.57*** 1.58*+*
Marital status Ever married 1.00 1.00
Never married 1.77%+* 2.4 %+
Year (linear trend) 1.07*** 0.97*
GDP growth (a) 0.89*** 1.03 (ns)
Political troubles (b) 1.13* 1.40%**
Sample size 4485 4485
Note«

a) Average GDP growth rate over the two previous years ést@indd variable)
b) Average index of political troubles over the two previous yedasdardized variable)
Significance: *: p<0.10; **: p<0.05; ***; p<0.01; (ns) : not significant.

Macro-level variables also show different effects bytidadon. Migrations to
Europe and North America seem completely independent &oonomic conditions,
and vary only according to changes in political condgicAn increase of one standard
deviation is associated with a 41% increase of migratide to Western countries.
Interestingly, the overall trend measured by the vagidgydar is negative: in other
words, after controlling for political troubles in DR Condbere is a slight decrease of
migration rates to Europe and North America. It suggdsts improving political
conditions in origin countries is a major lever talslizing migration flows to Europe
and North America.

Migrations to Africa, on the other hand, depend on botma&mic and political
conditions. Bothe indices have similar (and expecté@cts on migration (the GDP
growth rate is more significant): an increase of etandard deviation in political or
economic troubles corresponds to an increase in theofategration of a little more
than 10%. The model also shows that there is a resghsfive trend in migration
rates, after controlling for political and economiubles. Said differently, migration to
Africa has been increasing, regardless of political @es@mic troubles.

7.2.3 Question #3: Is migration less selective according to educatiomastof crises?

Previous models have shown that political and econonse< influence migration.
Economic and political troubles both influence migratiorAfrica, while migration to
Europe and North America is influenced only by political cbods in the departure
country. These models have also shown that migratiompepsities depend on
individual characteristics. As explained earlier, crisey influence different categories
of people in different ways. For instance, as showMhgsey and Capoferro (2006) in
Peru, migration tends to be less selective accordingluoation in times of economic
crises. The third hypothesis we test in this sectiohas the impacts of economic and
political conditions on migration depend on the leveldifaation of individuals.
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Table 3 shows the results of three models that inclue@ntieractions between
education and the two macro-level variables (for allidasons, Africa, Europe &
North America). The interactions between educatioth pwlitical conditions show a
clear pattern, consistent across destinations: det@ngrpolitical conditions have a
significantly stronger impact on people with no educatioprimary education than on
their more educated counterparts. On the contrary, esoremnditions do not interact
with education. In other words, the impact of deteringaior improving economic
conditions does not vary significantly by level of edira

As shown in the first model (all destinations), theeredtio for the impact of
political troubles on the less educated is equal to 1.83namase of one standard
deviation in the index of political troubles is assambivith an 83% increase in the rate
of first migration. In contrast, political troubleseanot associated with a significant
increase in migration among people with higher educatme fatio equal to 1.17, not

significant). A similar (but less pronounced) resulfoisnd for migration to Africa. On
the other hand, the interaction between education antcabtiroubles is very strong
and highly significant for migration to Western countriés periods of political
troubles, rates of first migration increase more thmadfold among the less educated,
while they change more slightly among the more educaagel i@tion equal to 1.30).

Table 3. Event-history models of first international migratioy destination, including
interactions between education and economic and pébliioables, Kinshasa (DR

Congo), 1975-2007 (rate ratios).

Destination
Variables Categories All destinations  Africa Europe & N.A.
Education No / primary 1.00 1.00 1.00
Secondary 2.82%** 2.07** 9.36***
Higher education 3.2 1.59** 23.47%**
Gender Males 1.00 1.00 1.00
Females 0.78* 0.57*** 1.57%*
Marital status Ever married 1.00 1.00 1.00
Never married 2.05%* 1.79%+* 2.45%+*
Year (linear trend) 1.02* 1.07*** 0.97%**
Interactions
GDP growth (a) No /primary 1.09 (ns) 0.99 (ns) 1.05 (ns)
Education Secondary 0.93 (ns) 0.85 (ns) 1.05 (ns)
Higher education 1.03 (ns) 1.00 (ns) 1.00 (ns)
Political troubles (b) * No /primary 1.83*** 1.46 ** 3.51%**
Education Secondary 1.24 (ns) 1.12 (ns) 1.47 (ns)
Higher education 1.17 (ns) 1.00 (ns) 1.30 (ns)
Sample size 4485 4485 4485
Note¢

a) Average GDP growth over the two previous years (stardgrdariable)

b) Average index of political troubles over the two previous yedasdardized variable)

Significance: *; p<0.10; **: p<0.05; ***: p<0.01; (ns): not significant.

Another way of interpreting this interaction is to loatkthe impact of education
in period of political crises vs. periods of relative pedil stability. As shown on Figure
5, rates of migration are much higher in periods of Begerpolitical crises
(corresponding to the average plus two standard deviatiotisee dndicators) than in
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periods of political stability. This figure also clearlyosvs that the impact of crises is
stronger among the less educated than among the moreezti(roa@asured by the ratio
of the black bar to the grey bar). In other words, mignai® much less selective
according to education in periods of political troubles tiarperiods of political
stability. However, as is also clear from this figutes more educated are much more
likely to migrate than their less educated counterpartsh ew periods of political
troubles.

45

40 4| O Average level

B Intense crises (+ 2 std dev)

35

Rate ratios

No education/ Secondary education Higher education
primary

Figure 5. Impact of economic and political troubles on migratiomtestern countries,
by level of education.

8. Discussion and Conclusion

Using recent retrospective data and event history modeds,have shown that
international migration from DR Congo since the mid-197@sleen clearly influenced
by political troubles and, to a lesser extent, by ecooarnses. Periods of political
instability and wars have contributed to significantly leiglrisks of migration,
especially to Europe and North America, but also to Affldae graphical analyses and
the robust results of event history models show clebdy international migration and
political crises are closely related in DR Congo. Expected impact of political crises
is in line with results in other parts of the worldddMe and Shellman 2004; Stanley
1987), and suggests that improving political conditions in demarountries
contributes to stabilizing migration flows. The recenwslown of migration from DR
Congo (since 2002) illustrates this influence of the impreamnof the political
conditions in DR Congo on migration.

Economic troubles have also increased migration, birt eéffect is less clear-cut
than the impact of political troubles. Results suggest thihen controlling for political
conditions in the models, deteriorating economic daom only increase migrations to
Africa. In contrast, migrations to Europe seem largehafiected by economic
conditions, and have varied essentially with the malitsituation in DR Congo. One
possible explanation is that, in periods of crisesatlalability of resources to migrate
to distant places may not be available. Although dedomesiove may increase, the
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financial resources may be lacking. This result sho@dgbalified however. First,
economic troubles and political troubles are not indepedniiem each other. Models
including only economic indicators show that economaulties increase migration
when all destinations are considered together (the iceelf is also positive for
migration to Western countries, but not significant).obher words, migrations do
increase in periods of economic crises, but the asgoctisetween economic conditions
and migration is very much reduced when political conditiarestaken into account.
Secondly, the simple indicator of economic troubles twas used (GDP growth) may
also partly explain that the impact of economic cbods is not significant. More
refined indicators might lead to stronger restittsHowever, at this stage, it seems
reasonable to say that political conditions clearlyehawstrong impact on migrations,
while the effects of economic conditions are lessctgsive.

Models including interactions between individual educatém political and
economic troubles have also shown that educated and @teduseople respond in
different ways to crises (Figure 4). A consistent teagloss all the models is that
political crises have a significantly stronger impact migration among the less
educated than among the more educated, and the impact isstraaiper on migration
to Europe and North America than on migration to Afri€ais means that, in times of
political crises, migration to Western countries is mless selective by education than
in periods of relative stability. A similar result wésund by Massey and Capoferro
(2006) in Peru, although their work dealt with economicsisri This might be
interpreted, as in Massey and Capoferro’s study in Peru 2806he result of different
migration strategies prevailing in periods political tresbtcompared to more stable
periods. Another reason, specific to the Congolese xpnsethat bilateral cooperation
seriously slowed down in periods of political troubles. @sesult, a decrease in the
number of scholarships granted to Congolese students mayéden offsetting effect
among the better educated on the increasing desire totenigrgeriod of political
troubles.

Further work is needed on several issues. The mechahismhkich political and
economic crises influence migrations have not beert dedd in detail in this paper.
The analysis of in-depth interviews conducted with Congomeggants will provide
further insight into the motivations of migrations times of crisis. Retrospective
guantitative data collected in Kinshasa among non migraaisalso help understand
the way crises influence migration. These data includernmdtion on migration
attempts, which can be compared to data on effectiveatogr (sued in this paper).
Such data make it possible, for instance, to estimaergasing migrations in times of
crises reflect increasing desires to migrate (higher mmgraattempts), or a higher
“success rate” of migration attempts (i.e. higher prdibgbthat an attempt is
transformed into an effective migration). Using moeéined indicators, especially of
economic troubles, may also lead to a better undersimdithe links between crises
and migration.

14 Preliminary tests with another indicator, measuring ghaim GDP growth, rather than GDP
growth, indicate that when growth rates are going down migrat@ease.
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Deter minants of Reconstruction After
Major Earthquakesin Taiwan

Ts'ui-jung Liu

Abstr act

Taiwan is located on the Circum-Pacific seismic zoneraarthquakes occurred
frequently. Some of these earthquakes can be disastfousinstance, the 1935
Hsinchu-Taichung Earthquake, which measured 7.1 on the Risbéde, caused
3,279 deaths and 61,682 houses damaged; the 1999 Chichi (Jiji)ua&ghd.3 on
the Richet scale) caused 2,505 deaths and 103,961 houses damagsmlieiMo
strong earthquakes have also triggered dangerous landslidesh viurther
aggravated victims’ misery and complicated relief o This study attempts to
make a comparison of the above-mentioned two earthquakes byigatiagt
measures of reconstruction undertaken by both the governntenbagovernmental
groups. Using general population trends of Taiwan as a lmaokdyr the focus of this
study will be on the resettlement of people in strickexasyrwith special emphasis
given to villages endangered by landslides triggered by earthxjaskieoccasional
heavy rains.

1. Major Earthquake Disastersin Taiwan

Taiwan is located on the Circum-Pacific seismic zanee of the three main seismic
zones around the world. Before seismographic records waeadable, abundant
historical records made it possible for seismologistsi@atify major earthquakes that
occurred in Taiwan (Tsai Yi-ben 1978; Hsu Ming-tung 1983). Duti®g4-1896, nine
earthquakes measuring above 7 on the Richter scale vdenatified: Taipei
(1694/4/24-5/23), Chiayi-Tainan (1736/1/30), Chiayi (1792/8/9), Chiayi-Changhua
(1815/10/13), Yilan (1816/9/21-10/20), Yilan (1833/12/13-30), Changhua (1848/12/3),
Taipei-Keelung (1867/12/18), and Taiwan (1882/12/9-16). Based on seswhagr
records during 1898-1997, ten disastrous earthquakes have beéfredi@st listed in
Table 1 (Cheng Shih-nan et al. 1999).

Of these ten major earthquakes, the 1935 Hsinchu-Taichurtpgbake, also
known as the Tunzijiao Earthquake or the Guandaoshanddakd, was the most
disastrous with 3,279 persons killed, 11,971 injured and 61,685 housegeath The
stricken areas in Hsinchu Prefecture were located inysodaoyuan County, Hsinchu
City, Hsinchu County, and Miaoli County; those in Tainf Prefecture were in today’s
Taichung City, Taichung County, Changhua City and Chaadglounty.
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Table 1. Ten disastrous earthquakes that struck Taiwan during 1898-1997.

Name of Time Scale | Focus | Persos | Persons | Houses
Earthquake (Mp) | (Km) Dead | Injured | Damaged*
Touliu 1904/11/06 04:25 6.1 7.0 145 157 3790
Meishan 1906/03/17 06:43 7.1 6.0 1,258 2,385 22,01
Nantou 1916/08/28 15:27| 6.8 45.0 16 159 5,512
Sequence | 1916/11/15 06:31] 6.2 3.0 1 20 1,078

1917/01/05 00:55 6.2| Very

1917/01/07 02:08 5.5| shdlow 53 127 3085
Hsinchu- 1935/04/21 06:02 71 50 3,279 11,971 | 61,685
Taichung Aftershocks ' ' 44 430 8,538
Chungpu 1941/12/17 03:19 7.1 12.0 361 729 78,783
Hsinhua 1946/12/05 06:47 6.1 5.0 74 474 1,971
Hua-Tung 1951/10/22 05:34| 7.3 4.0
Longitudinal | 1951/10/22 11:29] 7.1 1.0
Valley 1951/10/22 13:43 7.1 | 18.0 68 856 2,382
Sequence 195171125 02:47]  6.1] 16.0

1951/11/25 02:50 7.3 36.0 17 326 1,616
Hengchun 1959/08/15 16:57¢ 7.1 20.0 17 68 3,720
Paiho 1964/01/18 20:04 6.3 18.0 106 650 39,671
Hualien 1986/11/15 05:20 6.8 15.0 15 62 267

Note * Including entirely and partially destroyed as well as majorrammbr damage.

The earthquake disaster records of the Taiwan Goveraener@l Office reveal
that the most seriously stricken places were in t@ddjaoli County and Taichung

County; the former had 36.9% of all casualties and 49.8B6wdes damaged, while the

latter had 61.6% and 39.5% respectively (TGO 1936, 20-58). Té® ohtlisaster were
calculated according to the population and households atMsgoh Section of Village

(oaza, hereafter MSV) under each Distrigu). Among the seven Districts, Fengyuan

(in today’s Taichung County) ranked on the top in teahsll casualties with 3.93%

and Dahu (in today's Miaoli County) ranked on the topgerms of houses damaged

with 61.17% (TGO 1936, 83-100) (See Map 1).
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The 1935 Earthquake
Disaster Rates

Map 1. The 1935 Earthquake disaster rates.
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There were 22 MSV suffering more than 5% of the people dsadinjured.
These MSV made up 7% (22/314) of the total. Fengyuan Didtadt 11 MSV, with
Xinzhuangzi (25%), Tunzijiao (16%), Jiushe (16%), and HA®4) ranked on the top.
Zhunan District had 5 and Miaoli District had 6 MSV; amgahem Shiweigiang (19%)
and Laojilong (15%) ranked on the top (See Map 2).

Major Section of Village with the rate of (ﬁ
the people dead and injured more than 5% Hf\

h
in the 1935 Earthquake @~ @i o)

Epicenter

Longjing 14

' Rate

Map 2. MSV with more than 5% of the people dead and injured in 1935.
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There were 157 MSV (50% of the total) that experienced rtwaa 25% of
houses damaged, with 19 of them having rates that reached Cd@P&se 19 MSV, 8
were in Zhunan, 5 in Miaoli, 4 in Zhudong (in today’s HemcCounty), and 1 each in
Fengyuan and Dajia (in today’s Taichung County) (See Bjap
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Map 3. MSV with more than 50% of the houses damaged in 1935.

Among the most seriously stricken MSVs, Xinzhuangzi rankedhe top with
25% of the people dead and injured and 100% of houses damaged, uvtziiga®d, the
village closest to the epicenter, had 16% and 76% respgcti@wever, in terms of
sheer number, Tunzijiao recorded 641 casualties and 555 hdasssged, while
Xinzhuangzi recorded 280 and 150 respectively.

The 1935 Earthquake did not cause any disasters in today®WN&ounty,
which belonged to Taichung Prefecture at that time. Wewdour earthquakes struck
this area in 1916 and 1917, particularly two very shallow qadtkes occurred on 5 and
7 January 1917 in Puli had caused notable damage as showneiriTabl
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Another earthquake measuring 7.3 on the Richter scaleredcoear the small
town Chichi (Jiji) in Nantou County at 1:47 AM local tinom 21 September 1999. It
was known as the Chichi Earthquake or the 921 Earthquake.wHsisa shallow
earthquake with the depth of focus measuring 8 kilometersotéh, it caused 2,505
persons to be dead or missing, 758 seriously injured, 50,644 hoesgsyed, and
53,317 partially damaged. The stricken area covered 31 towniship counties and 3
cities; of these, Nantou County and Taichung County weost seriously stricken
(EYCR 2006, 4). In terms of people dead and injured, Nantawnt@s figures were
36.97% and 34.69%, and Taichung County’'s 47.87% and 52.87% of thanatains
of houses destroyed and damaged, Nantou County counted fo%bdn2653.81%, and
Taichung County 36.21% and 34.53% of the total (calculated ubggstatistics in
Hsieh Chih-cheng 2000, 2-5).

Based on Hsieh's figures and the 1998-99 average populatioroasdhold data
taken from statistical yearbooks, estimated disastsrin Nantou County show that
there were 0.17% of people dead, 0.05% seriously injured, 19.4hé&usés destroyed,
and 20.02% damaged. The 13 townships in the county all recosedats, with those
ranking on the top including: Zhongliao, with 0.99% of peogdad, 0.12% injured,
52.94% of houses destroyed and 29.65% damaged; Guoxing had 0.46%, 0.05%, 28.76
and 28.11% respectively; Jiji had 0.34%, 0.15%, 50.26% and 23.35%tneslyeand
Puli, where the largest numbers of calamities occutiad 0.24%, 0.06%, 25.61% and
27.04% respectively. As for Yuchi, in terms of people deadijnded, it had 0.08%
and 0.06 % respectively, but in terms of houses destroyedamaged, it had 47.38%
and 29.45% ranking just below Zhongliao.

In Taichung County, there were 0.08% of the peo@d dad 0.03% injured, with
4.93% of houses destroyed and 4.89% damaged. Of the 21 subrdivisioly 9
recorded notable disasters; those ranking on the top imclfslegang, which had
1.12% of fatalities, 0.28% injuries, 45.95% of houses destroye@®999% damaged;
Dongshi had 0.61%, 0.17%, 31.96% and 33.84% respectively; and Xinsi@e4384,
0.14%, 21.97% and 16.23% respectively. It is notable that these townships were
under Dongshi District in 1935, and reported 0.3% of casaadtiel 19.5% of houses
damaged in that earthquake (TGO 1936, 96-7) (See Map 4).

177



Map 4. Thedisaster rates in Taichung and Nantou counties in 1999.

In addition to dwellings and office buildings, 870 schoolffesed damage,
including 488 elementary, 168 junior high, 129 senior high and woedti4 special
schools, and 81 colleges and universities. The loss trfogled public works, such as
electricity and communication facilities, railroadeads, bridges, dikes, water supply
and irrigation systems, could not be easily estimatedergkaftershocks measuring
over 6 on the Richter scale accelerated the collapseoantain slopes and triggered
dangerous landslides, which added the misery of disastensi(HRCT 2000, 303-96,
517-766; Hsieh Chih-cheng 2000,1, 208; EYCR 2006, 4-5).

2. General Demographic Trendsin Taiwan

Did the earthquake disaster induce any demographic respon$asvan? In order to
address this issue, general trends related to birth, deatigea old age, and migration
are reviewed below based on available statistics (NOTET, TCG).
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Figure 1 illustrates population growth trends in Taiwanemms of crude birth

rates (CBR) and crude death rates (CDR).

During 1906-1960, the CBR in Taiwan was usually around or above 40#.

once reached a peak of 49.9%o. in 1951. After the peak, the CBBdsta decline, but it
became lower than 20%. only in 1984 and lower than 10%. in 20020rAthdé CDR,
there were drastic fluctuations before 1920, but it declin@a 83%o in 1906 to 19.2%o
in 1930, then increased to slightly above 20%. in 1934-1935, and from 108G ds
became lower than 20%.. In the post World War 1l period,GDR declined below 10%o
in 1952 and below 5%. in 1970, but it rose again slightly above 5%9&8 and above
6%o0 in 2005. In terms of natural growth rate, despite ocnatidfluctuations, the
difference between CBR and CDR held steady at above @@#%qd976 and declined to
below 10%. from 1994 onwards.

Comparing the CBR and CDR of Nantou County and Taichungi@avith those

of Taiwan during 1966-2007, it is notable that the CBR of Namias lower than that
of Taiwan during 1966-1978 and then became higher until 2005, whil€Blfie of
Taichung was always higher than that of Taiwan. Inresh the CDR of Nantou was
always higher than that of Taiwan, while that of Taieg was more or less the same of
Taiwan until 1987 and then became lower. It is also netdidt the CDR reached a
peak in 1999, with Nantou’s rate (8.7%o) sticking out abowese¢hof Taiwan and
Taichung (both 5.7%).
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Figure 1. The CBR and CDR of Taiwan’s population, 1906-2007
with comparisons to Nantou and Taichung counties, 1966-2007.
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In respect to marriage, Figures 2 and 3 illustrate thes @teurrently married,
unmarried, widowed, and divorced people aged 15 and over. Figurew? $hat the
currently married rate in Taiwan increased from 57.3%9in6 and peaked at 59.3% in
1989 before declining to 53.2% in 2007. In Taichung it was slighdher than in
Taiwan, reached a peak of 60.9% in 1989 before declining to 58.2207. In Nantou
it became higher than in Taiwan in 1983, reached a peak @%06ih 1990 before
declining to 54.2% in 2007. As for the unmarried rate, during 1976-200éclined
from around 37% to 34% in Taiwan; it was slightly lowerTaichung until 1997, and
then became slightly higher; in Nantou it became lothan in Taiwan in 1980, and
became much lower after 1989 at around 31%.

Figure 3 indicates that during 1976-2007 the widowed rate wasrhigh&ntou
than in Taiwan and Taichung. In Nantou the rate ineedsom 5.2% to 7.7%, in
Taiwan from 4.5% to 5.8%, and in Taichung from 4.8% to 5.B%ofor the divorced
rate, it increased constantly during 1976-2007, with a slighgfiger rate in Taiwan than
in Nantou and Taichung. The rate in Taiwan increasech 10.9% to 6.4%, in Nantou
from 0.8% to 5.9%, and in Taichung from 0.6% to 5.3%.
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—&— CM-Taiwan —5— CM-Nantou —— WD-Taiwan —8— WD-Nantou
—2&— CM-Taichung —®— UM-Taiwan —&— WD-Taichung —8— DV-Taiwan
—— UM-Nantou —— UM-Taichung —— DV-Nantou = —— DV-Taichung

Figure 2. Rates of currently married Figure 3. Rates of widowed and
and unmarried (15 years old and over). divorced (15 yedusnol over).

Figure 4 illustrates the old age rate (65 years and ovengu#76-2007. The
rate in Nantou was the highest, increasing from 4.1%310%, as opposed to from
3.6% to 10.2% in Taiwan and from 3.7% to 8.5% in Taichung.bBEimehmark of 7%
was reached in 1990 in Nantou, 1993 in Taiwan, and 1999 in Tajchu
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Figure 4. Old age rates in Taiwan, Nantou, and Taichung, 1976-2007.

Figures 5 and 6 illustrate the in-migration and out-migratiates in Nantou
County and Taichung County during 1994-2007, and both reveal aidgdliend.

It is notable that in Nantou County the out-migratioteravas consistently
higher that the in-migration rate, but the former@ased in 1999-2000 and the latter
decreased during 2000-2001. In Taichung County the in-migratienwas higher
before 1999 but in contrast the out-migration rate bedagiresr during 2000-2005.
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Figure5. In- and out-migration

Figure6. In- and out-migration

rates in Nantou county, 1994-2007. rates in Taichung county, 1994-2007.

In sum, the demographic trends discussed above revealthkat1935
Earthquake had an impact on the crude death rate. The 9htjlzke had two forms
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of impacts: (1) The crude death rate in 1999 reached a peadkujaaly in Nantou
County and (2) In Nantou County, the out-migration ratedased during 1999-2000
and the in-migration rate decreased during 2000-2001; in TaicRwmoty, the
out-migration rate was higher than the in-migratice @during 2000-2005, in contrast
to the previous trend. As for the consistent higher ratewidowed, old age, and
out-migration in Nantou County during 1976-2007, they were apharetated more
closely to long-term social, economic, and geographicitiond of the County.

It is notable that th&@aiwan Daily Newseported: several hundred people had
emigrated by mid July 1935 from the earthquake affected avesettte in Hualien,
Yuli, and Fenglin on the East Coast (1935/7/21). An ingsvvat Tunzijiao 60 years
after the 1935 Earthquake revealed that in order to provigefaa little children, it
was not unusual for those who lost their spouses to rerf@nen Mei-yi 2000).

3. Disaster M anagement after the 1935 and 1999 Earthquakes

Disaster management requires several phases of worlef, rekhabilitation,
reconstruction and mitigation, with high levels of logarticipation proving most
effective (Ozerdem and Jacoby 2006,11-2). In below, theuressdopted after the
1935 and 1999 earthquakes will be presented in parallel as a ofemmsparison.

3.1 Government Responses

In 1935, after the earthquake occurred at 6:02 AM on April 2ieeting was called
at the Taiwan Governor-General Office at 3 PM to dedwoler principles of
emergency rescue: (1) The Branch Office of Red CréesHealth Department of
Police Affairs Bureau, and all official hospitals shlbalispatch emergency rescue
groups; (2) Local authorities should assume responsilolithandling donations and
rescue materials; (3) A Rescue Fund should be set uprapesecture for emergency
rescue, and the money provided by the national treasunjydshe used expediently;
and (4) The Director of the Domestic Affairs Bureauwdtlovisit the stricken area
within 3 days to decide tax reductions for victims, andDimector of the Culture and
Education Bureau should visit the stricken area on belfiglie Governor-General.
The very next day, the Earthquake Rescue Office wagpsehder the Social Division
of Culture and Education Bureau to handle donations, kese dontact with local
authorities, decide rescue measures, and regulate sudplescioe resources such as
food, medicine, and construction materials (TGO 1936, 188-96193

In 1999, after the earthquake occurred at 1:47 AM on 21 ®Bbépte the
Executive Yuan set up a Center for Managing the Majothgaake at 2:30AM and
announced 9 points of emergency management. At the samaethe Army was
mobilized for emergency rescue. At 4:30 PM, a meeting atBkecutive Yuan
decided 15 points of emergency rescue. On September 23, a foerid@ecting the
Rescue was set up at Zhongxing Xincun in Nantou CountyS€ptember 25, the
President announced 12 points of emergency order for carmuigrescue,
rehabilitation, and reconstruction. On September 27Edeeutive Yuan Committee
for Reconstruction was established. On October 13R#@®nstruction Fund was set
up for handling donations. On 3 February 2000, the ProvisioegulRtions for

182



Reconstruction after the 921 Earthquake were formally amsau@s bylaws for
reconstruction. After the new government was inauguratddwing the 2000
election, the Executive Yuan Committee for Reconstouctvas reorganized and set
up at Zhongxing Xincun on 1 June 2000. Local centers for disasteagement were
also set up in Taichung County and Nantou County (Wu-ikan 2004, 3-14, 49;
EYCR 2006, 5, 22-32, 46-7).

3.2 Emergency Rescue and Medical Care

In 1935, personnel mobilized immediately for emergencyuesacluded police
officers, police doctors, public health staffs, public dogtlocal officials and staffs,
youth corps, able-bodied corps, fire brigades, resenasts,social service groups.
Each group took up different tasks. In addition, during April 21& Army
dispatched officers, while military hospitals in Tajp&ainan, and Keelung sent
military doctors to the most seriously stricken villagash as Tunzijiao, Xinzhuangzi,
Gongguan, Dahu and Houli. During April 21-26, public hospitalsaipdi, Keelung,
Yilan, Hsinchu, Taichung, Chiayi, Tainan, and Kaohsiuhg,Branch Hospital of Red
Cross and Patriotic Women’s Society, and the Rehamlitaiospital also sent rescue
groups to stricken areas; some of these groups stayed @aytill& or June 29. Local
official doctors and private doctors from many places algjanized rescue groups
and stationed at different localities. From April 21Jtme 30, a total of 90,901 injured
persons and 4,746 other patients received medical treatF@nthildren needing
special care, five temporary nurseries were set up atlivideipu, Shengang, Wuqi,
and Shigang during the emergency rescue period (TGO 1936, 221-34,323+40),

In addition, several measures were taken to ensure p@alithhn the stricken
areas: (1) Supplying drinking water quickly at places whererveafgply systems or
wells were damaged; (2) Keeping residential quarters ol8afRemoving solid waste,
as well as cleaning up waste water and sewage; (4) Cleaniregegp dnd urine; (5)
Spreading disinfectant; (6) Eradicating mosquito, flas] other harmful insects; (7)
Paying special attention to toilets and drainages at shielted (8) Rigorously
looking after the health conditions of people in stntleeas. In order to prevent
outbreaks of infectious diseases, special attention gmsn to stop epidemic
meningitis from prevailing again. Attention was also gitetyphoid fever and other
infectious diseases of the digestive organs. Localialffdoctors and private doctors
were asked to report promptly any occurrence of infectimesade, and to investigate
it carefully. Moreover, special attention was given prevent malaria. Although
epidemic meningitis did not occur, there were 55 casegptibid fever in Hsinchu
Prefecture (22 in Zhudong, 5 in Zhunan, 27 in Miaoli, and Dahu) and 9 cases in
Taichung Prefecture (1 in Dongshi and 8 in Fengyuan).elas also one case of
dysentery in Dahu District. The number of people iE@dcwith malaria doubled in
Hsinchu, although there was no increase in Taichung&ret (TGO 1936, 307-9).

Once all efforts were being devoted to emergency care wkthjpeople, from
the fifth day after the earthquake a medical group led dygYZhao-jia, a leader of
local self-governing movement, started to do healthmaxations for people and to
provide free medicine. Still, diseases made people nbiseia some places. The
principal of a school recalled that malaria prevailedSeptember-November, with
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70% of residents at a village in Zhunan being infected. Aadieacher at Neipu said
that 10-15% of pupils were absent due to typhoid feveramaaland influenza. It is
also notable that by mid-May more than 10 cases of mdigaider were found at
Neipu and Shengang (Sen and Wu 1996, 114, 143, 152, 156-7).

In 1999, more than 400 medical personnel from 50 institutiome webilized
and sent to the stricken areas, while all seriously injpexdons were delivered to
major hospitals nearby within 12 hours after the earthquékehin 40 hours, a
medical station had been set up at each township. Ih@ddion-governmental and
religious groups recruited more than 20,000 volunteers ingusiv days to assist
rescue operation. There were also 40 emergency rescue gitug$7 personnel, as
well as 99 dogs and equipment dispatched from 19 countriethandnited Nations
(EYCR 2006, 51, 56, 127).

In order to prevent outbreaks of epidemics, the CeritgrPisease Control
formed a guiding group on 22 September, while monitoring growgs &et up at
each township on 28 September. By the end of NovembdReatai Township,
Nantou County, it was found that cases of bacillaryediexy did not increase
significantly compared to levels in previous years. Exéapthis, no other infectious
diseases were found. To ensure a healthy environment, disinfewas spread
immediately and corpses taken care of. Solid wastequakly removed and more
than 3,000 mobile toilets were set up at various places.pFaecting high-risk
groups, a vaccination station was set up on October Ileoemed 65 and over
received the influenza vaccine, while cooks at shelteceived the hepatitis-A
vaccine. There were also 6,000 doses of tetanus vacdivered to major hospitals.
From September 22, psychological consulting services weveided at medical
stations, funeral parlors, and shelters; a special 24tb@phone line was also set up.
Some medical schools sent psychiatrists to do survaysnwne month after the
earthquake, and found that those suffered from symptoms stitraomatic stress
disorder constituted 50-70% of 308 at Yuchi Township and 35.7% of t1Xihshe
Township. It is also notable that by 19 February 2000, in Ne@Gmunty 32 persons
had committed suicide (EYCR 2006, 56-61; Huang Hsiu-cheng 2005, 439; Chen
Yi-shen 2000, xii).

3.3 Condolences

In 1935, the Emperor of Japan bestowed ¥50,000 each for libeedfprefectures for
condolences. In principle, ¥10 was given for each deatfgr¥éach serious injury, ¥1
for each light injury, ¥1.2 for each destroyed house, anad#&dch damaged house.
The Emperor’s donations were used mainly for memoriedraenies, medical care,
and construction materials. Moreover, Japanese impatiates and noble families
donated ¥1,500 for each of the two prefectures and the BmpérManchukuo
bestowed ¥10,430 for each as well; these bestowals wedefarsthe relief of poor
people (TGO 1936, 291-6, 301, 318-22).

In 1999, the government provided NT$1 million for each fataMy$0.2
million for each serious injury and each destroyed harsgt NT$0.1 million for each
damaged house. Altogether, NT$18,116.7 million were used fae tipeirposes
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(EYCR 2006, 79). If the wholesale price of brown riceaken to gauge material
value, in 1935 ¥1 could buy 2.8 kg, while in 1999 NT$1 could buy 0.04 kg (Liu
Ts'ui-jung 2001, 148; Council of Agriculture 2000, 132).

3.4 Relief and Rehabilitation

In 1935, local officials from the Division of Generalféfs and the Division of Police
Affairs supervised and carried out the relief work wita #ssistance of various local
groups such as the heads of neighborhood systieaks)( reservists, youth corps,
able-bodied corps, and social-welfare groups (TGO 1936, 184).

In Hsinchu Prefecture, rationed goods included food, clodmas$,construction
materials. During the first five days, cooked rice wasvioler to all victims whose
houses had been heavily damaged, but afterwards only tpotirepeople. Water
supply systems were restored in three days afteregsirs. Rationed foods like rice,
soy sauce, pickled radish, salt fish, and salt, weveiged on the first two days to all
victims, but from the third day on only to the poor until M@ywhen rescue money
was distributed. Later, the Taiwan Governor-Generffit® allocated donations for
distribution to the poorest. For shelter, there werguidlic buildings not destroyed
by the earthquake, 105 newly built emergency shelters, af® Juts. Town and
village authorities also proceeded to build 1,033 dwellings lwims of ¥103,300
provided by the national treasury. Moreover, 358 dwellingsheroor were built at
17 locations with donations of ¥50,000 allocated by the Tai@awernor-General
Office and ¥3,750 by the Prefecture Office (TGO 1936, 185-6, 309-1a1Y10

In Taichung Prefecture, a sum of ¥183,522 was allocatedtierRescue Fund
for distributing rationed foods and construction matsridhe water supply problem
was solved on April 25 after rush repairs. As Taichung ®as nearby and resources
were relatively abundant in the prefecture, relietkwyas carried out smoothly and
quickly. Cooked rice was provided on April 21-22 at places nedngdn most cases
rationed food was provided until early May. It is notabilat ta survey was conducted
by members of social-welfare committegariien iir) at many places to identify those
really needing relief. As a result, from May 4 to JuneaBipned goods were given
only to 1,057 poor households with 4,837 persons. During that penme, detailed
surveys were done in order to decide how to distribute msneythe Rescue Fund.
As the weather was turning warmer, heavy clothes weren@eded but shelters and
huts were quickly constructed at safe places for ratatimh; a survey in late April
reported that 7,350 units were built at various districtse Vittims were also
encouraged to rebuild their own houses; those who paidhHass¥300 in household
tax had priority for receiving loans. Shortages of buildngterials like zinc plates
were quickly made up through a report to the Taiwan Govedemeral Office, and
supplies were hastily shipped from Japan. In total, tovethvédlage authorities built
1,949 dwelling houses with loans of ¥194,900 provided by the naticgedury.
Moreover, there were 333 dwellings for the poor built édations with donations
allocated by the Taiwan Governor-General Office (TT336, 186-8, 310-12, 411).

In 1999, materials such as food, bottled waterheftblankets, and tents were
sent immediately by various non-governmental and relgyigroups for the relief
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effort. While supplies were rather abundant, regrettgieblems of uneven
distribution, inappropriate hoarding, and wastefulness oed{EYCR 2006, 64).

For rehabilitation, a policy of three alternativesswadopted for victims to
choose from: (1) To apply to live in temporary assembladgé® for a certain period
of time, (2) To purchase public housing at a 30% discount, anda apply for a
subsidy to rent a private house. For the first alteraathere were 5,854 temporary
assembled houses built at 112 locations, of which 4,031 (§&@%& at 81 locations
in Nantou County, 1,481 (25.3%) at 23 locations in Taichuogn@/ and the rest in
other counties. Of these 112 locations, 39 were built Hey government, 56 by
philanthropic groups, and 17 by private enterprises. In Octdbeember 1999, the
Japanese Government delivered 1,003 assembled houses oncédtarsduk @995
Osaka-Kobe Earthquake; these were reassembled at 10 locatitvantou County, 2
in Taichung City, and one each at Taichung and Miaoli GesinTwo types of
households were qualified to apply for living in the assembimases: (1) Those
whose houses had been damaged and (2) Minority houseBalds,as low and
medium income, handicapped, old people living alone, andespagent families.
The government provided them with subsidies for wated afectricity fees,
management fees, and land rent. The policy adopted wabuddr damaged houses
before demolishing assembled houses. In practice, thenal started from October
1999 and extended until February 2006. By the end of June 200%yadeaolished
were 4,393 units (75%), but 807 households, of which 364 (45%) wétreliastill
awaited further arrangements. For ensuring the healthask living in assembled
houses, physical examinations were conducted for 28,936 parpotts December
2002 (EYCR 2006, 64-74, 297-8).

For the second alternative, from 12 October 1999 to 4uBep2005 those who
purchased public housing totaled 1,198 households; among them 628 (5&d8%0)
relocated in Taichung City and 111 (9.3%) in Nantou ®puh is notable that 749
(62.5%) of these households completed purchases by 29 Od@®@rand another
252 (21%) by 24 March 2000 (EYCR 2006, 75-8).

The third alternative was carried out over three yea899/10-2002/10) in
different practices. In the first year, each persomfa household whose owned house
had been damaged was qualified to receive NT$3,000; a total of 316,88Mhgpe
received this subsidy. In the second year, 6,307 househelgsqualified according
to the following three categories: (1) Their owned houskldeen destroyed and they
had received the first-year subsidy, (2) Their owned hbadebeen partially damaged
and subsequently demolished, so they rented a house weatitract, and (3) Low and
medium income households with houses partially damagethelrthird year, the
subsidy was only provided for 4,196 minority households to ingtbeir housing
conditions. Altogether, these housing subsidies totdlE®12,168.48 million (EYCR
2006, 80-3, 271-4).

For assisting the unemployed, four measures were addigieohg relief by
providing labor”, temporary work allowances, employmfentreconstruction, and job
training. Stations were set up at 25 townships for helpiegitiemployed to apply for
a job. Up to 12 February 2001, there were 9,601 applicants @@ (88.2%) of them
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got employed. Other results included: (1) From October 1999ach 2000, the
practice of “giving relief by providing labor” recruited 135,794qmns/days to clean
up the stricken areas; (2) From February 2001 to January 28®#otary work
allowances were given to 13,157 persons; (3) By the end ofHvE000, plans were
drawn up at 33 townships to provide work for 135,794 persons; ¢ BrOctober
2000 to 10 July 2001, reconstruction work employed 6,515 person§&rdf) 31
October 1999 to 31 December 2003, there were 831 job trainisgesland 8 special
courses, which together benefited 30,533 persons; (6) Frenri®®9 to the end of
2002, job training for middle-aged people benefited 3,010 persons; @nth (
July-October 2003, 61 programs were approved for minority grouiis417 persons
being employed (EYCR 2006, 84-6, 301-11).

3.5 Reconstruction

In 1935, the Taiwan Governor-General Office organized amrGittee for
Reconstruction on April 29 to handle the task. The fingteting decided that the
national treasury should provide loans at low intera@stsrfor the following tasks:

(1) The reconstruction of public buildings; (2) The adjwesttof prefectural finances;
(3) The reconstruction of irrigation systems; (4) Urlpdanning for small towns and
villages, and reconstruction of dwellings at these sealefdealities; and (5) The

revival of the tea, straw hat, and silk manufacturing intksstMoreover, on May 31,

a notification concerning dwellings was delivered by thee@or-General to the two
Prefects, and on July 1 the two prefectures announced digir regulations to

stipulate standards for dwellings to be built with cotecriea order to replace those
mud brick houses destroyed by the earthquake (TGO 1936, 355-61, 395-407).

A few more words are needed for urban planning anchsetmtion. Urban
planning involved two types of locations: (1) Small townst thad more than 500
households, of which more than 50% of houses were in dangepndition and (2)
Small villages that had more than 100 households, of wimate than 70% of the
houses were entirely or partially damaged. There weftechtions belonging to these
categories in Hsinchu Prefecture and 7 in Taichung é&rete The urban planning
program involved standards for streets, dwellings, sewagengtretches, parks, and
public squares. Total expenditures for urban planning amounteé32d4,912 in
Hsinchu and ¥422,453 in Taichung; both had 40% provided by thenabtieasury
and the rest by the prefecture. As for reconstructicshwellings, 5,543 (63.6% of the
total households) were completed at the 11 locatioktsinchu and 5,340 (75.7%) at
the 7 locations in Taichung. Of these 18 locations, 6 haddates of reconstruction
reaching 100%, namely Tongluo (583 households), Nanzhuang (344yg@on
(405), Tunzijiao (712), Shigang (476), and Shengang (330). The cokbuse
reconstruction totaled ¥2,851,600, of which 5% were subsidizedchdynational
treasury and another 5% by the prefecture. The subsidies provided over two
years, 60% in 1935 and 40% in 1936. Of the total 10,883 householdsetded
reconstruction, 3,754 lacked the ability to borrow money 26@8 (70%) of them
were resettled at housing operated by towns and villages loatis of ¥262,800
provided by the national treasury. Apart from these 18 imsit there were 12,723
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households (9,531 in Hsinchu and 3,192 in Taichung) that obtaitesthaof¥400
each for rebuilding their homes (TGO 1936, 392-4, 407-11).

In 1999, seven programs were initiated for reconstructicajoMesults by the
end of June 2005 are summarized below (Huang Hsiu-cheng 2005: 2X-CR E
2006, 342-434): (1) A total of 30,757 households completed rebuild&ig akvn
houses. (2) There were 139 partially damaged aggregatedngsjldcomprising
16,891 households, which completed repairs. As for the 162ogedtaggregated
buildings, 44 were rebuilt at their original locationgt®ther places, 99 as part of the
urban renovation program, and 14 still in negotiations famsensus among the
households. (3) Old streets at three townships were ae&av Zhongliao had
reconstructed 84.7% of the 157 households, Guoxing 83.5% of thkol@2holds,
and Dongshi 97.4% of the 115 households. (4) For the developafenew
communities, two types of housing were built: one fde sad the other for rent or
for helping minority households. Nantou County built 348 288 housing units of
these two types, Taichung County built 184 and 198 respbgctare Yunlin County
built 385 housing units for sale. (5) For rural settlerm@mtTaichung, Nantou, Yunlin,
and Chiayi Counties, a total of 1,133 houses were rebuiliyha¢h 1,068 (94.3%)
were in Nantou. (6) For the 12 villages threatened by ladeslisafety engineering
was completed at 5 villages and thus villagers decided nobt@. Otherwise, new
communities were constructed for relocation. In Nantoounty, Beimei New
Community was constructed at Puli for accommodating 184eholds and Qingfeng
Community at Zhongliao for 20 households. In Taichungur®p Sanchakeng
Community was built at Liberty Village in Heping Towms for 45 aboriginal
households. (7) Atotal of 6 aboriginal villages needed atioe; 2 of them (including
Sanchakeng) had completed moving, 3 were under construanonl was in the
process of acquiring available land. At another 16 abotiguitages needing
reconstruction, 663 (61.8%) of the 1,072 destroyed houses haddimelt and 846
(84.6%) of the 1,000 partially damaged houses had been repaired.

The above seven programs involved 32,735 households and theletoget
applied for loans of NT$57,872.07 million. Of these, 30.7% ofhihveseholds used
48.0% of loans to purchase houses, 32.6% of the households u8%dd8doans to
rebuilt houses, and 36.7% of the households used 13.2% otdseair houses.

A few more words are needed for the relocatiowlt@ges that were threatened
by landslides. In addition to loans, the Qingfeng Comitguat Zhongliao was
fortunate to receive an overseas donation of NT$10 mifiom Hong Kong which
reduced the average burden of the 20 households to less Ti$n riillion. The
Community gratefully celebrated relocation on 7 Febru2®®4 (News Express
EYCR 2006, 410). The story of moving from Wugong Village to thenBe New
Community at Puli did not have such a happy ending. fiteat of landslides turned
very urgent after heavy rains on 21 February 2000, and adonahittee was formed
to plan for relocation. After several meetings, a symwas completed on 15 March
2001, and 148 households expressed willingness to move witlatiods of sizes of
houses they desired. On 25 April, a site of 3.4 hectarbs provided by the Taiwan
Sugar Company was approved. On 9 July, the Nantou Countgr@oent assumed
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responsibility for construction, but the plan was dethylue to election of a new
county magistrate. Finally, Beimei New Community wasnpleted on 28 October
2004; however, many people who had originally planned to rhadechanged their
minds. In fact, 84 of the 184 units were still vacant by M&008 and by the end of
June all were sold off at the same low price of NT$2.62-88on a unit; most
purchasers were not local people (Wei Yu-hui 2002, 70-6; E2QF6, 409; Huang
Mei-ying 2008, 126-8National Property.

As for the reconstruction of public works, programesluded repairs and
reconstruction of electrical systems, telecommurocati irrigation, water supply,
railroads, roads and bridges, as well as gas and oil.Cbnstruction and Planning
Agency at the Ministry of Interior conducted a surveysamsmic retrofits for all
public buildings during 6-23 October 1999. By the end of 2004, recwtisin of
1,287 office buildings had been completed. Moreover, 185 schvanés reconstructed
by the central and local governments and 108 by non-governroegaaizations. For
historical buildings, the Council for Cultural Affairso@perated with a group of
architects from universities to do investigations and prapdbat 228 of these
buildings should be preserved, and a three-volume re@stpublished in November
2000. As for engineering, two barrier lakes created by #mthguake were under
control in due course, and eco-engineering was introducegcmnstruct works
related to water and soil conservation (Lin Hui-cheng 2@@&n Yi-shen 2001, 63-5;
Huang Hsiu-cheng 2005, 590-6; EYCR 2006, 92-112, 186-222, 232-70).

3.6 Further Reconstruction

For further reconstruction, the Cultural and Education &utaitiated a self-reliance
program with an order issued on 17 May 1935. This order provideelmes for the

programs regarding community-wide regeneration movemeptsmotion of

folkways, improvement of dwellings, economic revitaliaati movements, and
cultivation of concepts and behavior for public health.eflasn this order, the two
prefectures also drew up their own guidelines (TGO 1936, 464-78).

After the 921 Earthquake, a four-year (2003-2006) programtalize the
stricken areas was taken with emphases on: (1) Pragribkntourist industry through
creating agricultural parks of tea, bamboo, flowertfwine, and holiday market; (2)
Raising the competitive capabilities of local products aminesses; (3) Constructing
a living environment in harmony with nature; and (4) Contiguto promote
community empowerment, a program originated in 1994. Thenelkpees for this
four-year program totaled NT$22,365 million (EYCR 2006, 435-71).

3.7 Government Budget and Private Donations

After the 1935 Earthquake, the expenditures of rescue anastesction totaled
¥15,798,645, of which 33.5% came from the national treasury, 4r@ft the
prefecture, 7.4% from towns and villages, and 55.2% from qihielic sources. Uses
included 5.5% for emergency rescue, 24.2% for rebuilding obeal| telegraph and
telephone systems, and 70.3% for reconstruction of hostsests, irrigation systems,
manufacturing, and self-reliance programs (TGO 1936, 531-2addfition, private
donations totaled ¥1,747,821 (including ¥14,396.4 of interest), of w&bhéh came
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from Taiwan; 70% from Japan, Sakhalin, Manchuria and Kaed;5% from other
areas around the world. Uses included 22% for emergency ré&duéor shelters,
19% for relief, 6% for condolences for casualties and 3Q%dases damaged, 16%
for recovery public facilities, and 2% for gifts to scloIGO 1936, 335-9, 345).

In 1999-2001, the government allocated a sum of NT$212,359 miltom tihe
budget for reconstruction after the 921 Earthquake. By tdeoédune 2005, only
80.18% of this amount had been spent. This lag reflecteolepns of red tape in
planning, poor communication between the central and localergments,
inexperienced personnel, a lack of integration betweepubkc and private sectors,
and difficulties in obtaining suitable sites for consting. new communities (EYCR
2006, 139-44; also see Chen Yi-shen 2001, 38, 211-2; Wu Kun-mao 2004, 46).

In addition, private donations totaled NT$37,500 million adoay to statistics
provided by the National Alliance for Post-Earthquake Redcocton, a volunteer
group for supervising the use of donations. Of these donaB8rs% were handled
by 215 non-governmental groups, 35.7% by the central governnigdnstruction
Fund, and 22% by local governments. By June 2000, non-govetalngeoups used
donations mainly for school reconstruction (61.74%), rabssd houses (11.04%),
condolences (5.52%), and medical care (5.35%), with 4.32%imiggpaunplanned.
Local governments used donations mainly for condolen@ds4§%), recovery
engineering (23.55%), school reconstruction (12.87%), and seelédre (10.43%),
with 0.59% remaining unplanned. The Reconstruction Fund used donations for
house reconstruction (17.12%), social welfare (11.63%), andatences (8.51%),
but left 60.56% unplanned by August 2000 (Hsieh Kuo-hsing 2001, 57-62).

4. Concluding Remarks

In retrospect, the reconstruction experiencegr athe 1935 and 1999
earthquakes showed similarities in three respects: (1)gbwernment responded
quickly and emergency rescue operations worked quiteinvptoviding medical care,
temporary shelter, and relief; (2) The government budgettivasnajor source for
reconstruction, but private donations were indispensaipplements; and (3) An
emphasis was given to revitalizing stricken areas afidy reconstruction.

Key differences can be found in means of command antratoin 1935,
Taiwan was under Japanese colonial rule, with the Tafdavernor-General Office
playing the main leadership role but the actual work of reseuk reconstruction
being carried out by local authorities with the assigtaot various local groups
operating under the colonial system. In 1999, Taiwan wasnaatacy. The Executive
Yuan Reconstruction Committee played a key command balethe reconstruction
process was plagued by poor communication among differamlsleof the
bureaucracy. Furthermore, in 1935 the efforts of a fevagigroups might symbolize
a budding civil society (Sen and Wu 1996, 109, 131-3), while in 1998rithusiastic
participation of a large number of non-governmental ardjioas organizations
reflected a civil society that was becoming mature invpasiaiwan (Hsieh and Feng
2000, 190).
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The Impact of the Chi-chi Earthquakeon
Demogr aphic Changes: An Event History Analysis

Joan C. Lo

Abstr act

The Chi-chi Earthquake, which registered 7.3 on the Ricttate, occurred on
September 21, 1999 (921 earthqueke), with 2,494 people beingwedf@ither dead
or missing. Within the stricken areas, Taichung and dlaBtounties were the hardest
hit. This study attempts to investigate the impact otk earthquake for residents
in Taichung and Nantou Counties by separating the housentddsvo groups, one
where family members were lost in the disaster and dregerthey were not lost and
then examining their differences with regard to thehbiind deaths and marriage
and divorce of household members. The household registratords as well as the
birth application forms, the death application forms, theriage application forms
and the divorce application forms were used; and the logegiession models were
employed. Of the four hypotheses tested, members fronseholds with 921
earthquake-related deaths were more likely to have nedrehiand subject to a
higher probability of death. As to the hypotheses that neesnioom households with
921 earthquake-related deaths were less likely to get éndand less likely to get
married were not supported by the data.

Introduction

The Chi-chi Earthquake, which registered 7.3 on the Ridu#&le, occurred at 1:47 am
on September 21, 1999 in central Taiwan (it will be reféito as the 921 earthquake
hereafter). This was the strongest earthquake in Taiwa&me past few decades, with
2,494 people being confirmed either dead or missing and more than 100085
damaged or completely destroyed (Hsieh 2000). Within théstriareas, Taichung and
Nantou Counties were the hardest hit. Nearly eighty{ieecent of those who died
were residents of those two counties.

Past studies that investigated the impact of the earthqoakéhe victims
primarily focused on issues to do with the psychologedfects, such as posttraumatic
stress disorder (PTSD) and depression (Bleich et al. X8Gy 2000; Goenjian et al.
1994; Kato et al. 1996; Kessler et al. 1995; Kuo et al. 2007; Inoesaal. 1997);
emotional disturbance (Lima et al. 1989; Joseph et al. 129®);resulting suicidal
behavior (Chou et al. 2003; Krug et al. 1999; Simon and Savafif@; Shioiri et al.
1999; Yang et al. 2005; Zhang et al. 2004). Almost all the stighewed that natural
disasters caused people who had experienced the catasttoplsaiffer from
posttraumatic stress disorder and depression, which inntade those people more
prone to committing suicide. Nevertheless, no study ads to tell us how long the
psychological effects would last because the time fraofebe studies were mainly
from two to six months to a year after the disasttareover, there was also no study
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that focused on the demographic changes taking place intiseholds affected by the
disaster.

We can imagine that radical behavior such as commitirigide would fade
away after a year or so, but the deep sorrow of Idewved ones would remain for quite
some time. It is also known that such deep sorrow wouldeinfe people’s health and
probably generate depression. However, in order to igethi# probable length of the
psychological effects after a disaster, one needs e panel data, most preferably
event history data. In addition, it is also believeat those who have lost close relatives
understand the meaning of life better and appreciate theiliés more. Therefore,
observing a person’s behavior in relation to his/heriage, attitudes towards divorce
and his/her intention to have children after encounteairgudden disaster will shed
some light on the long-term impact of the disaster.

The reasons for the lack of studies measuring the durafitime psychological
effects resulting from a disaster, particularly lgsanloved one, and the lack of studies
that examine the impact of such a disaster on demogrdgghavior include the
unavailability of event history data, which are not onlgstty but also very
time-consuming to collect. One way of solving this problemoi use administrative
data.

Generally speaking, regardless of whether one is lookiiregdeveloped country
or a developing country, the government will normally mt&in a most up-to-date
household registration record file; in addition, alltbé demographic changes to do
with the births and deaths, marriage and divorce of Hmldemembers, as well as
migration in and out of the household are kept on file. Byng the household
registration records and all of the records for theustahanges, we can establish the
event history data for the household members.

This study therefore attempts to investigate the imphttten921 earthquake for
residents in Taichung and Nantou Counties with regardedbitths and deaths and
marriage and divorce of household members by separatingotirgeholds into two
groups, one where family members were lost in the disa@nd one where they were
not lost nor property damage, and then examining thiéareinces.

Data and M ethod

This study used the household registration records aswétie birth application forms,
the death application forms, the marriage applicatiom$oand the divorce application
forms maintained and updated by the Taiwan government, i ¢odanalyze the
differences between households that suffered from thee8&hquake and households
that did not, in terms of the demographic changes t@t place among household
members. The study group therefore consists of the holdselvith members who died
in the 921 earthquake while the control group comprises the tmidsewho lived in
the same counties but who did not have any casualtmsstain any housing damage as
a result of the disaster.
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The content of the household registration record includkesmation about the
household as well as its members. The former includeddlisehold’s identification
number and address, while the latter includes each hodsefewhber’s name, his/her
identification number, date of birth, sex, education lewedrital status, relationship
with the household head and the spouse’s identificationbeu The contents of the
birth application form include each new child’s idenafion number, his/her date of
birth, the mother’s and father’s identification nungydsirth weight, weeks of gestation,
relationship with the household head, as well as theetold identification number.
The contents of the death application form include theddeerson’s identification
number, his/her date of birth, marital status, his/her g®igentification number, date
of death, cause of death, place of death, as well asotieehold identification number.
The contents of the marriage application form incluge identification number of the
person who got married, his/her pre-marital maritalustatate of marriage, date of
birth, education level, his/her spouse’s identification bemand the household
identification number. The contents of the divorce liapgon form contain the
identification number of the person who got divorced, hisflae of divorce, date of
marriage, date of birth, education level, his/her spoudeistification number and the
household identification number.

Owing to the fact that what we would like to analyzevisether there were any
differences in terms of the household member’s decigoget married or to get a
divorce, have children and the probability of being deadvdxe those two types of
households, what we begin with are thus the househgisktnaion records prior to the
921 earthquake and then follow them through. That is to say,

Household members in the current household registratioorde =
Household members in the household registration records farithe 921
earthquake + new members through births — members who diesimbens
who migrated in — members who migrated out + new memiyeoigh
marriage — loss of spouse through divorce.

All the additions and subtractions were performed accgrttinthe household
identification number. In other words, the household ifieation number served as a
key to merging the data files. The deaths resulting ftben 921 earthquake were
defined as those who appeared on the death applicationdiaring the period from
September 21, 1999 to September 30, 1999 with the causes obdewlearthquake,
suffocation and exhaustion.

Four hypotheses were tested: members from householdsi@aths due to the
921 earthquake were less likely to get married if they warsarried at the time of the
incident; they were less likely to get divorced if medriat that time; those married
females of childbearing age were more likely to hawe oRildren; and all members
were subject to a higher probability of death than members households that were
not affected by the 921 earthquake.

Four logit models were therefore estimated. The fwsis for those family
members who were unmarried and got married; the seconddee who were married
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and obtained a divorce; the third for those females wiee married and of
childbearing age who gave birth to a child; and the fousthte probability of the
death of any member. The dependent variables were dummyblgariavith one
standing for getting married in Model 1, another for ggtandivorce in Model 2, one
for having delivered a baby in Model 3, and the last for bdead in Model 4. The
explanatory variables were age, sex, and educationahrattat, while a dummy
variable indicated whether the person under observatafrom a family of which a
member died as a result of the 921 earthquake. The houssbeladvas included in
Model 1; whether there were any children at age 0-4, ageatd9age 10-14 were
included in Model 2; whether there were any sons or daughtsesincluded in Model
3; and the marital status was included in Model 4. Allalales, such as age, education
level and marital status referred to the situation gvatvailed at the time the 921
earthquake struck. Samples were chosen for the operalld extended from October 1,
1999 to the end of 2008.

Reaults

Altogether, 1,491 people were identified as having died asudtrof the 921 earthquake,
coming from a total of 1,088 households. Table 1 displaysiwtimeber of households
classified by the household size prior to the 921 earthquakéhannumber of deaths
for each household due to the earthquake. The greatest mnaht®aths within a single
family was 6 persons and there were two households farhvthis tragedy became a
reality. Among the 1,088 households in which members hedl dine-quarter of them
(264 households) were households in which all the memiagkéen killed, leaving
824 households to make up our study group.

Table 2 displays the number of deaths by age and sex. thNameone-third of the
deaths were of household members aged 60 and older and 13.1%egmreiged 75
and older. Those younger in age, aged 14 and under, account&2f% of the deaths.

Table 1. Number of households by number of deaths and householgrgizeo the
921 earthquake.

Household size prior tp Number of deaths
921 earthquake 1 2 3 4 5 6 Total

1 174 0 0 0 0 Q 174
2 122 53 0 0 0 0 17%
3 87 24 21 0 0 0 132
4 113 25 71 10 0 Q 155
5 113 27 6 4 4 d 154
6 78 17 8 2 1 2 108
7 57 14 7 3 0 0 81
8 36 5 3 1 1 0 46
9 13 5 1 0 0 0 19
10 11 3 1 0 1 Q 16
11+ 15 6 5 0 2 0 28

Total 819 179 59 2( 9 2 1,088
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Table 2. Number of deaths by age and sex.

Age Male Female Total
N % N % N %
0-4 44 6.1 42 5.4 86 5.8
5-9 46 6.4 58 7.5 104 7.0
10-14 37 5.2 43 5.6 80 54
15-19 31 4.3 34 4.4 65 4.4
20-24 21 2.9 36 4.7 57 3.8
24-29 29 4.0 35 4.% 64 4.3
30-34 42 5.8 38 4.9 80 54
35-39 40 5.6 45 5.8 85 5[7
40-44 42 5.8 52 6.7 94 6.3
45-49 41 5.7 52 6.7 93 6.2
50-54 39 5.4 32 4.1 71 4.8
55-59 41 5.7 38 4.9 79 58
60-64 59 8.2 51 6.6 110 7.4
64-69 57 7.9 52 6.7 109 7.3
70-74 52 7.2 66 8.5 118 7.9
75+ 97 13.5 99 12.8 196 13/1
Total 718 | 100.00 773 100.0 1,491 100.0

Table 3 exhibits the odds ratios for marriage and divdkttehe coefficients for
the unmarried getting married were significantly differénastm zero except for the
dummy for the 921 earthquake. When compared with those d&etithe ages of 25 and
29 (the reference group), those with ages between 15 andl Ze@areen 30 and 34 had
higher chance of getting married, while those older B@amad less chance of getting
married. Females were one-third less likely to get ntathan men, and the higher the
education level as well as the bigger the household a pdwdnthe higher the
probability of him or her getting married. Other thingsgeequal, those members from
households in which there had been 921 earthquake-related death no different
from those who had not been affected by the 921 earthquake.

In referring to Table 3 again, we found that all theffodients for those married
getting divorced were significantly different from zesgcept for the dummy for the
921 earthquake and children’ age between 5 and 9. When comp#netdose between
the ages of 30 and 34 (the reference group), those wereegyolad higher while those
were older had lower probability to get divorced; the odtle td ending up divorced
decreased as the age increased. Females were one4hititkédy to get divorced than
men and the higher the education level a person habhvilee the probability that he or
she would get divorced. Comparing with those without kidgseéhwho had children
between the ages of 0 and 4 were less likely to get daprekile those who had
children between the ages of 10 and 14 were more likely todigerced. After
controlling for age, sex and education level, members tizenhouseholds with 921
earthquake-related deaths were no different from thosehatl not been affected by the
921 earthquake in terms of getting a divorce.
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Table 4 shows the odds ratios of those females who wemgied and of
childbearing age that gave birth to a child. All the cogffits were significantly
different from zero. The younger the woman was andidpeer the education level she
had, the higher was the probability that she would delvbaby. Those women who
came from households with children left after the desa$ad lower chance of
delivering a baby in a later period. After controlling foetage, education level and
whether or not there were youngsters left in the houdehavas found that the married
females of childbearing age from households with 921 earthqetdted deaths had
significantly higher probability than those who had ne¢m affected by the earthquake
in terms of having a baby.

Table 5 displays the odds ratios of death. All the cuefits were significantly
different from zero. The higher the age a person hadhitther the probability of he or
she being dead. Females were fifty-five percent less likelge dead than men, and
singles were 47% more likely to be dead than married dres.higher the education
level a person had, the lower was the probability af gerson being dead. Other things
being equal, those members from the households with 92igeakie-related deaths
had higher probability to be dead than those who had nat bffected by the
earthquake.

Table 4. Odds ratios for giving birth.

Effect OR 95% Ccnfidence Interva

Age 15-24 2.19¢ *** 2.05¢ - 2.341
Age 25-29 R

Age 3C-34 0.30% *** 0.287 - 0.317
Age 35ug 0.037 *** 0.03t - 0.041
Educatiorlevel (Years oschooling, 1.18% *** 1.172 - 1.19¢
921 Victims (1: yes; O:n 1.432* 1.08t - 1.8¢
Son 0.417 *** 0.39¢ - 0.43¢
Dauchtel 0.817 *** 0.77¢ - 0.86:

Notes: Same as Table 3.

Table5. Odds ratios for deaths.

Effect OR Confidence Interva
Age 0-4 0.05¢ *** 0.04< - 0.07
Age 5-9 0.06¢ *** 0.047 - 0.08:
Age 1C-14 0.197 ** * 0.161 - 0.22¢
Age 15-24 0.42¢ *** 0.38¢ - 0.471
Age 25-29 R
Age 35-44 2.077 *** 1.9 - 2.23¢
Age 45-54 3.73% *** 3.46¢ - 4.01¢
Age 55-64 7.83€*** 7.27¢ - 8.43¢
Age 65-74 20.47% *** 19.06¢ - 21.98¢
Age7t & up 64.80! *** 60.00¢ - 69.9¢
Femal 0.44¢ *** 0.43f - 0.46:
Educatiorleve (Years of schooling, 0.937*** 0.927 - 0.93t
921 Victims (1: yes 0: no) 1.258** 1.05¢ - 1.491
Single (1: yes 0: no) 1.47%%** 1.42F - 1.52¢

Notes; Same as Table 3.
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Discussion

The ever increasing numbers of natural disasters alltbeervorld have made the study
of their avoidance, loss reduction and impact analysesdsmgly important issues.
Past studies that investigated the impact of earthquakéseovictims (referred to as
those who lost co-resident family members, were idjuog experienced property loss)
focused primarily on the psychological effects and daicibehavior. The results
indicated that posttraumatic stress disorder and depmessoe the risk factors in
suicidal thinking (Krug 1999) and that the psychological éffegere more marked
among females, those younger in age and those witlsd@weconomic status (Kgjliet
al. 2003; Kuo et al. 2007; Salcioglu, Basoglu, and Livanou 2003; @hexh 2001,
Seplaki et al. 2006; Sharan et al. 1996). Being single Igasame of the risk factors
that resulted in the victims being emotionally distrdsse suffering from depression,
and elderly survivors tended to report fewer complainés tyounger ones (Salcioglu,
Basoglu, and Livanou 2003; Lima et al. 1989; Lin et al. 2002).

As to the suicidal behavior, studies that focused on thiseisnainly used the
monthly or annual suicide rates both before and aftedigsster and the results were
inconclusive. Krug et al. (1999) showed that the suicideinateased from 19.2 to 31.3
per 100,000 with p<0.001 in the first year after a particulathg@aake and, while it
increased to 19.7 per 100,000 in the fourth year, it demordtrate statistical
significance compared with the pre-earthquake 19.2 per 100,000. efaal. (2005)
indicated that the suicide rates first increased saanfly and then fell to the baseline
level after 10 months. These two studies support the theatydisaster influenced
victims to adopt radical behavior such as committingidaj at least for a short period
of time. However, the suicide rates from the Kobghemake exhibited a completely
different result; a significant reduction was found e tyear of the disaster; and it
gradually returned to the former average within 2 yearseoé#nthquake. The reduction
in the suicide rate was due to the decline in theanateng males (Shioiri et al. 1999).

Ideally, identifying the true victims and following themdhgh to observe their
behavior is a much better approach. Chou et al. (2003)arsedministrative data file
that was compiled to provide timely support for the vistiend by comparing them
with the non-victims for the periods 2-15 months after 821 earthquake was able to
prove that the victims were 1.46 times more likely than-victims to commit suicide.

From the evidence shown above, we are in almost not doatnatural disasters
do have strong psychological effects and do entice \sctimcommit suicide. However,
as to whether the psychological effects would resuless marriage, less divorce, more
babies being born and more people dying has yet to be explBye utilizing the
household registration records and all the records fsthtus changes in Taiwan for
the households affected by the 921 earthquake and the neaalsy we could establish
an event history data for the members of those households

The four logit models, which refer to four status chandemonstrate that gender
and education level play important roles. In generalafemmwere found to be less
likely to get married, less likely to get divorced, andslékely to be dead than men.
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The regression results also indicated that the higplgeeducation level a person had, the
higher was the probability of that person getting marrget] the lower the probability
of him or her getting divorced or ending up dead. Besidesnwlbmpared with those
married couples, singles had higher chances of being deagbte Ttndings all
conformed to past results. In addition, those married woofethe childbearing age
who came from households in which there were childrénaléer the disaster had a
lower probability of delivering a baby in the later period.

The target variable, the dummy for the 921 earthquake, wasicantly different
from zero in the regressions of birth and death. Icetdid that the household member’s
childbirth decision and probability of being dead had beeectdtl by whether they
were the victims of the disaster. Other things being letju@se married females of the
childbearing age from the 921 earthquake-affected househatdigher chance of
delivering a baby than those from the households that badoeen affected; and
members from the 921 earthquake-affected households had higinee af being dead
than those from the households that had not been edfteEtowever, there were no
differences in the decisions to enter a marriage oagktorce among the members of
these two types of households.

In other words, of the four hypotheses tested in this sambprding to the data,
in the last two were members from households with 92 heaaike-related deaths more
likely to have new children and subject to a higher probgtufideath. As for the other
two hypotheses, members from households with 921 earthquakedreleaths were
less likely to get divorced and less likely to get marriecewmt supported by the data.

The dearth of studies that have examined the impacianfral disasters on
demographic behavior has been due to no event history data deailgble. By
employing Taiwan’s administrative data we have been tableok at the impact of the
Chi-chi Earthquake on people’s marriages and divorces asawddirths and deaths
throughout the 9-year period following the incident. Howes#rce the status change of
the households was performed according to the houseHeldtification number,
therefore, if the number was missing or had been inctlyreecorded in any link, the
information on the household members within a partichéarsehold would not have
been correct. Although all the datasets had been usdx ljpternment to establish the
most up-to-date household registration records, and weeno missing data in regard
to the household identification numbers in any of the s#dsawe used, there was still
the possibility that errors were embedded. This wadrth&tion of this study.
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Drought and the Lifecycle/Landuse Trajectory
in Agricultural Households

Susan Hautaniemi Leonard, Myron Gutmann,
Glenn D. Deane and Kenneth M. Sylvester

Abstr act

The life course of household heads and the composition dfaibeehold during the
lifecycle are linked to the labor requirements of farmitudsing the Demography and
Environment in Grassland Settlement database, we have shatuhe life course of
farm household heads, household life cycle, and the avaiabilimale labor were
key elements in land use and land use change in Kansasl8@5 to 1930. The
acquisition of more farm land is better explained by hedifes course, while
investment in more cropland is better explained by labailability and household
lifecycle. Moreover, the timing and environmental context ohgeadid not diminish
the effect of the head'’s life course trajectory orhaf household lifecycle. We extend
this work to ask whether climatic shoek@ particular the droughts for which Kansas
is famous—uncoupled lifecycle from land-use cycle. We test a hypathesit during
droughts farmers were not able to use their available holgs&abor effectively with
multi-level growth models over 25 townships in Kansas thataheariety of drought
experiences, weather conditions and principal agriculturdllses. Support for our
hypothesis is mixed. The land-use/labor connection is estafi by introducing a
measure of drought in our model. However, drought did $h@vprocess of farm
building. There is contextual evidence that until at least 8Qghts which truly
displaced population were those that closely followedogsriof in-migration to
different areas. Later, youth out-migration in Kansass weflective of learning the
optimum balance of farm size and labor as land clearemsgawmpleted, all available
land was incorporated into farms, and mechanizatioreased.

Introduction

We have shown in earlier analyses of Kansas farmetmlds between 1860 and 1930
that there is a strong and robust relationship betwdameer’s life course, the potential
male laborers in his household, and the size of his &ardnthe number of acres he has
in crops (Leonard et al. 2007). This relationship holdsatbof the sub-regions of
Kansas, both those where the climate is relativedystrand well-suited to cropping,
and those where rainfall is less abundant and very uicpaible. In this paper, we ask
whether the land-labor relationship holds up in timesxtfeene climate stress. The
story we uncover is one of drought winners and loseus, ilb the context of a
population-wide adjustment to the realities of farming isemi-arid region. Droughts
during the settlement years were more disruptive, sipwghowth and causing greater
population turnover, yet both the population and the factoseecovered. The limits
of arable acreage were reached shortly after theotuthe 28" century, however, and
the widespread drought of the 1910s ushered in a trend towandscdéesolidation.
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Thereatfter, the number of farms and total acres in dastabilized. There was less
turnover in farm households, farmers were older, andtipeilation aged and shrank.
When looking at individual farms, in the most arid Véestsection of Kansas, lower

yields and greater uncertainty meant more acres weessey to make a living from

the land. As a result, farms were larger, with momescropped. Periods of drought,
which were more frequent in the western portion ofsfa¢e, had a negative impact on
the ability of farmers to increase the overall sstgheir farms and the area that they
had in crops. Despite those limitations, the basicmeoction between land and labor
remained. Farmers in mid-life and those with moreratsohad larger farms and more
cropped acres, regardless of drought conditions.

The focus of our study is the state of Kansas, locatad tie center of the
continental United States (Figure 1). We describe our datale approach we have
taken later in this paper, but it is important at theilbegg of our discussion to
emphasize that Kansas lies at the eastern edge alryhepland region of the U.S.
called the Great Plains, and spans the transition ftwemtall grass prairie of the
Midwest to the short grass steppe of the High Plaiitss location has a varied climate
that makes it possible to study the impact of changingh&eat

Our research is based on a widely dispersed sampleuséholds and farms that
are spread across the state in 25 townships located iiff@®mt counties.We have
data about farms and households from the 1860s to the 194@s, fdvan a mixture of
state and federal sources (Sylvester et al. 2002, publ. 2006\vil\&ay more about
those sources later. We also make use of a large bodyggregate data about
population and agriculture collected at the level of thenship and the county, and
known as the Great Plains Population and Environment BsgafGutmann 2005a;
2005b).

1 In Kansas, as in much of the United States, the county is ti@pali administrative subdivision of
the state, and the township is the principal subdivision afdbaty.
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Legend

[ ] Kansas

Average Annual Precipitation
1961-1990 (inches)
0-8
9-13
14-15
16-20
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[ 36 - 40
41 -45
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B 59 - 65
B 66 - 75
I 76 - 90
I 91 - 100
I 101 - 120
I 121 - 140
I 141 - 160
I 161 - 200

Figure 1. Precipitation in the United States, with specia¢refice to Kansas.
Source National Atlas of the United States, United States Deanttiof the Interior.
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Historical demographers have explored the connectiomgebatdemographic and
meteorological events for decades, focusing on the thaysveather determined food
availability (often measured by prices), and the waysftwal availability determined
births, deaths, marriages, and migration (for examplém@nn 1977; Wrigley and
Schofield 1981; Bengtsson, Fridizius, and Ohlsson 1981; Bengissbdribe 2006;
Gutmann 1980). More recently, this work has been extendedamAd the United
States, including our own work in the Great Plains (fangxle, Bengtsson, Campbell,
and Lee 2004; Deane and Gutmann 2003; Gutmann, Pullum-PifioiRykunch 2002;
Gutmann et al. 2005). There is also an extensive literahget population in arid and
semi-arid environments in more contemporary contexts. hMéithe literature about
the developing world focuses on inadequate precipitati@ncasalyst for individual and
household coping strategies, including population displacemhis literature explores
factors leaving families and individuals vulnerable to negatonsequences of drought,
ranging from short-term absence from the family thropgimanent out-migration and
even death (e.g., Findley 1994; Meze-Hausken 2000). Advantageeholds have
more opportunities to use multiple coping strategies fo thelm resist migration and
increase future options for adaptation by consolidatindihgs of land, livestock and
machinery. Working-aged members are a great advantage ¢of@anities; they can
either move off-farm and remit wages, or undertakerlaiiensive strategies such as
carrying water or herding animals further afield.

Drought was seen as a major influence on Kansas populabeements, even
before the Dust Bowl of the 1930s, with newer and leds-eepitalized households
understood to be more at risk of either migrating out ofidésa, requiring relief of
various types, or actual starvation (Cutler 1883; Blackb®d4r2; Holloway 1868). The
ebb and flow of the population of the Great Plains aggaicultural economy of family-
owned farms has also been explained as an informatadiepn (Libecap and Hansen
2002). Contemporaries did not understand the mechanismsndeddi drought
occurrence, accurate data on weather phenomenon wadequmte, and periodic
fluctuations in rainfall hampered clear decision-makingualihe potential success of
particular crops and of farming in general. Popular riescof human impact on the
environment, such as cultivation leading to increased tharfd techniques of dryland
farming conserving soil moisture, encouraged settlers tonplay the importance of
dry years and overplay the importance of intervening eatsy(Libecap and Hansen
2002).

Kansas was settled beginning in the 1850s and more rapidlyth& U.S. Civil
War by a wide variety of immigrants from other U.Stesaand from other countries,
most of whom came to farm or to settle in small newn farming communities.
Beginning with the passage of the Homestead Act in 1862, pwids|lwere made
available to would-be settlers at little to no cost.the beginning, these lands were
allocated in units of 160 acres (about 65 hectares), ast satilers began with a farm
of that size. Later, larger homesteads became availeblenore arid regions,
recognizing the need for larger farms and ranches wheamtalracould not support
continuous cropping. The availability of land was onehaf tain factors that drove
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migration to Kansas and other western states.

Despite a succession of widely publicized and sensazedatiroughts between
the 1860s and the 1930s, families continued to migrate to Kamghthe rest of the
Great Plains with the intention of farming. Even withat continued flow of
immigration, there was a significant pattern of out-miigmn. Well before the 1930s, the
rural population of Kansas had stabilized and then begarctioele Most land suitable
for farming was in production by 1900, and the number of fdregan to decline by
1920 (Gutmann 2005a, 2005b). With fewer farmers, consolidateated both larger
farms and a division of farms into some that weng/ @nall and some that were very
large. The agricultural labor force began to shrink, idstlde young working-age
population (Gutmann, Pullum-Pifion, and Pullum 2002; Gutmann 2086taniemi
Leonard and Gutmann 2005; Cunfer 2005). These conclusions lateusiag both
county-level aggregate data and the individual-level data &ar 25 township sample.
Over time, as the limitations of a 160-acre homestegdawide for families’ short- and
long-term needs were understood, average farm size indreagth important
differences related to aridity. While 160 acres or desa could be adequate in eastern
Kansas, many more acres were necessary to supporixtinesige crop and cattle
production suited to the drier west.

Aridity and Drought in Kansas

Writing in 1894, on the eve of widespread and reliable wealdu@r collection, the U.S.
Department of Agriculture made this optimistic stateménts generally conceded that
20 inches of well-distributed rainfall in Kansas will mak® abundant crop of wheat or
corn” (Whitney 1895). The 20 inch benchmark is optimistigtsnhassumptions both
about how much rainfall was necessary to farm in treatzPlains, and how much rain
actually fell. Rainfall amount and predictability dived&ansas into three areas. Only
in the eastern portion could farmers anticipate adecurateal rainfall. Townships in
the middle of the state fell short of 20 inches in ook of four years, on average, and
the western townships in more than three out of ywars. Furthermore, the odds of
several dry years in a row increased as one went. vi8éisvens County in the
southwestern corner of Kansas only received 20 inchesecfpjtation in four years
between 1895 and 1930.

The land-use zones developed by James Malin (1947, 1955) aiculpHit
useful in visualizing the consequences to agriculture of dtage’s variation in
precipitation, elevation, temperature, topography andgg@ility (see Figure 2). Malin
divided the state into five regions, each with a pamicset of characteristics. Kansas
becomes higher and drier as one moves east to westngyaome 2000 feet in
elevation and losing about 15 inches in annual rainfathfits eastern boundary with
Missouri to its western border with Colorado. In additithe land surface is cut by
sharp gullies in some portions of the state, renderingetdasds unsuitable for
cropping. By design, the townships that we have sampeg significantly across
Malin’s zones (Table 1). The Mixed Farming zone along #stezn boundary has the
most precipitation, and can support most types of agu@llactivity. It is also the
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lowest in elevation and has significantly more produdié@enland than the other zones.
The Bluestem Pastures zone, in the region knownesaBlifit Hills, has more productive
soil and receives enough precipitation for continuous crgpaimd good pasture, but
rocky limestone soils interfere with cultivation. Nha called the area from the
northeastern corner of the state west along the Nledraorder the Corn Belt. Located
in the northern tier of Kansas counties, it has sicgmitly lower summer and winter
temperatures. Of our townships, those in the Cornligele the highest percentage of
non-productive farmland. This area has adequate moistupern, but topography and
soil quality less well-suited to wheat cultivation. T@entral Wheat Belt is south of the
Corn Belt and west of the Bluestem Pasture zone. arhe is too dry for reliable corn
crops, but has near perfect weather conditions for iggowheat and little poor-quality
farmland. Development of this area during the 1870s helped Kdmilsas’ economy
from cattle to crop production. The western quarter aisg&s forms the Wheat-Cattle-
Sorghum zone. The region is very dry, and gullies andkisreontribute to the high
percentage of unproductive land. Aridity, annual rainfatireages and strong yearly
fluctuations in precipitation are more severe in this zamcouraging farmers to
diversify into ranching and drought-resistant crops, and rieguinore land per farm.

N
Corn Belt _ 1
L DONIRHAN
J RERUBLIC NEMAHA! i
DECATUR | | Mixed
CHEYENNE | | SMITH ___l—j Farming
ROOKS
n —
WABAUNSEE.
I ||
[RECT ELLSWORTH
DICKINSON
P, FRANKLIN
CHASE
PAWNEE
ALLEN
FORD. PRATT SEDGWICK
E— CRAWEORD!
, CHAUTAUQUA!
Wheat Central Bluestem Pastures
Cattle Wheat
Sorghum Belt
0 25 50 100
UTM 14 Projection NAD 1983 BN W Miles

Figure 2. Sample townships in Kansas, United States, showirgpBl&and-use zones.

Source Malin, Winter Wheat in the Golden Belt of Kansas, preface FrgihneSter and Cunfer
2009).
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Table 1. Characteristics of Malin zones.

Mixed Bluestem Corn Central Vggﬁ?t
Farming Pastures Belt Wheat Belt Sorghur?
Elevation (feet) 929.67 1150.33 1396.50 1659.17 2973.22
Mean Annual 32.66 27.33 23.85 20.98 15.04
Precipitation (inches)
Relative July 53.67 52.67 54.50 47.33 41.67
Humidity
Mean July 79.37 79.37 78.58 79.92 78.22
Temperature (F)
Mean January 32.43 31.10 26.65 30.55 30.33
Temperature (F)
Non-productive * * > * *
Farmiand (%) 16.61 10.20 29.57 5.63 23.95
Topography Irregulai Open hills Irregular  Irregular plains Smoott
plains plains Plains w/hills plains
Open low Tableland: Irregular
hills w/mod. relief plains
Farm size (acres) 167.79 229.05 162.81 248.02 509.03
Cropped land (acres) 67.24 69.48 79.28 153.22 188.85

Note *Different from all other Malin zones at p > .01 in OLS regressiith Wald post-estimation
tests for equivalence of the betas.

Measuring drought is not an easy task. Many of the standaasunes of climate
variation, such as aridity indexes and ratios of actuapetranspiration to potential
evapotranspiration, capture only the propensity for diffeareas to be generally more
or less arid. In order to understand how a semi-aridmeguch as western Kansas was
transformed into an agricultural landscape, we want t& Etodroughts. The term
“drought” is generally understood to indicate an extendedogedf time with
unexpectedly insufficient moisture, resulting in crop f&lurhere is no single scientific
definition of drought, either in the past or today. Comeraries described months or
years passing with “not a single drop of rain,” but thecdeSons are unlikely to be
accurate. Rather, in drought years very little rairsfad that which does evaporates
quickly.

In order to overcome this lack of general rules and stiewcertainty, we use
information about droughts drawn from published historie&ansas, reports of the
Kansas State Board of Agriculture, and the annual weakier series available from
1895. We begin by looking at annual precipitation, notiegry where rainfall was
more than one standard deviation below the mean annuapipagon for the same
township from 1895 to 1930 (Figure 3). Grouping townships by Matie atows the
difference in average annual precipitation across tmesowith the western zone’s
long-run average below the benchmark of 20 inches. Teindluetuations in
precipitation are remarkably regular across the staétese differences and similarities
suggest that farmers across Kansas had to deal witlcudtiffyears but that the
consequences were more severe further west, where oecps/ed less than the
minimum precipitation required for success in most &yry.
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Figure 3. Precipitation by Malin zone (cont.).

Kansans tend to downplay the role of weather fluctnatioAs recently as 1948,
the Kansas State Board of Agriculture declared thaediséern portion of the State was
no more susceptible to drought than states east of thesdigs, that there had been
“but six periods of dry weather of exceptional note” utigh the late 1940s, and the
impact of two (1860-68 and 1894-95) was exaggerated because theyedcduring
times of rapid in-migration (Flora 1948). The Board @triBulture characterized the
prolonged drought in the 1860s when Kansas was first being hesetied as “a
process of natural selection.” “Mamf the less courageous of the early settlers went
back to their old homes, but those with more grit anérdahation remained and saw
their faith in the climate of the State justified?l¢ra 1948). This drought began in June
of 1859, just as heavy settlement was beginning, and rawtmdl scant through
November of 1860. Most settlers began the drought witle br no reserves, and as
many as one-fourth left the Territory (Blackmar 1912; Cut&83; Holloway 1868).
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Thirty thousand settlers left the Territory for the btmimes from whence
they came, abandoning claims, improvements, and all hHoggcoess in
the West. The long procession crossed the border darydsy, and the
disheartened, disappointed emigrants returned to their $idaacring ill

reports of "God-forsaken Kansas." About seventy thousandined, --

of whom perhaps, forty thousand were able to weatleestitess of the
times, but unable to aid the thirty thousand, too destituém ¢o get

away (Cutler 1883, Part 61).

Kansans reportedly faced actual starvation, and recenast] eed, clothing and
nearly $84,000 in money from eastern states (Cutler 188&h tki¢ exception of 1863
and 1865, the drought lasted over eight years, ending in MdrtB68 (Flora 1948).
Not all portions of the Territory were equally affectegthe rainfall shortage. Farms
near the Missouri River and in the wetter northeaspartion of the state were less
affected than those further west, and settlement imsohéheast was further along. The
condition of the western portion of the territory wasorly understood because there
was as yet little settlement in the more arid westalf of Kansas and weather data
were collected in only a few locations. However,rallehe drought is thought to have
ranked with the Dust Bowls years in severity (Flora 1948).

Most of the state was free of drought during the 1870s and 1&&skmar
1912), but in the early 1870s a severe drought hit western &aasd portions of
Missouri, Nebraska and Colorado. By this time precigitatvas being measured in
central and western Kansas locations, so the recondrise complete, showing less than
eight inches of rainfall in some years. As in the 186@sight, the northeast portion of
Kansas had sufficient rainfall, but the drought culminatetieninfamous “Grasshopper
Year” of 1874, the heaviest recorded infestation of grasshqppkesting the entire
state (Blackmar 1912; Flora 1948). The early 1880s againtsmawedstern portion of
the state in drought and receiving relief. Writing adesagnt was first pushing into the
area, Cutler reported the seasons were so uncertaieMv/é&ansas should not fairly be
classified agricultural, and that Trego County was “nextvbrthless for agricultural
pursuits” (Cutler 1883).

Despite these hardships, the population of westernasagsadrupled between
1880 and 1890 (Worster 1994), and tripled in the western countiesir sample
(Gutmann 2005a). The subsequent drought of 1894-95 was remiro$¢batdrought
of 1860, leading to widespread crop failure, dust storms, anchigu#tion of recently-
arrived settlers. Worster claims that many as 90 pefeénin the mid-1890s (1994).
While we do not find so precipitous a drop in populatiorth@ western counties we
study, some experienced population declines of 25% to over 8d#edn 1890 and
1900 (Gutmann 2005a). In addition, the number of farms tedpdy. For the most
part, acres in farms continued to rise, reflecting faomsolidation among those who
were able to stay or in-migrate (Gutmann 2005b). Stevenmt{, later to be in the
heart of the Dust Bowl, experienced a 60% decrease imuh&er of farms (and
people) along with a 20% decline in the number of farmsacre
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The last reported drought before the 1930s extended from 191 #& with a
year of respite in 1915 (visible in all panels of Figuresgjting records for low rainfall
and high temperatures not broken until the 1930s. “The fiveqyedod ending with
1914 was marked by an almost unbroken series of months witbietgf precipitation
and an average annual amount of 23.40 inches for the $at# is almost as low as
that of the average for the five driest years duringditmight of the 1930’s” (Flora
1948). By this time the population included relatively few rawwals, and seemed
better able to withstand adverse conditions. Sontheofvestern counties continued to
grow, while population in the eastern regions stabilizédrther evidence of farm
consolidation is reflected in fewer farms, but notdefarmed acres, between 1910 and
1920. Kansas experienced a succession of relativelyeaes petween 1918 and 1929,
ending with the onset of the “dirty-thirties” drought, alniasted until 1942.

The objective of this paper is to understand the consegseafcthese droughts
for families and farms, making use of census population amnch fecords. The
Demography and Environment in Grassland Settlement projest individual-level
population and farm records from the 25 townships shoviAgres 1 and 2, chosen to
capture variation in environment. The Kansas State BoAdriculture conducted a
population and farm census every 10 years from 1865 to 1925.h€ogeith the
federal census records, we have a nearly completsedatiafive-year intervals, with the
exception of 1890 when no microdata are available, 1900 and 1849 there are no
farm microdata, and some township-specific gaps wheretijgal data have been
lost. These records have been digitized and linked batés-sectionally (farms to
individuals) and longitudinally (individuals to individuals rass censuses). Farm
records include the number of acres in each farm andfisgeabout land use, livestock
and value. Household context is drawn from the populatemsuses, which are
organized by dwelling. From these records, we know the afjse@nand can infer the
relationship of each household member. We identify fasoséholds as those where at
least one member linked to a farm record. We expectayrimapact of drought on farm
size at census observations following more frequedt savere droughts (years with
total rainfalls well below both expected and necessarguats) and in the more arid
western zones.

We explore three hypotheses: 1) during the time of ssttié droughts will
interrupt trajectories of population growth and incorporatf land into agriculture ; 2)
after settlement, droughts will accelerate the ttajgoof farm consolidation resulting in
fewer farm households on larger farms; and 3) in thisodebefore widespread
adoption of mechanization, the underlying relationships hage shown between
lifecycle, labor and land will not be altered by cordattion, which should also result in
more laborers per household while leaving the ratio ofrlaldo land unchanged.

Describing Familiesand Farmsover Time

The amount of land in farms in our Kansas townships géiyegrew at an increasing
pace for the first 15 to 20 years after settlers begannay in each township. After that,
the pace of growth slowed for a decade, and then theranaddarmland leveled off
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(Table 2). The number of farms followed a similajetcéory, but fell in later decades as
farms consolidated.

There were differences between the Malin zones whaflect environmental
differences and perhaps settlement during drought conditibmBal settlement
coincided with a drought period in all but the western WAQ@=dtle-Sorghum zone. In
the other zones, the slower rate of growth during thlg gaars of the 1860s drought as
compared to the next decade could have been a featune skttlement process, or
drought could have retarded the rate of growth, partigularthe Bluestem Pastures.
The drought and grasshopper plague of 1874 does not seem to bewaratjed
farming overall, the number of farmed acres and thebeurof farmers continued to
increase from 1870 to 1875.

The interval between 1885 and 1895, in which there was seveught in the
western regions combined with accelerating intereseitlement, saw acres in farming
stagnate for the sampled townships in the Central WBeidtt and Wheat-Cattle-
Sorghum zones. Some farm consolidation also occurrtdasaime, with more acres in
large farms and fewer farms (Table 2). The Corn BeltBloestem Pastures continued
to gain farm acres. The decade between 1895 and 1905 was freardf dry years,
and smaller farms held fairly steady as a proportiomlbfarm acres. We look for
effects of the drought of 1910-17 in changes between 1905 and 18lgtareen 1915
and 1920. Across the state, land in farms increasedlgligpm 1915 to 1920. Yet,
before 1915 there were declines in the number of farmse a@es in larger farms, and

stabilization of acres in farnfs The widespread series of dry years in the 1910s ushered

in the long-term trend toward greater farm consolidation

2 The number of farms and acres in farms in the Wheatecaatighum zone is exaggerated by
township boundary changes in Stevens County in 1920.
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Population was affected by drought in Kansas, but recovieoed dry years
during settlement. The infamous drought of 1860 may wek Isdowed settlement in
eastern Kansas, while the dry years before the 1895 cdissupted settlement in the
western part of the state. The population reboundedebgriti of the century, reaching
peak numbers in 1910 and declining thereafter. The situatidesss clear for the
drought in the 1910s, however. It is possible that repeated dsoledhto out-migration
without replacement in-migration, and to fewer and lafgens. However, in addition
to aridity, drought, and maximization of acres in farminghmg farmers and potential
farmers to leave, expanding employment opportunities el®wvéind war in Europe
also pulled population out of Kansas.

Thus far, the changes we describe make use of crossrsgaiata from full
enumerations of farms in the 25 townships. We now tiuthe population data to ask
whether changes in labor at the township or householdl laccompanied farm
consolidation, and whether such changes were iritiate accelerated by drought.
Similar to the county populations, the townships weagen@ with older household
heads, and starting in about 1900 fewer children and in 191€r fgaung adults,
particularly women. Based on census occupation, therityapf persons with a listed
occupation were employed in agriculture, a fact that did amange over the yedts.
However, in the later years as the number of faregab to decline there was a shift in
the composition, with a greater proportion of farmolass among those employed in
agriculture. In addition, there were a small but grgwpercentage of adult farm
laborers in non-farm households. Roughly one-third lo@lseholds had a working-
aged adult man (aged 18-65) in addition to the household hedfanm households
having more working-aged males than non-farm households (&8 1.23,
respectively p=.0000). Households with more than one adult male were momenon
in the earlier years, in farm households beginning in 18¥b)ess common in the Corn
Belt and Wheat-Cattle-Sorghum zones. In all areaspéncentage of farm households
with more than one man was volatile during settlems&ieadied for 20 or 30 years, and
then began falling (Table 3). Such households again became more common between
1925 and 1930 as the Great Depression pulled some populatiorohackltareas. In
the Bluestem Pastures the decline was most pronounoed afipeak of nearly half of
all farm households in 1880, to a low of less than otle iiif 1925 and back up to one
quarter in 1930. Farm consolidation occurred in the comtedecreasing numbers of
male laborers in farm households, and a smaller priopast households with multiple
adult laborers in the zone with the most farm cadatibn.

% There was some discrepancy between the number of personsratedimes farmers and the
number of farms listed in the agricultural records. /biver 90% of those with farm records were
identified as farmers in the population census, nearlyfifiheof the heads with the occupation of
farmer did not link to a farm record. This mismatchswmuch greater in the earlier years and
lessened over time, probably due to a combination of increasegleteness of the farm census,
accuracy of the population census, and success in linkimgsfand farmers. It occurred more
frequently in the Bluestem Pastures and less so in the Centeat\Bélt.

* Excluding households of more than 7 persons where all welés,adinich eliminates group
guarters, railroad camps, army garrisons, etc. Using all adigs mpeoduces similar results.

> A similar pattern occurs for teen-aged boys in farm households
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Table 3. Percentage of farm households with more than on&imgzaged man (18-
64).

Mixed Corn Bluestem Central Wheat-Cattle-
Farming Belt Pastures  Wheat Belt Sorghum
1860 37.1 14.3 32.3 28.6
1865 38.6 19.3 24.3 11.8
1870 35.3 19.8 39.9 43.8
1875 29.1 21.1 33.5 25.5
1880 34.1 31.1 43.8 32.1 18.0
1885 33.8 35.0 38.2 34.2 24.4
1895 35.8 33.6 35.5 31.5 29.0
1900 31.7 28.3 33.1 30.5 32.3
1905 36.7 32.9 34.3 32.0 24.7
1910 31.9 274 28.5 29.5 21.3
1915 24.3 29.3 28.8 26.3 25.3
1920 22.2 33.2 23.9 23.2 24.8
1925 25.3 26.7 17.2 19.9 23.1
1930 25.6 27.2 25.3 25.3 27.9

Given stabilization of farmed acres and an aging populationsolidation did not
necessarily imply out-migration of existing farmers.urQlata allow us to follow
individuals over time, as they form households and dpteexit) farming® Compared
to others, farmers were less likely to leave (orenikely to be present in the sources so
that we can link them from census to census). The piopoof farmers who
previously resided in the township dropped from 40 percent in 18@® fmercent in
1870, as more recently settled townships were included inldte and perhaps with
some effect from the 1860s drought. The proportion thembeld continuously except
between 1885 and 1895, during the drought period which interruptéshesit of the
western counties. After 1885, less than half of all flwonseholds were new to the
township, and by 1930 three-quarters of farm households sathple townships could
be linked to a prior census, meaning that at most only onéequegre in-migrants. At
the same time, the overall population, including farmrafoes, was aging. Farm
consolidation could have been as much about managingawitliging and shrinking
population as it was about technology and increased \Wiggeushing out would-be
farmers.

Farmers were a fairly stable group occupationally. Mash household heads
who linked forward (for example from 1915 to 1920) remained dasimsomething we
can judge both from their occupation in the population wemsd the fact that they
were enumerated in the farm census. There was Hetlallanovement and downward
occupational mobility, however, with about one-fifthddtin the succeeding census as
tradesmen and a small percentage reported as agricultunahspecified laborers.
Some farmers changed occupations more than once, a@ag mot uncommon to have

® Linkage affects all estimates of in- and out-migration.
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both a trade and be a farmer (e.g., Farmer, to Faan@Carpenter, to Carpentér)A
slightly larger proportion changed occupations in the &km®m Pastures and Wheat,
Cattle, Sorghum regions as would be expected with calasmin. There was perhaps a
slight tendency for more farmers to change occupati@an tmme, but no evidence of
drought periods affecting occupational change among housebatis.h Adults who
were employed but not household heads were less likebe tiisted as farmers, and
non-head farmers showed both upward and downward shiftzupation, with slightly
over half remaining farmers and one-third next listed gag@tural laborers. Those
listed as agricultural laborers were quite likely tofémemers in the next census (62%),
but most of these were farm sons establishing their fawn households. There were
very few heads of household who were farm laborers,thmy showed remarkable
mobility, with half listed as farmers in the subsequeansus. A greater percentage of
farm laborers were able to climb this rung of the agical ladder after the periods
leading up to the 1905 and 1915 censuses, and this change in mccuysg more
common in the Corn Belt and Bluestem Pastures. The wypytgrfor farm laborers to
establish farms of their own could have been influencedrbyghts but may have been
an unexpected outcome of farm consolidation. Althougistnfarmers we followed
forward in time remained in farming whether they weradseof a household or
otherwise, a small proportion left farming while remaininghe township and a larger
but declining proportion left farming and the township. Qiseh establishing their own
households, sons of farmers already residing in the sioygnwere more likely to
become farm operators than were others.

There are three possibilities to reconcile farm cbaabon with static numbers
of laborers in households. One is that the labaersiot household members, and we
do see that in our Kansas townships. There were a duotafirowing percentage of
adults listed as farm laborers living in non-farm housho Another is that early
mechanization, such as harvesters, reduced the needdcround labor. Occasional
farm laborers may have been itinerant and not enuntgratéocal but enumerated with
the occupation they followed for the rest of the ye@he third is that labor formerly
needed for land clearance was freed for regular farnk wbabout the same time that
consolidation got underway, shifting tasks while keepingntimaber of laborers fairly
constant. On the other hand, opportunities elsewherehaay been the driving force,
and farm consolidation and rising technology resporsesreduced pool of both farm
labor and farm operators.

Testing Relationships on Individual Farms

Relationships between events, household structure, docadind time unfolding on
several dimensions are difficult to assess in a seayfesne or two dimensional
comparisons, so we turn to multivariate modeling to skether observations hold
when many factors are taken into account simultaneoudlg. use individual growth
models in a multi-level mixed regression to make the best of our longitudinal
unbalanced panel data. The method compares detrended popalaiages along a

" There was no evidence of this resulting from differencélsdriederal and state censuses.
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time continuum (in this case age of the household hézitihg us model changes in
farm size using information from all cases, including ¢hedth only one observation,

and minimizing potential linkage bias. Fixed-effects coigffits are interpreted as
shifts, up or down, in the change in farm size betws®ntime point and the next, so
that positive coefficients denote affects towardgdarfarms and negative coefficients
towards smaller farms. In earlier analyses we hhawe/s household land-use changing
predictably over time as the head ages and children are imature and leave home,
the importance of a labor cycle incorporating non-farhousehold members, and a
strong association of adult males with larger farntsranre cropped acres.

To ask whether these land-labor relationships are rolousixtreme climate
events, we include as a series of covariates the nuwoibdroughts in the years
immediately preceding our census observations (Table dlenWre include drought in
our model, all other effects have the same directizth magnitude as we found earlier
(Table 5)® Farm size increases and then decreases across Hduseds’ lifecycles.
Farms were smaller in the earlier years, smalleheneast, larger in the west and largest
in the Wheat, Cattle, Sorghum zohemportantly, the relationship of male labor to
farm size was also unchanged in direction or magnitéakilt males in each age group

were associated with larger farms, with a greateceft@ men who were not the sons
of the head.

The important finding of this analysis is that, the numifedroughts in the five
years before the census had a strong downward effettteosize of farms, with each
drought increasing the magnitude. One drought is estimatiettease farm size by 42
acres (compared to times where there were no droughite iprevious five years and
net of the effects of other coefficients). Farmsawnships experiencing drought in
three-fifths of the years preceding the census weadyn&50 acres smaller, on average.
The droughts of the early 1890s coinciding with settlemethe western Wheat Cattle
Sorghum townships did indeed retard farm growth, even faetiho had male labor
at hand. Dry years in the 1910s and 1920s were widespreadoadandheir toll on
individual farmers, even while farm consolidation was uwdgr

®In order to be comparable to earlier results, we regtree analysis to years where crop acreage
data are available (1875, 1885, 1895, 1905, 1910, 1915, 1920, 1925 and 1930). There are 16281
observations, over 9828 individuals.

° A model without Malin zones in the fixed effects returrsdailar results, but this model had
slightly better fit.
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Table4. Number of droughts in the 5-year period prior to the cgrispicounty and

Malin zone.

1875 1885 1895 1905 1915 1920 1925 1930

Corn Bdt

Doniphan
Nemaha
Republic
Smith

Copo

[eNeNoNe]

[eNeNoNe]

OO RrF

OONDN

R R OR

= NOO

[eNeNoNe]

Mixed Farming

Allen
Crawford
Franklin

oo ©

[oNoNe)

[

N

N

[oNeoNe)

[oNeoNe)

Bluestem Pastures

Chautauqua
Chase
Wabaunsee

[oNeNe)

=)

oOOoON

ON P

[oNeoNe)

[oNeoNe)

Central Wheat Bt

Dickinson
Ellsworth
Pawnee
Pratt
Rooks
Sedgwick

OOoOOO

[cNeoloNoNeNe

OOPFrEFrOoOOo

NEFENNDNPE

RPNR R R

OFrPOOrOo

OFrPOO0OO0OO0o

Cattle Wheat Sorghum

Cheyenne
Decatur
Ford
Kearny
Lane
Stevens
Thomas
Trego
Wallace

Ooo

wOOI\.)I\.)

3
2
2

2

[cNoNoN Nelel

0
0

RPRPRRPRPRPNRRR

ONPFRPPFPOOORER

PRPOOOODOOOoO

OFRPPFPOOOOOO

Notes Droughts before 1895 from historical sources; droughts after 1895 based dioddroan
normal. Blank cells have no census data, or census dasahiaiekehold (dwelling) identifier.
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Conclusions

The history of Kansas farming families is largely oné awaptation to new
environments, including levels of uncertainty. NewconterKansas were less able to
adapt, unprepared as they were for an environment where rivgpevere widespread,
frequent, severe and prolonged. Farmers in the moreenaille and arid middle and
western parts of the state learned that they needeel pasture and larger fields to be
successful. Rapid growth in farms and population followssl settlement period,
interrupted by drought, but resumed after. A period of stidiswed, and then
consolidation following the droughts of the 1910s. Drougterfared with individual
farmers’ ability to increase land holdings and may hdageaal a role in starting Kansas
on the path to a smaller, sparser and older population.

What makes our analysis interesting is the capacityeto a clear relationship
between population, agriculture, environment, and weathdrealecadal scale that we
have used. In this and earlier work, we show that thene definite relationships in
Kansas between farmer’s age, farm size, and the s&zstaucture of farm households,
controlling for the environmental zone and the time penodhich the farming was
taking place. In this paper we show that environmentatkshbke a period of drought
do not change those relationships, but they appear to remiterage farm size
temporarily, on the way to allowing further settlemend a&ventually consolidation.
The lessons learned are important: when examined Hdgrafud in context, both the
broader environment and short-term changes in weathégrethin the American past.

224



References

Bengtsson, Tommy, Cameron Campbell, and James Z2Déd.Life Under Pressure:
Mortality and Living Standards in Europe and Asia, 1700-190@ MIT Press,
Cambridge, Massachusetts and London, England.

Bengtsson, Tommy, and Martin Dribe. 2006. Deliberate cbmra natural fertility
population: southern sweden, 1766-188dmography3(4): 727-746.

Bengtsson, Tommy, Gunnar Fridizius, and Rolf Ohlsson, &6881. Pre-Industrial
Population Change: The Mortality Decline and Short-Term Populaiton
MovementsAlmquist and Wiksell International, Stockholm.

Blackmar, Frank Wilson, ed. 191Ransas: A Cyclopedia of State History, Embracing
Events, Institutions, Industries, Counties, Cities, Towns, P Persons, Etc.
2 vols.

Cunfer, Geoff. 20050n the Great Plains: agriculture and environmefhvironmental
history seriesTexas A&M University Press, College Station.

Cutler, William G. 1883History of the State of Kansas: Containing a Full Account of
Its Growth from an Uninhabited Territory to a Wealthy and Important Stite
Its Early Settlements; Its Rapid Increase in Population; and the élaus
Development of Its Great Natural Resourcgd . Andreas, Chicago, lllinois.

Deane, G., and M. P. Gutmann. 2003. Blowin' down the raaastigating bilateral
causality between dust storms and population in the Gaans. Population
Research and Policy Revi&&(4): 297-331.

Findley, Sally E. 1994. Does drought increase migration?udysbf migration from
rural mali during the 1983-1985 droughtternational Migration Reviev28(3):
539-553.

Flora, S.D. 1948. Climate of Kansas. Report of the Kansas State Board of
Agriculture Kansas State Board of Agriculture, Topeka, Kansas.

Gutmann, Myron P. 1977. Putting crises in perspective:ifipact of war on civilian
populations in the seventeenth centgnales de Démographie Historiqa®1-
128.

. 1980. War and Rural Life in the Early Modern Low Countrid®rinceton
University Press and Van Gorcum & Co, Princeton, AssenNetherlands.

. 2005a. Great plains population and environment data: Agricullata] 1870-
1997 [United States] [Computer file]. Inter-university Conisont for Political
and Social Research [producer and distributor], Ann Arldr,

. 2005b. Great plains population and environment data: Socdalemographic
data, 1870-2000 [United States] [Computer file]. Inter-univeiGSiysortium for
Political and Social Research [producer and distributarhy Arbor, MI.

Gutmann, Myron P., Sara Pullum-Pifién, Glenn D. Deand, Knistine Witkowski.
2005. Land use and the family cycle in the U.S. Greah$I8ubmitted to Social
Science History

225



Gutmann, Myron P., Sara Pullum-Pifién, and Thomas W. fAuBO02. Three eras of
young adult home leaving in twentieth-century Ameridaurnal of Social
History 35: 533-576.

Hautaniemi Leonard, Susan, and Myron P. Gutmann. 2005.ddaddderly in the U.S.
Great Plains. the roles of environment and demography inirgges vulnerable
population.Annales de Démographie Historiq(®): 81-108.

Holloway, J.N. 1868A History of Kansas from the First Exploration of the Mispissi
Valley to its Admission into the Uniodames, Emmons & Co, Lafayette, Indiana.

Leonard, Susan Hautaniemi, Glenn D. Deane, Myron P. &utmand Kenneth M.
Sylvester. 2007. Household and farm transitions in envirataheontext. In
Social Science History Associatiddhicago, IL., Chicago.

Libecap, Gary D., and Zeynep Kocabiyik Hansen. 2002. "Rainwslithe plow" and
dryfarming doctine: The climate information problem and heteeed failure in
the Upper Great Plains, 1890-192%e Journal of Economic Histog2(01): 86-
120.

Malin, James Claude. 194The Grassland of North America: Prolegomena to its
history. James C. Malin, Lawrence, KS.

. 1955. The Contriving Brain and the Skillful Hand in the United States;
Something about History and Philosophy of Histdr. Malin, Lawrence, KS.

Meze-Hausken. 2000. Migration caused by climate change:vbhbwrable are people
in dryland areasMigration and Adaptation Strategies for Global Chartfd):
379-406.

Sylvester, Kenneth M., Susan Hautaniemi Leonard, MyroG&mann, and Geoff
Cunfer. 2002, publ. 2006. Demography and environment in grassland settlem
using linked longitudinal and cross-sectional data to expluyesehold and
agricultural systemddistory and Computind4(1): 31-60.

Sylvester, Kenneth Michael, and Geoff Cunfer. 2009. An uarebered diversity:
Mixed husbandry and the American grassladagicultural History 83(3): 352-
383.

Whitney, Milton. 1895. Soils in their relation to crop gustion. In Yearbook of
Agriculture 1894 edited by U. S. D. O. Agriculture. U.S. General kngntOffice,
Washington, D.C.

Worster, Donald. 1994Nature's Eeconomy: a history of ecological idea&s ed.
Cambridge University Press, Cambridge.

Wrigley, E.A., and R.S. Schofield. 198The Population History of England 1541-
1871: A ReconstructiorHarvard University Press, Cambridge, Massachusetts.

226



Changesin Broad Demographic Behaviors
After the 2003 European Heat Wave

Francois R. Herrmann, Jean-Marie Robine, and JeareRgchel

Abstr act

More than 40,000 additional deaths occurred in Europe during0d@ August heat
wave. Such extreme meteorological events are expecteteatlygincrease in the
coming years as a consequence of global warming. Casuaiiebeen essentially the
oldest old people. This paper aimed at assessing poshémges in individual and
family broad demographic behaviors after the 2003 Europeamwhgatregarding the
oldest old, as well as public health and migration policie®lation with their care.
Demographic behaviors are defined not only as giving birtimigrating but also as
raising children and caring for the elderly. ModificaBomnder consideration
comprise changes in type of housing (nursing home versus indiiduaehold),
type of living (alone versus with children), type of daigre (institutional versus
family care, formal versus non formal care) and evolutiothefoldest old support
ratio as well as migration policy for caregivers and dalieation of nursing homes.
This paper discusses data availability for assessingchaiiges dealing with the life
and care conditions of the oldest old members of Europeecieties.

Introduction

The 2003 heat wave has brutally revealed to the public aatthhauthorities the
existence of a large number of frail oldest old withia Buropean populations. After
comparing the daily numbers of deaths during the summer of t0l®se occurring
during the 1998-2002 period in sixteen European countries, amoadtlif0,000 deaths
were observed, including 44,572 additional deaths during the AugaisivMa@ein the
12 countries detailed in this paper (see Table 1) (Robineyr@hée Roy, et al. 2008).
The oldest old and women represented the largest shtris afortality crisis.

In this paper we examine how families and national adtnations organized
themselves to take care of these persons before andledteccurrence of this major
event.
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Table 1. Delta between the number of deaths recorded in August 2@0Barmaverage
number of deaths recorded during the months of August i1988-2002 reference
period and excess mortality ratio (expressed as a pageribr 12 European countries.

Delta Ratio
Austria 15¢ 2.6
Belgium 43¢ 5.31
Denmark -49 -1.04
France 15257 36.9:
Germany 729¢ 10.97
Italy 9712 21.8]
L uxembourg 73 25.0(¢
Netherlands 57¢ 5.24
Portugal 219¢ 27.7¢
Spain 6461 22.8¢
Switzerland 46¢ 9.81
United Kingdom 1987 4.90

Method

Extensive searches were performed using scholar datalddsdbne, Google scholar)
with the following keywords: “elderly” and “heat wave”jllégal migration” and

“elderly care”, “illegal migrants” and “care” and “eldy’, “institutionalization” and

“foreign workers”, as well as the same plus the t&statistics”.

We also checked for specific indicators in official statal databases such as the
Human Mortality Database (HMB)the Organization for Economic Cooperation and
Development (OECD Health data 2008 CD-ROM. www.ecosamng@ecd.htm),
EuroStat as well as some country statistical offices whichengirectly contacted. Al
cited numbers are value observed at the end of the nodridlecember. As data from
HMD are provided on January,land data from the OECD are given on Decembg&r 31
we shifted back HMD data by one year to allow for diemhparisons across all tables
and figures.

Finally given the small number of hits we had to extend smarches on the
internet using the Google search engine.

! Human Mortality Database. Available at www.mortality.org or www.aomortality.de.
Accessed: 13.4.2006.

2 Eurostat. Expenditure on care (% of Gross Domestic Pro@RE) for elderly. Data from
Eurostat. Accessed: 5.8.2009. The indicator is defined g=ethentage share of social protection
expenditure devoted to old age care in GDP. These experdditover care allowance,
accomodation, and assistance in carrying out daily tasks.
http://epp.eurostat.ec.europa.eu/tgm/table.do?tab=table&inglkbih=1&language=en&pcode=t
sdde530.

228



Reaults

We can identify two types of responses destined to cope thve heat wave, an
immediate reaction characterized by the health atig®recommendation to rehydrate
elderly people, avoid overheated spot (South oriented wisddiving under an
uninsulated roof), to provide emergency care and manage the aldiad by setting up
temporary morgues in refrigerated warehouses.

A second set of delayed responses dealt with the detailedat of casualties,
adapt or fix the health care systems, develop resestrategies and recommendations
through international projects, such as the EuroHeaggirbjvhich was coordinated by
the World Health OrganizatierrRegional Office for Europe and co-funded by the
European Commission (EC). It proposed the developmemitafnal heat-health action
plans which have been implemented by several countries.

The immediate demographic consequences of the 2003 heat weree a
mortality increase and a temporary apparent decrease prabortion of residents aged
85+ in some European countries in the year followingetent, like Italy, France or
Germany (Table 2).

Table 2. Yearly proportion (%) of the population aged 85+ (both gendétar)12
European countries at the end of December.

2000 2001 2002 2003 2004 2005 2006

Austria 1.79 1.70 1.61 1.53 1.57 1.69
Belgium 1.79 1.73 1.63 1.55 1.58 1.71 1.84
Denmark 1.84 1.84 1.84 1.85 1.85 1.90 1.94
France 2.06 1.94 1.85 1.77 1.79 1.96 2.14
Germany 1.88 1.78 1.66 1.56 1.60 1.74 1.89
Italy 2.20 2.19 2.10 1.98 1.98 2.12 2.27
Luxembourg 1.35 1.32 1.30 1.24 1.25 1.33 1.35
Netherlands 1.42 1.43 1.44 1.43 1.46 1.53 1.60
Portugal 1.50 1.53 1.53 151 1.52 1.57 1.63
Spain 1.77 1.80 1.80 181 1.84 1.89 1.97
Switzerland 1.98 1.99 1.99 1.98 2.00 2.07 2.16
United Kingdom 1.90 1.91 1.88 1.85 1.90 2.00 2.09

Note Data from the Human Mortality database.

But as shown in Table 3, there have been no change iartfer 65+ population.
To verify the existence of a cohort effect distincnfi the 2003 heat wave effect, we
looked at the number of births, which occurred 85 years ®&dfe heat wave which
corresponds to the year 1918 and before. Figure 1 showspadgtiease in the number
of births in the European countries (F, I, B) engaged enRinst World War (WWI)
which is not the case for Spain. This translatesrelaive deficit of the 85+ cohort size
of these countries as shown in Figure 2 which starthenyear 2000 and reach a

3 WHO 2008. Heat-health action plans (eds M. Franziska, B. Graham, M(dedsfiosaet a).
WHO Regional Office for Europe, Copenhagen.
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Number of birth

minimum in 2003. In contrast Spain shows a local minimanits 85+ cohort in the
year 2003, which can reasonably be attributed to the 2003 heat w

Table 3. Yearly proportion (%) of the population aged 65+ (both genttar)12

European countries at the end of December.

2000 2001 2002 2003 2004 2005 2006
Austria 15.4 15.5 15.5 15.5 16.0 16.5
Belgium 16.9 16.9 17.0 17.1 17.2 17.2 17.1
Denmark 14.8 14.8 14.8 14.9 15.0 15.2 15.3
France 16.1 16.2 16.3 16.3 16.4 16.4 16.4
Germany 16.6 17.0 17.4 17.9 18.5 19.2 19.7
Italy 18.5 18.7 19.0 19.2 19.5 19.7 19.9
Luxembourg 13.9 13.9 14.0 14.1 14.3 14.4 14.0
Netherlands 13.6 13.7 13.7 13.8 14.0 14.3 14.5
Portugal 16.3 16.6 16.7 16.8 17.0 17.1 17.3
ain 16.9 17.0 16.9 16.9 16.8 16.7 16.7
Switzerland 15.4 15.5 15.6 15.7 15.8 16.0 16.2
United Kingdom 15.8 15.9 15.9 16.0 16.0 16.0 16.0
Note Data from the Human Mortality database.
1400000
—o— Austria
1200000 - —a— Belgium
Q o %d —a— Denmark
1000000 - .M —o—France
!u““:“‘b‘"mn Germany
800000 - igs
—o— ltaly
600000 | —+— Luxembourg
—<— Netherlands
400000 - e P Ortugal
—o—Spain
200000 - === Switzerland
0 —a— United Kingdom

1860 1870 1880

Figure 1. Number of births by year in 11 European countries.

1890

1900

1920

1930
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Note German data are not available before 1946 and thus apeesented. Data from the Human

Mortality database.

230




Number of 85+

1800000
1600000 - —o— Austria
—=— Belgium
1400000 -
—— Denmark
1200000 - —o—France
—=—Germany
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800000 - —— Luxembourg
—— Netherlands
600000 - — Portugal
400000 - —— Spain
—o— Switzerland
200000 - —— United Kingdom
O T T T T T T
1975 1980 1985 1990 1995 2000 2005 2010

Year

Figure 2. Number of 85+ by year in 12 European countries.
Note Data from the Human Mortality database.

Beside infants and children, people with chronic diseaséstee elderly are the
populations most vulnerable to a heat wave (Kovats,tHagd Wilkinson 2004). As
elderly persons tend to loose their thirst feeling thusdmmking enough they need
close surveillance and stimulation to drink regularlyimiyithe hot period. Depending
on the dependency level of the elderly persons and $eio-cultural environment
which vary from country to country, there are differpossibilities to provide them
with adequate care: to stay at home alone or withahely, to receive formal home
care services, or to be placed in a nursing home.

While trying to evaluate the changes in the proportioeldérly cared in these
different settings before and after the year 2003 wadcoot find many of such
indicators. The organization for economic cooperatiod aevelopment (OECD)
introduced some indicators in their 2008 CD-ROM databaseessidg issues related
with the elderly, but they are available for only a fesuntries and cover only a limited
number of years.

Staying at home or with the family

Spouses of dependent people significantly contribute tonrafbrare as long as they
are able to provide such help. Moreover studies have stimkey role of middle aged
women (50-74) who not only care for their parents or wsldbut also help their

children raise their grandchildren (Spillman and Pezzin 2000).

The oldest old support ratio defined as the ratio of peaydel #0-74 to those
aged>85 is useful for monitoring changes in the population agetstre. This ratio
also provides proxy information on the number of people ntiadey available to
provide informal care for one person age&b (Robine, Michel and Herrmann 2007).
The secular trend of this ratio indicates a regularedse, but as shown in Table 4 in
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the year 2004 following the European heat wave the OOSéh r@docal maximum
particularly for the countries who sustained most ofdbaths during the heat wave
(France, Germany and Italy) but which were also thet mmscerned by the deficit of
birth during WWI. An exception is Spain who kept its dowrthiaend.

Table 4. Oldest old support ratio (number of people aged 50-74/numbdr-ag) for
12 European countries at the end of December.

2000 2001 2002 2003 2004 2005 2006

Austria 14.4 15.2 16.1 17.0 16.7 15.6
Belgium 14.7 15.3 16.3 17.3 171 15.9 14.8
Denmark 14.5 14.6 14.8 14.8 15.0 14.7 14.6
France 12.2 13.0 13.9 14.6 14.6 13.4 12.4
Germany 151 16.1 17.3 18.6 18.2 16.9 15.8
Italy 13.1 13.2 13.8 14.6 14.6 13.6 12.7
Luxembourg 18.0 18.4 18.8 19.8 19.9 18.8 18.3
Netherlands 17.6 17.7 17.9 18.2 18.1 17.5 17.0
Portugal 17.7 17.4 17.5 17.8 17.9 17.4 16.8
Spain 14.5 14.2 141 14.0 13.7 13.4 12.9
Switzerland 13.2 13.2 13.3 13.4 13.4 13.0 12.6
United Kingdom 13.6 13.6 13.8 141 13.7 131 12.6

Note Data from the Human Mortality database.

Most of the European countries are encouraging elderlylpaostay at home
and some even provide monetary incentives for the fatoilake care of them either
directly (Denmark, Ireland, Norway, Sweden, and the dritmmgdom) or through care
recipients (e.g. France, Germany, the Netherlandsy&dloand Sweden) (Fujisawa and
Colombo 2009). But this was not always the case as ire smuntries admission to
nursing homes was encouraged due to lack of housing. The EURORRE -
Services for supporting family carers of elderly peopieEurope: characteristics,
coverage and usage - a project funded by the European Uniombdssin its final
reports a detailed account of the situation in 23 Europaantiges regarding the profile
of family caregiver as well as migrant care and doimesbrkers (both legal and
illegal).

The 23 detailed reports published between 2004 to 2005 provideseeakcell
information on each countries statistics and polides,neither they address the effect
of the 2003 heat wave, nor provide trends data to addressualyrquestion.

Table 5 shows the proportion of formal home care renfpaged above 65+. This
indicator was recently introduced by the OECD, but islalbks for only 6 countries and
one of them has no data before the year 2004. Francendeates a marked increase in
this kind of long term care going from a lowest 3.1% tt¥/%&the year after the 2003
heat wave. As a comparison, Denmark and Switzerland prdertdeal home care to
more than 12% of their 65+ citizen and these rates dicdmange much in relation to
the heat wave.
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Table 5. Long term care recipients at home (% among aged 68p ilEuropean
countries.

2000 2001 2002 2003 2004 2005 2006

Austria
Belgium
Denmark 12.4 12.8 13.1 13.3 12.7 12.7 12.9
France 3.1 4.4 51 5.5 6.0
Germ%Ty 7.0 6.9 6.9 6.6 6.6 6.7 6.6
Italy
Luxembourg 6.4 6.6 5.9
Netherlands
Portugal
Spain
Switzerland 12.6 12.1 12.0 12.0 12.1 12.3 12.4

United Kingdom

Note Data from the OECD 2008 CD-ROM database.

Nursing home placement

As it can be seen in Table 6, the evolution in the nunalbdong term care beds in
nursing homes follows two main trends: either large orllsmerease from below 15
beds per 1000 resident aged 65+ in Italy in 2000 to 17 in 2006, areade from 42.9
to 22.1 in Denmark. France shows large fluctuations withta ggp in 2002 and a leap
going from 13 in 2003, to 29 in 2004 and 39 in 2006, which can be rddgdin&ed to
the 2003 event.

Table 6. Long term care beds in nursing homes per 1000 population6ageth 12
European countries.

2000 2001 2002 2003 2004 2005 2006
Austria
Belgium 71.0 70.8 715
Denmar k 42.9 39.8 37.5 34.0 30.2 25.5 22.1
France 16.9 16.7 12.9 28.7 34.4 39.2
Germany 46.5 46.5 47.8
Italy 14.0 14.5 15.7 16.3 16.0 16.5 17.4
L uxembourg 47.5 48.8 44.6
Netherlands 26.9 27.3 26.5 27.3 28.1 28.2
Portugal
Spain 18.9 21.3
Switzerland 22.0 21.0 19.9 19.6 18.7 18.2
United Kingdom 715 70.4 70.3 69.8 69.4 71.1

Note Data from the OECD 2008 CD-ROM database.

As it takes time to plan and build nursing home, the $asted only way to
achieve such a rapid increase is to convert whole os padcute care public hospitals
to nursing homes, a policy applied since many years itz8iand to decrease its large
number of public acute care beds or to revert to the pgklitor as it occurred in
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France. But, increasing the number of beds is not enocagdxguate staffing and
financing policies must be implemented in parallels.

Table 7 shows the proportion of long term care institatized recipients among
the population aged 65+, which displays a large variat@wasa countries and a low
within countries fluctuation with a magnitude of less tl&. Once again data are
scarce which makes the comparisons with other relatézhtods difficult.

Table 7. Long term care institutionalized recipients, % amomgpbpulation aged 65+
in 12 European countries.

2000 2001 2002 2003 2004 2005 2006

Austria
Belgium 6.4 6.6 6.1 6.3 6.3 6.4 6.6
Denmark 5.4
France 6.3
Germany 3.6 3.6 3.6 3.6 3.6 3.7 3.7
Italy
Luxembourg 4.5 4.7 4.3
Netherlands
Portugal
Spain
Switzerland
United Kingdom

o s
oN
o s
vl
N
Hw
o s
AN

6.5

oA
[SINS

Note Data from the OECD 2008 CD-ROM database.

Long-term-care workforce

Nurses, nursing assistants, nurse aides, personal caréaatts, home care workers, and
other paraprofessional workers compose the long-termiwar&force and provide
direct care to the elderly in hospitals, nursing homé&mgawith community based
services and private homes. It is difficult to identihe long term care workforce
(Montgomery, Holley, Deicheret al. 2005). In the United States, direct care workers
are defined in the following way: “An individual who providleands-on personal care
(e.g., assistance with bathing, dressing, transferring @obhfig) as a significant part of
their job at a nursing facility, home health agensgisted living organization, adult
day center or other personal care organization. Althowgivittees may sometimes
overlap, licensed practical nurses or registered nursemarecluded in this definition.
Also excluded are workers who help with cleaning, meal patjparand chores, but do
not provide personal care. Typical job titles includesauaide, home health aide, and
personal care attendant. However, direct care wogtergot limited to these job titles”
(Kemper, Heier, Barryet al.2008).

Most of the jobs consist in low wages; labor intensicavities and the position
are filled mainly by women and frequently by women fromnefgn origin. This is
confirmed by an extensive study of the US 2000 census (Mowmiy, Holley,
Deichert et al. 2005). Data from the French census of 1999 confirmam ghis
information (Borrel and Boéldieu 2001): with 2% of thelenand 12% of the female
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French active population working in direct services to gersas compared to 4%
respectively 23% among migrants. But, the definition o&dirservices to person
includes also restaurant and hotel employees, and wenbad@&a on yearly trends.

Almost no data are available to address our questiomeimtpact of the 2003
heat wave on the number of LTC workers. The expectedagie of the long-term-care
workforce (Jorgensen, Parsons, Reid, et al. 2009; Kayapr@@dn, Newcomer, et al.
2006; Kemper, Heier, Barry, et al. 2008; Stone and Wiener 200dgsed in the US on
extrapolation from *“studies from individual states and fggsional associations,
projections on job growth compared with demographic charayes$,what is known
about vacancies and job turnover” (Browne and Braun 2008).

It is only in 2008, that the OECD performed a pilot datdectbn on the
characteristics of the LTC workforce in 14 countriesjifauwa and Colombo 2009),
including European States.

As stressed in a recent OECD report the identificaéiod count of LTC workers
is a complex task due to the variation in the orgaminatf care and job categories
across countries (Fujisawa and Colombo 2009). The leggatimn of skilled health
workers like nurses, which depletes the « poorest patteedbwest-income countries »
(Pond and McPake 2006), is difficult to quantify becauseotffully comparable and
incomplete statistics, thus making it difficult to armdytrends and compare the
involvement of most source and destination countrigalld®2004). Moreover when
LTC workers are recruited through unmanaged migration andnisscaondocumented
workers (like in Austria, Greece and ltaly), as “tltdten offer needed services at low
costs compared to other domestic alternatives” (Fugsand Colombo 2009), it is even
more difficult to identify them because of their gk status and their fear of
deportation. For instance, the United Kingdom immigratiomise raises in a restricted
document (Leppard 2008) the issue of “illegal employment @iga nationals in the
care industry”, which is “widespread and constitutes a fgignit proportion of the total
workforce who are engaged in illegal employments”. Témmes reports stresses that
further work is needed to determine its true scale inUKe These issues are also
regularly discussed in the lay press (Leppard 2008; Newman 2@66yyell as
regularization programs which consist in issuing work pisrmd undocumented
migrant workers (like in Austria, Germany, Greece, |[t&Blgrtugal and Spain) (DeParle
2008; Phalnikar 2005).

An alternative to migration might be the delocaliaatiof elderly people to
cheaper places. For now we are aware that Norwapuih$d medical centers in Spain,
staffed by Norwegian teams, where costs are lowertamgerature higher (Fuchs
2007). But, no country affected by the heat wave has itlgae

Expenditure data might bring additional insights on thanges in spending
devoted to the care of the oldest old. Indeed the Eunopestainable development
indicators include as the “Public expenditure on carethierelderly” the percentage
share of social protection expenditure devoted to old age m Gross Domestic
Product (GDP). These expenditures cover care allowaacepmmodation, and
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assistance in carrying out daily tasks. As shown in @&l France, Spain and the
Netherlands have increased the proportion of its GDPtdédwuo the care for elderly in
2004 and the following years. It is sensible to hypothesiae atpart of this increase
was triggered by the 2003 European heat wave.

Table 8. Expenditure on care (% of Gross Domestic Product, GoPglderly in 12
European countries.

2000 2001 2002 2003 2004 2005 2006

Austria 1.007 0.985 0.964 0.968 0.968 0.959 0.996
Belgium 0.035 0.037 0.042 0.044 0.047 0.051 0.060
Denmark 1.639 1.666 1.720 1.754 1.770 1.738 1.729
France 0.167 0.165 0.257 0.308 0.322 0.323 0.328
Germany 0.185 0.178 0.178 0.174 0.167 0.163 0.156
Italy 0.100 0.110 0.117 0.120 0.119 0.114 0.120
Luxembourg 0.018
Netherlands 0.663 0.601 0.658 0.670 0.872 0.873 0.791
Portugal 0.176 0.205 0.215 0.234 0.253 0.257 0.257
Spain 0.208 0.201 0.242 0.306 0.318 0.359 0.340
Switzerland 0.272 0.282 0.299 0.306 0.299 0.299 0.291
United Kingdom 0.810 0.844 0.902 0.952 1.011 0.988 0.993

Note Data from Eurostat.

Discussion

In summary, the heat wave did not have the same inpadhe different European

countries. For this reason it is not possible to providdal results at the European
level. The largest amount of deaths occurred essentialfyance where the heat wave
was strong and the country not well prepaf®@dt Germany, Spain and Italy were also
hit. We found only limited evidence of the direct impact of 23 heat wave on

demographic indicators. In particular OECD data is biilted to the 65+ age group

and does not provide information on the 85+. Long term cadiEators have been

introduced recently but their availability is limited term of type, countries and time
span. For instance there are no data available ondaduttare. Moreover the definition

of long term care and nursing home might vary among cesntAnother approach to

tackle these issues and evaluate changes associatetthevithre of the elderly before
and after the heat wave consists in accessing ecoabimformation such as State’s
budget and financial flows devoted to long term care and luanee The data we found

provides some evidence of a heat wave effect in a femtdes.

The policy implications of these results are to bettandardize the definition of
the diverse forms of long term care, to provide more l@etamformation on the oldest
old age group and to extend the number of countries and fgeavhich LTC indicators
are available. More research is also needed on medioalal, economical and
behavioral issues affecting older people. This informaisoneeded to track changes
and to allow benchmarking as population ageing alone wileass the disabled older
population by over 80% and the numbers of cognitively imgdine almost 50% over
the next 20 years with serious implications for thesgion of care.
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Smallpox and Population Changein 18th and 19th
Century Amakusa | slands, Kyushu, Japan

Satoshi Murayama and Noboru Higashi

Abstr act

The western shore of Amakusa has few good harbors. GhiysG had a valuable
fishing port in this region, and the village also hadaierofficial privileges for port
transportation. The inhabitants of Sakitsu had good cownfifictonly one large city
outside of Amakusa, Nagasaki, but also suffered dangerftwsnoes because of this
contact; for example, the introduction of smallpox, whiclceagaused epidemics. In
1808, Sakitsu had its largest population at 2,466 (Bunka 5), but by il 36l
decreased its population to only 1,346 (Ansei 3). In TakalwirAmakusa Islands, a
neighboring village of Sakitsu, 150 people contracted smafimor 1807 to 1808,
and 57 of them died. In comparison with Sakitsu, TakaHsasasucceeded to control
the spread of epidemic disaster. This paper investigatediffeeences of the two
villages in demographic data.

1. Introduction

Infectious diseases, especially smallpox, are oftamasd to have been the main causes
of human death in pre-industrial Japan (Fujikawa 1969; Fukase.ld6@ever, we
know of little statistical evidence regarding the deathremovery of individuals who
contracted smallpox.

From the carefully kept population records of the timekn@w that in Takahama,
a town located in the Amakusa Islands in Japan (Map 1), I§8epeontracted smallpox
in the 5-month period between December 1807 and April 1808, and th@rofdied.
Before the introduction of vaccination, the only waytmg the outbreak under control
was to quarantine the people who had contracted the elistasording to historical
sources, there were quarantine huts in Amakusa frostdheof the 18th century (Higaki
1952: 7).

In comparison with Takahama, Sakitsu, a village situalede to Takahama,
suffered a dramatic population loss because of the tuteeaks of smallpox in 1801,
1813 and 1834. The population reduced from 2,400 to 1,400. These &&ts gaiestion:
What was the difference between Sakitsu and Takahama?
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Map 1. Adrawing map of Takahama, measured in 1808(Bunka 5) and subsaribed
1823(Bunsei 6).

Source: “Amakusa-tou Takahama-mura Kai-hen Chisei Youzu” (Kyudhiversity).

Historical sources on the smallpox outbreak in Takahiaoma 1807 to 1808 show
that there were two types of quarantine huts; oneewhtlvhich was called “Yama-goya”
(a mountain hut), was built at that time in a mourd@asplace, and the other, which was
named “Nozoki-goya” (an exclusion hut), was standing withe village on the way to
“Yama-goya” (Map 2). The sources list the name, sea,aye of all of the people who
suffered from smallpox, and the relation of their féasi
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This paper will investigate the quarantine policy in Takahdtoav many of those
who were moved to those huts died, and how many recd¥diteel age structure of the
victims of the disease and the causes of death wilhb/sed according to documents
relating to the quarantine huts in combination with demogcaphd household data
derived from the Japanese population regisBenmon-cho (Ueda-ke Monjo; Sakitsu
Monjo).

2. Traditional and M odern M edical Understanding of Smallpox Disease

Smallpox is a serious, contagious, and sometimes fdtadtious disease. There is no
specific treatment for smallpox, and the only prevenisatfirough vaccination. Variola
virus is a severe form of smallpox. According to the repbthe Centres for Disease
Control and Prevention, variola major smallpox histdhjchas an overall fatality rate of
about 30%. Smallpox outbreaks have occurred from time ®fomthousands of years,
but the disease has now been eradicated after a swutcessidwide vaccination
program. The last case of smallpox in Japan was in 1949.

Generally, direct and fairly prolonged face-to-face aonis required to spread
smallpox from one person to another. Smallpox alsdeapread through direct contact
with infected bodily fluids or contaminated objects sashbedding or clothing. Rarely,
smallpox has been spread by a virus carried in the air dlossd settings such as
buildings, buses, and trains. Humans are the only ndtostd of variola. Smallpox is not
known to be transmitted by insects or animals.

A person with smallpox is sometimes contagious withdhset of the fever (the
prodrome phase), but the person becomes most contagibuhevonset of the rash. At
this stage the infected person is usually very sick andtisisle to move around in the
community. The infected person is contagious until teedmallpox scab falls off.

Modern medical knowledge has surpassed the traditionalrstadding of
smallpox. However, the symptoms and the changing dondibf smallpox patients were
carefully observed in the past. “Toso-Tebiki-Sho” (Hamok for Smallpox) published in
1778 (Anei 7) describes the symptoms quite exactly (Rotedri@85: 15-17, Table 1).
However, the central problem is the degree of understgrafi the contagiousness of
smallpox. The only way to prevent the spread of smallpas @ keep patients in
guarantine facilities. On the other hand, medicinesrdad magic rituals were also
customary.
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Table 1. Modern medical and traditional understandings of smalitpsease.

Day

Modern medical understanding

18th century

Traditional understanding in Japan from

Duration

Phase
name

State of

contagiousness

Condition of illness

Duration

State of

Phase namée

contagiousnes

7to 10
days

Incubation
period

None

Exposure to tt virus is
followed by an
incubation period during
which people do not hay
any symptoms and may
feel fine.

eUnknown’?

1st
to
4th

2t04
days

Initial
symptom

Sometimes

High fever, malaise, het
and body aches, and
sometimes vomiting.

2 to 3 days "Jyonetsu"

lor2day "Kenten"

Unknown

Unknowr

5th
to
8th

about 4
days

Early rash

Most

contagious:

Rash
distribution

Arash emerges first i
small red spots on the
tongue and in the mouth
These spots develop int
sores that break open ar
spread large amounts of]
the virus into the mouth
and throat.

)dl or 2 days "Syussai"

1 or 2 days "Kicho"
lor2day "Yusho"

Unknown

Unknown
Unknowr

9th
to
13th

about 5
days

Pustular
rash

Yes

The bumps becorr
pustules—sharply raiseg
usually round and firm tg
the touch as if there is a
small round object unde
the skin.

"Kuwannou

1to 2 days

1to2day "Suen"

Unknown

Unknowr

14th
to
18th

about 5
days

Pustules
and scabs

Yes

The pustules begin -
form a crust and then
scab. By the end of the
second week after the
rash appears, most of th
sores have scabbed ove

1 to 2 days "Rakuka"

e
B

Unknown

19th
to
24th

about 6
days

Resolving
scabs

Yes

The scabs begin to fe
off, leaving marks on th¢g
skin that eventually

become pitted scars. Mo
scabs will have fallen off
three weeks after the rag
appears.

At the
15th day:
nd of
hSmallpox

3

Scabs
resolved

Scabs have fallen of
Person is no longer

contagious.

Sources. www.cdc.gov/smallpox; Rotermund, 1995, 15-17.

The traditional understanding of the contagiousness dlgox was clearly

different from the modern medical understanding, whslsts that the smallpox patients
are contagious until their last scab falls off. In dlapanese traditional understanding, the
15th day, on which the scabs begin to fall off, was ctemed to be the end of the
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infection. Also, according to the traditional Japaneseicaé8ook, it was believed that
the patients died mostly on the 11th and 12th days.

The lack of medical understanding about contagiousnessasex the fear of
smallpox. According to a Japanese contemporary worksd@ondo” (Smallpox
dialogue) (Higaki 1952: 7), in Amakusa, people abandoned smalkg@ents out of fear
of contracting the terrible sickness. Patients weodated. Fathers, mothers and other
family relations who caught the disease were igndfedn if they became well again,
they could never return to their homes if they had laseay for more than one hundred
days.

In the case of Takahama, the conditions were diffeesna doctor and others cared
for the patients in the mountain hut. They were nabandoned. However, the fatality
rate of the last smallpox sufferers, who moved to rtimintain hut after the doctor
returned to his country, was especially high. As walldoldressed below, it was also not
true that all of the patients were cared for effedyivenother point to be addressed is that
the date of death was not always on the 11th or 12thaflay the initial symptoms.
Inadequate nutrition, unsuitable care and abandonment wouldchaged symptoms
created other conditions besides the effect of theadie itself that could lead to death
(Radtke 2002).

3. Population Change and the Influence of Smallpox Outbreaks in Takahama and
Sakitsu

The most reliable data on the population of Amakusa isdda827 (Bunsei 10). This

register gives a total population of 141,797, of which 68,803 watesm67,910 were

females and 5,084 were persons whose gender is uncleaeX hatio of males to 100

females is 101.3, when these unknowns are excluded. The popufecreased about

fivefold in the Genroku era (Higaki 1952); however, Higakineates the population after
the rebellion, in the mid-17th century, at around 16,00@eltonsider this number to be
the minimum population of Amakusa, we see that it eee a little less than 10 times in
the following 200 years until the end of the Tokugawa period.

The decrease in population caused by the Shimabara Resitapidly alleviated
by government-fostered migration. This population recovemypbegparticularly observed
in the 17th and 18th centuries (Higaki 1952). Table 2 and Figurevi @h example of
this change in the population of the four neighbouring viage

In these four villages, the population did not change unliporim Takahama, for
example, there was a population increase in theT@itagawa period, while in Sakitsu,
the population suddenly decreased during the same period. lanimahd Oe, the
population has had a tendency to either decrease or retagimant. Why are there such
differences? Hirata suggests that, in the case otssaldmallpox and the economical
isolation of Sakitsu from the other villages had a $igaut impact on its population
(Hirata 2001).
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Table 2. Population change in four villages in Amakusa.

1691 1808 1816 1817 1827 1856

Genroku 4 Bunka 5 Bunka13 Bunkal4 Ansei10 Ansa 3
Imatomi | 407 1,890 1,925 1,939 1,945 1,840
Sakitsu 850 2,466 1,962 1,955 1,865 1,346
Ooe 889 3,179 3,259 3,275 3,290 3,186
Takahama | 958 3,336 3,414 3,440 3,629 3,826

4500 |
4000
3500 |
3000
2500
2000
1500
1000

500

—— Imatomi

Sakitsu
=4 Qoe

— Takahama

1691 1808 1816 1817 1827 1856

Figure 1. Population change in four villages in Amakusa, 1691-1856.

The western shore of Amakusa has few good harbours.Sakitsu had a valuable
fishing port in this region, and the village also had certdiicial privileges for port
transportation.

The inhabitants of Sakitsu had good contact with only large city outside of
Amakusa—namely, Nagasaki, but also suffered dangerous influeneesube of this
contact, for example, the introduction of smallpoxjich twice caused epidemics.
Sakitsu had no good areas to be cultivated. The inhabib&r@akitsu, therefore, had
meshed their economy with that of Imatomi, a neighlmguggricultural village. The
isolation of Sakitsu was exacerbated by the spreachalfi@ox. In 1808, Sakitsu had its
largest population at 2,466 (Bunka 5), but by 1856 it had decreapeg@utation to only
1,346 (Ansei 3) (Table 3 and Figure 2).

“Nagasaki-Daikan-Kiroku-Shuju” reports that in 1834 (Tenp®bY, persons (27 %) out
of the population of 1851 in Sakitsu contracted smallpox,cdinbdese 338 (18%) died.
The fatality rate of 66.7% was very high. Such statisdata for the smallpox outbreak
in 1813 (Bunkédl.0) were not available, but one record shows that mostetmk refuge
from the village in another region, and that only onedneith persons remained there
(Hirata 2001: 223). Most people in the fishing village emigrateshiyy.
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Table 3. Average population by decade: Takahama and Sakitsu, 1690-1879.

Takahamg Sakitsu
1690-99 | 958 850
1700-09
1710-19| 1272
1720-29| 1402
1730-39| 1804 1448
1740-49
1750-59| 2254
1760-69| 2714 2165
1770-79| 2931
1780-89| 3076 2429
1790-99| 3122
1800-09| 3302 2430
1810-19| 3415 1946
1820-29| 3559 1980
1830-39| 3638 1920
1840-49 | 3666 1361
1850-59| 3826 1321
1860-69| 3732 1247
1870-79 1407
4500 |
4000 | V'S
3500 / ¢ "°
3000 |
2500 o * @ Takahama
2000 * Sakitsu
1500 .0
1000 s
500
0
1650 1700 1750 1800 1850 1900

Figure 2. Population change in Takahama and Sakitsu, 1690-1879.
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For theShumon-cho in Takahamalleda-ke Monjo), there were several books for
each district. Because some books were lost, we catldarive demographic data for
the whole village. In 1803 (Kyowa 3) the population was 3278quex; for whom the
Shumon-cho shows only 1102 inhabitant households. For 1806 (Bunka 3), no books
remained.

In the Shumon-cho, each person who died suddenly was listed as ‘a sudden death’.
Such deaths were caused by accidents and also by smatid®07 (Bunka 4) and 1808
(Bunka 5), the numbers of deaths were markedly high; thigisagrue in 1803 (Kyowa
3) and 1813 (Bunka 10). It is known that in 1813 there was dpgmabutbreak in
Sakitsu.

Table 4. Population change in Takahama from 1803 (Kyowa 3) to 1813 (BLO)ka

Year Populatior | Population ir Total numbel _C/B Number of sudde p/C
(=A) Shumon-cho (=B) | of deaths (=C) in % deaths (=D) in %
180: | Kyowa & | 327( 110z 39 3.E 4 10.:
180< | Bunka : | 3301 108¢ 21 1.€ 4 19.C
180t | Bunka : | 332( 109( 15 14 3 20.C
180¢€ | Bunka i | 334( 7 7 7 7 7
1807 | Bunka ¢ | 337( 2831 10z 3.€ 19 18.4
180¢ | Bunka ! | 333¢ 280¢ 10z 3.7 18 17.5
180¢ | Bunka ¢ | 3303 277¢ 43 1.t 4 9.2
181( | Bunka i | 335( 283¢ 54 1.€ 14 25.¢
1811 | Bunka ¢ | 336: 286¢ 46 1.€ 14 30.4
1817 | Bunka ¢ | 340( 290( 41 1.4 4 9.8
181% | Bunka 1( | 344t 2945 98 3.2 21 21.2

The fatality rates in 1807 and 1808 were, however, not vty ini comparison
with the other cases in Amakusa. The quarantine paay effective in limiting the
number of victims. Prompt isolation of the patientshwiteir household members from
the other village inhabitants was effective in contngllithe unrestricted spread of
smallpox. Ricemiso and other foods were sent from Takahama and other neigho
villages. The doctor was effective. On the other hanchestamous Shinto priests were
also invited for a mysterious prayer to help eliminatestbleness from the village.

4. Smallpox Outbreak and Quarantine Policy in Takahama

The beginning of the smallpox disease in Takahama of 180%thgadeath of a man
named Komosuke in December. He lived in “Suwa-no-tork district of the village,

which had 122 households with a total of 540 persons. Komostékese of death was
not known; however, many people who attended his burtlatso had direct contact
with him while he was sick showed symptoms of smallpowrate. The number of
patients increased to 75 by December 14.

! sources: Ueda-ke Monjo; Bunka 4-neffakahama-mur&uwa-noroori Housou-byonityamagoya-iri
narabini Nozoki-goya-iri Ninzu Kakitate-cho U 12 Gatsu 14 nichi Yarna-iri Dou 23 nichi-made;
Bunka 5-nen Housou Ninzu On-todoke Moushiage-sourou-yori KakitatdJedaske Nikki.
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The local governorghoya) in Takahama decided to quarantine all of the patients in
a mountain hut, and also to quarantine all of their houdehembers in an exclusion hut.
With the inclusion of five additional persons who shdveenallpox symptoms by that
time, a total of 80 patients were moved to the new mouritai. A doctor, Keiniku
Miyata, who visited the village by chance, was begged te foarthe patients. Because
the patients were mostly quite poor, the village decidguhiothe cost of their medical
treatment and food.

Of the 80 patients first diagnosed, 16 had died by Decembeh&3) aorresponds
to January 20, 1808 on the western calendar. Six of thesatdlbids were due to a
serious illness, and these 6 died before they moved tomdl@tain hut. The other 10
persons died in the hut. The record of persons who dntovéhe huts shows only the
death date for those who died before December 23. Adittier persons on the list were
identified usingShumon-cho, and their death dates were confirmed. By the end abdgn
1808, 16 more persons had died. A total of 32 persons (40.0 % @Otlsmallpox
patients appear to have died as a result of the disease.

A total of 101 persons lived in the exclusion hut in théagé. They were
household members of the 80 patients. If they exhibited synmgpbf smallpox, they were
moved immediately to the mountain hut (Figure 3 and Map 3).

More than the 80 patients who were quarantined contraatatipox. Even if only
one member of a household was recorded as a patiene disttht is possible that by
January of 1808 all of the household members died. A maredhdukuhei had 6
members in his household. He and all six of his househoidimbers died between
December 17 and January 28. Only his daughter, Iwa, who dieccceniber 22, was
listed as one of the 80 patients. However, beforedbath, Fukuhei's niece Tama, who
was 7 years oldséi in Japanese), had already died on December 17. Tkiska®/s that
the list was not perfect, and that there were sontegeilmembers who were not listed but
who died in the early phase of the outbreak.

Atotal of 166 patients were moved to the mountain huth&xd, 15 patients were
guarantined after the doctor, Miyata, left the villagehat end of January. Of these 15
patients only three persons recovered, and 12 (80.0 %)wilezh the doctor was caring
for the patients, 61 out of 151 patients (40.4 %) died due tihpsmaThe significance of
this difference is unclear.

After the beginning of April, newfound patients were not gutined in the
mountain hut, but were transported out of the regiorshop, while their household
members lived for some time on an exclusion ship. A tdtall patients were shipped in
this way. Of these 17 patients, only 5 (29.4 %) died. The not@ber of patients from
December, 1807 to the end of April, 1808 was 183, of whom 78 (42die®)This rate
was not as high as that of Sakitsu in 1834. The quargmiiey in Takahama could be
judged to be quite effective at preventing a greater spriche disease.
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Figure 3. Quarantine policy in Takahama.
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Map 3. Mountain hut and quarantine policy in Takahama, 1807-08 (Bunka 4-5).
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5. Causes of Death

The age structure of the victims shows that not only thieren, but also individuals
between forty and fifty years of age had a higher frequenf contracting the
disease(Table 5). However, the sample size is too $mdllaw conclusions from this
data.

Table 5. Age structure of smallpox victims in Takahama, 1807/08.

Female Male Total . No. of | .

Age No. Patientg in % 3‘0‘ ol No. Paierts | in % | NO: Of Total patients| " | deahs | ™ %
eahs deaths

0-5 25z 3 1.1¢ 2 18E 5 2.7C 2 43¢ 8 1.8% 4 50.C
-1C 13z 3 2.2€ 2 13€ 6 4.41 2 26¢ 9 3.3t 4 44 .4
-15 12€ 8 6.3t 1 13z 7 5.2€ 1 25¢ 15 5.7¢ 2 13.z
-2C 141 5 3.5t 1 11C 2 1.82 1 251 7 2.7¢ 2 28.€
-2% 11€ 4 3.4k 3 11C 4 3.64 0 22€ 8 3.54 3 37.t
-3C 11€ 3 2.54 1 12€ 3 2.3€ 0 244 6 2.4¢€ 1 16.7
-3t 10€ 3 2.7¢ 1 89 4 4.4¢ 3 197 7 3.5t 4 57.1
-4C 74 2 2.7C 1 84 1 1.1¢ 0 15€& 3 1.9C 1 33.z
-4% 89 2 2.2E 1 90 3 3.3z 3 17¢ 5 2.7¢ 4 80.C
-5C 76 5 6.5¢ 4 73 3 4.11 0 14¢ 8 5.37 4 50.C
-55 68 3 441 2 61 1 1.64 1 12¢ 4 3.1C 3 75.C
-6C 67 0 0.0C 0 47 0 0.0C 0 114 0 0.0C 0 0.C
-6& 45 0 0.0C 0 31 0 0.0C 0 76 0 0.0C 0 0.C
-7C 34 0 0.0C 0 17 0 0.0C 0 51 0 0.0C 0 0.C
-7& 23 0 0.0C 0 20 0 0.0C 0 43 0 0.0C 0 0.C
-8C 17 0 0.0C 0 12 0 0.0C 0 29 0 0.0C 0 0.C
-8t 7 0 0.0C 0 5 0 0.0C 0 12 0 0.0C 0 0.C
-9C 3 0 0.0C 0 2 0 0.0C 0 5 0 0.0C 0 0.C
-9t 0 0 - 0 1 0 0.0C 0 1 0 0.0C 0 0.C
-10C |1 0 0.0C 0 0 0 - 0 1 0 0.0C 0 0.C

149¢ 41 2.74 19 133% 39 2.9z 13 2831 80 2.8% 32 40.C

It is noteworthy that the fatality rate in the perwhken the doctor was absent was
very high. As already mentioned, 15 patients in sevenemmlds were sent to the
mountain hut after the doctor left the village, and dhtge of these patients recovered.
We know the durations of these 15 patients’ stays inntbentain hut: they were
generally long, with the end usually marked by death. Tieare description of the cause
of death for those patients. However, it would seerhghallpox was not the decisive
cause of death, because 11 of the 12 fatal victims (depéasn was Yuki) died while in
the last phase of the sickness (Table 6).
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Table 6. Death and recovery of the last isolated patients in.1808

Male or Date: moved to th| Date of death @
Household ID | Name Age : —
Female mountain hut recovery (=R)
148C Sangorao M 27 Feb. 1 R
San F 64 Feb. 1’ R
Tatsu F 29 Feb. 1’ Mar. 2¢
Jinjiro M 3 Feb. 1 Mar. 2&
161 Tokutaro M 5 Feb. 2( Mar. 22
Ichigoro M 31 Feb. 2( Mar. 1f
San F 34 Feb. 2( Mar. 17
Torajiro M 3 Feb. 2( Mar. 21
16C Kumanosuke M 35 Feb. 2( Mar. 1¢
San F 23 Feb. 2( Mar. 1F
Yuki F 35 Feb. 2( Mar. 2
104A Yoshimatsu M 31 Feb. 2. Mar. 2(
18¢ Ito F 59 Mar. 1 Mar. 2z
123A Toramatsu M 10 Mar. 7 R
192 Tsuma F 44 April 7 April 15
6. Conclusion

Quarantining the patients and their household members wasffective way of
preventing an even greater spread of smallpox. The tbhekahama was able to avoid a
dramatic population decrease. The fatality rate wasaadtigh as in other outbreaks.
However, smallpox seems not to have been the onlyecaligdeath for the smallpox
patients. Often in this situation, the patients weandbned and ignored. The causes of
the dramatic decrease of population in Saki&aki{su Monjo; Higashi 2008) will be

investigated in the near future.
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Decrease of Child Deaths from Smallpox After
the Introduction of Vaccination on the Outskirts
of Edo (T okyo), Japan

Hiroshi Kawaguchi

Abstr act

This paper analyzes the decrease of child deaths fronmpsmahs well as faith
healing practice before and after vaccination was intredlilc Tama County in the
province of Musashi on the outskirts of Edo, which was the afethe Tokugawa
shogunate. In 1849, a Dutch doctor introduced the first vaatidepan. It was tried
in 1850 in the towns of Hachioji and Fuchu, also located imaraCounty.
According to Fujiakira Sashida’s diary regarding fdidaling practice in the hamlet
of Harayama, the number of smallpox sufferers rapidtyessed from 1852, after
the introduction of vaccination. Sashida,amyoji (Japanese specialist in magic or
incantations), worshipped the smallpox deity with a codifitual in the case of
children infected with smallpox. During the nineteecéntury, faith healing rituals
in Tama County were performed not only by @memyoji but also by Buddhist and
Shinto priests and mountain hermits. Peasants, geilldeads, intellectual
townspeople, warriors and even the Shogun’s family suppdttisd traditional
practice, which was maintained even after vaccinationinggasmallpox was
introduced. The number of smallpox victims droppedrgly during thirty years
(1850 to 1880). Registers in some Buddhist temples show tfaelibe 1860s,
there had been several peak periods about every five ydaes, infant and child
mortality had been higher than that of adults. This lahgeriodical trend is not
found after the 1860s. Therefore, we can conclude that rpeagants in Tama
County adopted vaccination against smallpox from the 1860s.

1. Introduction

Although historians and historical demographers recognaeotte of the most serious
causes of child deaths in pre-industrial Japan was smatlpere are not many research
works on this subject. We have relatively little knodge about smallpox mortality,
epidemics and traditional methods for treatment. Eslhgcthere are practically no
studies concerning the vaccination’s process of introduetiohits effect on infant and
child mortality.

On the other hand, Japan’s total population had remairdde sfor 126 years
(1721 to 1846) and it started to increase rapidly in the 185sygBna 1958, Hayami
1983). These were the last years of the Tokugawa shogumété was during this
period that vaccination against smallpox was introducedpand. To reply to the simple
guestion as to why the population began to increase, it sens important to take
into consideration the decline in smallpox mortality.
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Lack of research works is mainly due to the scarditgomurce data (Kawaguchi
2001). Except for a few cases, the cause of death is gmetarecorded in the three
basic sources of data in historical demography — the daparligious investigation
register, Shumon-Aratame-Ch@SAC); the household registeiKoseki-Bo (KB); the
Buddhist temple death registdfako-Cho(KC). Only smallpox mortality in some
villages in the province of Hida was mentioned in Buddhrsiple death registers (Suda
1973; Suda and Soekawa 1983; Jannetta 1987). In the province of Alipem
epidemics and treatment are mentioned in clinical robsckept by a doctor who
practiced Chinese medicine (Doi 1990; 1991; Sakai 1993).

Medical and science historians have written biographiegiarfeer physicians
who contributed to the spread of vaccination against smalfffjo 1916; Fujikawa
1941). Another source mentions that some peasants refasethation because the
vaccine was made from cattle (Soekawa 1987). Theretasepassible that there were
regional differences in the vaccination's process afroduction. Moreover,
vaccination’s effect on the decline of smallpox moryaig still unclear, one of the
reasons being that it is not known how peasants toekafatheir children when they
were infected with smallpox before vaccination wasoticed in Japan. Only the cult
of the smallpox deity is discussed in some works (Enomi®89; Takahashi 1992,
Suda 1992; Rotermund 1995).

Smallpox symptoms are described in a wood-block-printed boatitd-rearing,
Shouni Yashinai Gusadited and published by Roan Katsushika in 1824, in three main
cities — Edo, Osaka and Kyoto — during the Tokugawa pefit@. symptoms appear in
five or six stages, each of them lasting about three: dayser— skin rash» rash
swelling — pus forming— scab forming— scab peeling off. Explanations about
smallpox in other books on child-rearing and Chinese medjmitdished in the first
half of the nineteentbentury carry very similar descriptions. It is possilbiat tmost
peasants were familiar with particular smallpox symptoiasen if they did not know
much about medicine, probably they were able to accurdiaijynose smallpox in their
children. As parents knew that smallpox was serious #fidutt to treat, they took
care of their infected children carefully watching thdedént stages of the illness.

In this paper, we analyze the decrease of child deatins $mallpox and the
treatment of infected children before and after theothiction of vaccination in 1850.
The study comprises eight parts. After the Introduct@mapter 2 presents the source
data and the geographical area studied. Chapter 3 deals heitinttoduction of
vaccination in the geographical area chosen for this sttidgpter 4 describes different
aspects of faith healing practice for children. Chapters & @rstudy changes in
smallpox mortality and epidemics. Finally, Chapter 7neir@s the decrease of child
deaths from smallpox, followed by the Conclusion.
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2. Source Data and the Geographical Area of the Study

2.1 Buddhist Temple Death Registers

Most Japanese Buddhist temples keep death registers cogcdrair members. There
are two types of death registers: by chronological ooddsy date of death, the latter
usually being the basic type of registration; chronoldgiegistration is compiled from
the latter too. Buddhist priests usually hold a daily cermsnior the dead using death
registers by date of death.

In both types of death registers, records mention gbeular name, the
posthumous Buddhist name given to the deceased personByddkist priest and the
date of death. In a few cases the age, address andfdaitéhcare also registered.
The cause of death is seldom mentioned. In principt®rding to the ending words in
the posthumous Buddhist name, Buddhist priests probably atidhoptivide the dead
into three age-groups: infants up to twelve months includingamied and stillborn
babies, children under fifteen years old and adults aseofge of fifteen. However,
before 1880 infant deaths were not always recorded irethsters.

The majority of smallpox sufferers must have beeantd and children under
fifteen years old. Given the fact that infant deatlesemnot always recorded in temple
registers, it would be possible to determine the smallpideenics by comparing the
death peaks in the three age-groups with other records subhk diaries written at the
time. Some of those diaries, often written by peasgmtovide precious information
about smallpox epidemics, faith healing practice and atiort

For this study, we use a database system DANJURO in dodevutput
demographic statistics and indicators from the Japankg®us investigation registers
Shumon-Aratame-Ch@SAC), the household registéfoseki-Bo(KB) and the Buddhist
temple death registeksako-Cho(KC). The details of DANJURO is found in Appendix.

This study draws data from the Buddhist temple death regigtako-Chqg of
eleven temples located in Tama County in the proviridelusashi. There were 803
Buddhist temples in Tama County at the beginning of theewn¢th century. Therefore,
we could collect approximately 1.4 % of all the Buddhist teng@ath registers in this
County. This includes nearly 34,000 personal death dateeinldtabase of the KC
documents (Table 1, see Appendix for more details).
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Table 1. The buddhist temple death registers in the database Kaldwcuments.

. . Y ear of the Number of
Village/County/province Temple death the dead
Kawasaki village, Tama County, Musashi province A 1736-191C 2,60¢

Shimo-Ishihara town, Tama County, Musashi province 157¢€-191C 1,631

Itsukaichi village, Tama County, Musashi province 1774-191C 1,20z

Chigase village, Tama County, Musashi province 1786-191( 2,207

Uchikoshi village, Tama County, Musashi province 1494-191( 2,04¢

Hino town, Tama County, Musashi province 730-191C 4,93¢

Hamura village, Tama County, Musashi province 1684-191( 2,90¢

Fukushima village, Tama County, Musashi province 1364-191C 2,18¢

Shinjo village, Maniwa County, Mimasaka province 1655-191( 3,86¢

B
C
D
E
Hamura village, Tama County, Musashi province F 164€-191( 241°
G
H
I
J
K

Yokozawa village, Tama County, Musashi province 155(-180¢ 2,601
1889-1910

Sansho village, Mitsugi County, Bingo province L 182¢-186: 70¢

Fussa village, Tama County, Musashi province M 52&-191( 2,90(

2.2 TheDiaries

Among the sixteen diaries written in the nineteentitwg by peasants who lived in the
geographical area defined for our research, the main sbascbeen a fifteen-volume
diary written by Fujiakira Sashid@able 2) spanning thirty-seven years, from February
9, 1834 to February 18, 1871. He wrote detailed descriptions of Idailycluding
births, weddings, diseases, accidents, deaths and ndisaslers in his village, where
he held special functions. His diary provides intergsifiormation about the peasants’
behavior when their children were infected with smallpas, well as smallpox
epidemics and mortality.

Sashida lived all his life (1795 to 1871) in the hamlet of Hameg, which was
located in the village of Nakato in Tama County, in thevprce of Musashi. He and his
wife “Ko” had three sons and five daughters. Threeheirteight children died of
smallpox. Only two daughters and one son reached adultimolocharried.

Like his father, Sashida became @mmyoji He received his temporapnmyoji
license in 1843 and the formal license in 1853 from Masteudhika Tsuchimikado,
who was head of the royal bureau Yoh and Yang Based on the classic Chinese
doctrine ofYin, Yangand the Five Agents or Elements (metal, wood, wéter,and
earth), aronmyojipracticed faith healing performing different kinds ofiais. A book
on incantations given to him by Master Tsuchimikado dessrdifferent rituals to pray
for rain, family’s well-being, easy delivery, healingin different diseases, posterity’s
prosperity, exorcising a person from evil spirit and soRaith healing rituals against
smallpox are also described. One of Sashida’s dutiesomasy for children infected
with smallpox in and around Harayama. Therefore, we\able to find in his diary the
number of smallpox sufferers who asked for his help.
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Table 2. The diaries in Tama County, province of Musashi.

Village of the author Author Title of the diary Duration of the diary
Nakatou Fujiakira Sashida Sashida Nikki 1834-1871
Shibazaki Heikurou Suzuki Koushi Nikki 1837-1868
. Masanori Kojima Kojima Nikki 1836-1866

Onoji .

Tamemasa Kojima
Yaho Kakuan Honda Honda Kakuan Nikki 1832-1865
Kami-Kunokida The Ishikawa family Ishikawa Nikki 1720-1912

Jimei Dai Higan-Ji Nikki 1785-1817
Yokozawa .

Houmei
Utsugi Sanzaemon senuma Senuma Sanzaemon Nikki 1821-1830
Nakagami Kyujirou Nakano Shoyou Nikki Hikae 1828-1868
Zoushiki Mokuzaemon Uchino Risei Nisshi 1854-1869
Tokura Gisaburou Kuroyama Gisaburou Nikki 1859-1868
Naka shinnjyuku Hichijyurou Hiruma Hiruma Ke Nikki 1859-1867
Ogiso Shouemon Ichikawa Ichikawa Ke Nikki 1859-1897
Hino Seisuke Kouno Kouno Seisuke Nikki 1866-1897
Ochikawa Keisai Irako Irako Keisai Nikki 1882-1910
Aihara Kikutarou Aizawa Aizawa Nikki 1885-1926
Hinohara Ushigorou Uda Ushigorou Nikki 1886-1913

Sashida was an educated person, who had learned Chinesescda®l Chinese
medicine from Kankei Saito. He also taught many childierhis own private
elementary school and his pupils later raised a stomb.tddie was probably not a
subjective magician but a practical-minded person, who uederdoth the limits of
Chinese medicine and the psychological effects of faatdding practice. Influenced by
his family’s environment, his eldest son, Kosai Sashidan bo 1839, became a
physician who effectively contributed to the widespread oeaccination in his
village.

2.3 The Geographical Area

The village of Nakato lies 35 km west of Edo (now Tokyd}t the time, the village
was under the direct control of the Tokugawa shogunatecated on the Musashino
plateau at the foot of the Sayama hill, most of tHevated lands were not paddy fields
but dry fields. Peasants grew wheat, buckwheat, mitggto, sesame, radish, rapeseed,
soybean, turnip, etc. (Murayama Cho Kyoiku-linkai 1968). Basfdem work, they
bred silkworms and wove cotton which they sold at nearlaykets in towns like
Hachioji, Ome or Tokorozawa in order to earn additionabme.

Nakato comprised nine hamlets including Harayama where dgadhied.
Although the total population is unknown, the namesxf$iousehold heads spanning
three generations are mentioned in his diary. Asagtbeve, the diary mainly describes
daily life of the families living in the hamlet. In 199%¢ undertook research on all the
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ancestors of Harayama'’s inhabitants and we could vevélyfifty-three families out of
the sixty mentioned in Sashida’s diary were still livingHarayama.

3. Introduction of Vaccination against Smallpox in Japan

In August 1849, Otto Gottlieb Johann Mohnike introduced theviastine in Nagasaki
Harbor from Batavia in the island of Java. He waawahsurgeon working at a trading
post of the Dutch East India Company, established isthied of Dejima, in Nagasaki.
The Dutch had monopolized European foreign trade with Jdpapite the national
seclusion policy established by the Tokugawa shogunate. foreréhe Dutch trading
post in Nagasaki was the only window through which Westriture could be
introduced in Japan during the Tokugawa period.

Y. Fujikawa, M. Soekawa and A. B. Jannetta’s pioneetkesdescribe the initial
situation regarding acceptance of vaccination against poxal(Fujikawa 1941;
Soekawa 1987; Jannetta 1996). Lord Naomasa Nabeshima, hiadS#Hga Domain,
had learned about vaccination from his court physician, @anho. Lord Nabeshima
ordered another court physician, Souken Narabayashi, tthéegaccine. Narabayashi,
who lived in Nagasaki, asked Mohnike to import the vaccindterAeceiving the
humanized lymph, he tested it on his own children and stiaoed it with physicians
who studied Western medicine with the Dutch.

Ito and Narabayashi had studied Western medicine with PhHigmz von
Siebold, who worked at the Dutch trading post in Nagagaki857, to and eighty-three
supporting doctors built a public office for vaccinatiohe Shuto-Kanin Edo, thus
greatly contributing to the spread of vaccination.

In Tama County, the earliest description of vaccima#igainst smallpox appeared
in 1850, in a diary written by Heikuro Suzuki, who was thedhefthe village of
Shibazaki. Vaccination was tried by Genmin Ito, who livethi town of Hachioji, in
March 1850. Kensai Oda also tested vaccination in theé wWwFuchu, in May 1850.
These two physicians had studied with Ito. The diary mestibat many women had
brought their children to the doctor, which shows that g@asdid not refuse
vaccination but welcomed it from the start.

Vaccination was introduced in Nakato on December 11, 1852ording to his
curriculum vitaewritten in 1875, Kosai Sashida, who was Fujiakira Sashidalest
son, generalized vaccination in and around the villageabdd as of 1863. He studied
vaccination from Western medical books written by RargsiGerman and English
physicians. In 1870, he also taught vaccination methods toctordliving in a
neighboring hamlet.

Inoculation, which had been introduced from China, had @yrdeeen tried on
children in Nakato before 1852. The oldest record in the diangerning inoculation
dates back to 1838. The method was quite primitive. The lbéahe village of
Kinegawa put smallpox scabs into the nostrils using aptip@. Obviously, this method
was not perfect and some children in Nakato died afteulatan.
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In the 1860s, doctors who lived in Hachioji and Fuchu, andenvillages of
Nakato, Kami-Mizo and Aihara, started to use vaccinat®me doctors made house
calls in villages located within 10 km from their officeSome parents also took their
children to the doctor within the same distance fronir theuses. Figure 1 shows the
distribution of these doctors’ offices and the patiehtaises.
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Figure 1. Spread of vaccination (1850-1870).
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In 1860, Kakuan Honda, who had his office in the village of 8htfaho, wrote
in his diary that he had taken his young child to be vacmihby Oda. A diary written
in 1865 by Shouemon Ichikawa, a poor peasant living in the vidaddinami-Osogi,
mentions that his friend’s son Inosuke had been vacciratéde has requested news
about him to his friend. In 1866, Seisuke Kono, who livedhéntbwn of Hino, wrote in
his diary that his nine-month-old daughter Shizu had beeainated by a doctor in
Hachioji. These records suggest that many peasants ia Tamnty recognized the
safety of vaccination before 1870.

A diary kept by the Kojima family mentions that Hansakatori had visited the
village of Oyamada on April 22 and 28, 1863 to vaccinate and hadrasle house
calls in the village of Onoji on May 10 and 16, 1863. Theyd#so tells that Shoan
Aoki had visited Onoji and had vaccinated twenty-six pedolen two to twenty-one
years old on January 29, as well as on February 4 and 10, 188Bin seven days,
these two doctors had probably been able to test thasstié©iumanized lymph and,
after judging whethe¥ariora Vera(Variora majon or Valioloid appeared or not, had
practiced arm to arm vaccination.
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Arm to arm vaccination is shown in Figure 2, which wasduge illustrate a
medical book,Shintei Gyutou Kiho published in 1849. An old doctor is taking
humanized lymph from a boy’'s arm with a scalpel and guitimto another boy's arm.
The doctors in Tama County probably vaccinated in this way

Figure 2. Arm to arm vaccination
Source Hirose Genkyo, 184%hintei Gyuto Kiho

Parents usually paid the doctor one or &ty which was a currency unit used in
the sixteenth century until 1871. It was worth 1/16 af Bgou,which was the standard
gold coin during the Tokugawa shogunate. According to Sashidaryg, in 1864
peasants could get oig&huwhen they sold approximately four liters of soybeans, si
liters of wheat or nine liters of millet. Thereforgccination was not expensive even
for a poor peasant.

4. Faith Healing Practice for Smallpox

If a child fell sick with smallpox, Sashida set up a spdaimily altar thoso-dana for
the smallpox deity in the child’'s house when the ragieared and swelled on the face.
If the child was recovering and the scabs were peelingheffsprinkled special hot
water Gasayl on the child with a bamboo twig. The child’s family ideted red rice
(sekihan glutinous rice boiled with red beans) to the neighbrshank them for their
kindness while the child had been ill. If the symptomssened, Sashida went to at a
temple to pray, to perform cold water ablutioser(gor) and recite a sutraKé@nnon
Kyou) with the neighbors until the child’s last moments. képt faith healing practice
even after vaccination was introduced in Nakato, in 1852.

Details about thénoso-danaand sasayuin a child-rearing bookShoni Yashinai
Gusa,can be summarized as follows:

How to worship the smallpox deity? Put a straw festo@om¢ed with cut paper
(shimenawain front of the entrance, clean the bedroom andiget special family altar
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(hoso-dana for the smallpox deity. Place in th®so-danaofferings in red, like red
confectionery, red rice, red fish such as sea breaguwonard, a red tumbledérumg
and figuresrepresenting a horned owl, a rabbit or a small cuckoo. @féer a votive
lantern and Japanese sake in a ceramic bottle decavithe@d paper.

How to makesasay® Prepare ritual hot watesgsayl if the sufferer looks fine,
welcomes a meal and the scabs are going to peel oft. infinedients fosasayuare
sake ten grains of barley, ten grains of red beans and temsgyablack beans, some rat
droppings, an old nail head, ten shreds of bamboo leavesoame soil where a dog
stepped on. Put them into 2.7 liters of boiled watqmingle sasayuon the child with a
bamboo twig, soak a red towel withsayuand softly wipe his face and hands with it.

In the nineteenth century, an illustration of a typibaso-danaappeared in a
popular literary workMukashi Banashi Inazuma Byogshiritten and published in Edo
by Kyoden Santo (Figure 3). In the illustration, a reahller, a horned owl, a round
rice cake and a votive lantern are offered on the sltane. The wand in red paper on
a small round mat made of rice straw placed beside dizabdhe smallpox deity. The
child wears a red nightcap, a red nightwear and a red quik. illustration in this book
is similar to the explanations 8honi Yashinai GusaBoth books reflect the popularity
of faith healing practice.

Sourc&anto Kyoden, T®century, inMukashi Banashi Inazuma Byoushi.

An onmyoiji like Sashida was not the only one to perform thesé fataling
rituals. A diary kept by the Ishikawa family, who livedtihe village of Kami-Kunokida
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for generations, mentions that some priests from leja a Buddhinst temple, had
visited the village several times to perform faith healihgats since 1767. According
to a list of smallpox sufferers which is kept in Suwgaj a Shinto shrine located in the
village of Shibazaki, in 1816 smallpox sufferers’ parents cdigke kannushi(Shinto
priests) to pray following the same faith healing rituiddscribed above. Suzuki's diary
also mentions that, in 1842, he had invited several timeuntain hermit called
Rissen-in, to set up l@oso-danaand sprinklesasayuwhen his eldest, second and third
child had been infected with smallpox. During the nineteeatitury, the faith healing
rituals performed by Buddhist and Shinto priests and mourit@imits were quite
similar to the ritual practiced by Sashida in Tama County.

Figure 4 shows the location of the houses where faittlinge practice was
performed in the first half of the nineteenth centurpt dhly village heads like Suzuki,
but also many peasants in and around Harayama, loweomeass families like the
Ishikawas and some intellectual townspeople like B. Takazeequested similar faith
healing rituals (Tachikawa 1996). Furthermore, the Tokugawayfaatso had the
sasayuritual performed at Edo castle (Maekawa 1976). Therefoost people living
in rural and urban areas depended on faith healing prdaticecovery from smallpox.
For sick children, the ritual to worship the smallpox deias performed according to a
fixed procedure, and bothoso-danaand sasayupractice were maintained after the
introduction of vaccination.
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Figure 4. Geographical distributions of faith healing practicesimallpox.
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5. Smallpox Sufferersin the Hamlet of Harayama

In Sashida’s diary, we selected those parts that tes@ith healing practice and we
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elaborated Figures 5 and 6 in order to draw out data on smadpioemics and
mortality. Obviously, it is not clear whether the diangludes all deaths and patients.
Moreover, also some Buddhist and Shinto priests and mounéamits were living in
the area. As we pointed out in Section 4, it is @inoertain that their ritual to worship
the smallpox deity was similar to the ritual performedSaghida.

In the hamlet of Harayama, 130 infant and child death® wecorder dring a
period of thirty-seven years, from 1834 to 1870 (Figure 5)mFA834 to 1852, 52 % of
90 infant and child deaths were caused by smallpox; from 1853 to 287% of
40 infant and child deaths were also from smallpox. In i@adid smallpox, there were
other causes of infant and child deaths such as abortiscamage, drowning, burning
and pestilence (the names of the diseases are unknown).

There were 125 cases of smallpox during the same peritdriyfseven years,
from 1834 to 1870 (Figure 6) of which 47% of 99 sufferers fromlporadied during a
period of nineteen years (1834 to 1852) and 38% of 26 suffererdwlied) a period of
eighteen years (1853 to 1870). These figures show that timdenuof smallpox
sufferers and mortality rapidly decreased after theduction of vaccination in 1852.
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Figure5. Infant and child deaths in Harayama.
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Figure 6. Smallpox sufferers in Harayama.

We counted over ten smallpox sufferers per year in 1836, 1843, 1845, 1850
and 1856, which were the years of small epidemics. Eapeii 1840 and 1843, there
were over fifteen smallpox sufferers. The epidenosicsurred about every five years
and the same periodical trend was also recorded in oiwvénpe of Hida (Suda 1992).

During the years 1834 to 1870, there were more than tweralpsm sufferers
in June and July (Table 3), the beginning of summer beingpademic season for
smallpox. Conversely, there were less than five seiffem September, October and
November.

Table 3. Seasonality of smallpox sufferers in Harayama (1834-1871).

Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec

Number of deaths

3 5 4 3 6 8 14 6 0 2 1 5
from smallpox
Number of
smallpox sufferers > 7 2 11 7 19 10 5 0 2 1
Total 8 12 6 14 13 27 24 8 0 4 2

6. Smallpox Epidemics around the Hamlet of Harayama

Smallpox is caused by a virus and children may contracithiereby infection or
contagion. Figure 7 shows places visited by the inhabitdrte village of Nakato and
the home villages of visitors to Nakato in 1843, which waes of the worst smallpox
epidemic years. The Sashida family maintained closentigstheir relatives living in
nearby villages. Sashida sometimes visited the markéte itowns of Tokorozawa and
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Itsukaichi to sell his millet and go shopping. But his spharactivity spread over to
neighboring villages within a radius of 20 km from his harofeitlarayama in Nakato.
On the other hand, some peasants went on pilgrimage tshtines in Nikko, climbed
Mt. Fuji or went to lzu for hot-spring cures. These dedions were at a distance of
over 100 km from Nakato. In one case, a travelling perforimgng in a town in
Kanagawa visited the village. This shows that the smakgpdemic in 1843 covered a
large part of the region around Harayama because #iori route was closely related
to the population’s sphere of activity and travel patterns
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Figure 7. The sphere of activity and travel patterns in Nakato (1843).

Figure 8 shows the number of deaths in the death regyister Buddhist temple
in the village of Kawasaki. The members of this templere all inhabitants of
Kawasaki, which is located about 8 km west of Nakatoe ydar 1843 registered the
highest epidemic peak and the number of infant and child deabsconsiderably
higher than that of adult deaths. The peak in 1843 isrowedi by all theKako-Choof
the nine temples in Tama County. Therefore it isaperthat the smallpox epidemic in
1843 spread all over the County. We think that it would beilpesso find the
infection route if we were able to collect more deathisters in Buddhist temples.
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Figure 8. Number of deaths in Kawasaki.

7. Decrease of Infant and Child Deaths from Smallpox

Table 4 shows the number of smallpox sufferers and daatiisding to th&anagawa
Prefecture Statistical Yearbookl'he number of smallpox sufferers and deaths was very
small after 1881 in West Tama County, North Tama CoumtlyZouth Tama County in
province of Kanagawa. The incidence of smallpox has beeler one per thousand

after 1881.

Table 4. Number of smallpox sufferers and deaths.

County 1881 1884 1885 1886 1887 1888 1889

000) 0@ 12(0) 25(3) 14(1) 0(@) 0(0)

West Tama

3000 0() 48(11) 1922 5() 4() 0(0)

58,324 59,837 60,895 61,387 63,525 64,474 65,734

North Tama

000) 0() 84(25) 81(8) 52(12) 1(0) 0(0)

68,884 71,206 72,347 72,959 76,495 77,637 79,065

South Tama|

Notes

66,666 71,438 71,784 73,701 76,927 79,969 84,397

1. Numerical data without parentheses in the upper column show themafrab®llpox sufferers.
2. Numerical data in parenthesis in the upper column show the numbaetttes tem smallpox.

3. Numerical data in the lower column show the current population.
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According to theMetropolitan Tokyo Sanitation Statistjicshere were five
epidemic years in 1891, 1892, 1896, 1897 and 1908, when the numbaalidox
sufferers was over 1,000 in metropolitan Tokyo (Tokyo-fu 1937he number of
deaths from smallpox was 274 in 1891, 1,651 in 1892, 720 in 1896, 2,071 irad@97
453 in 1908. The lethality rate reached 26% in 1891, 26% in 1892, 29889&) 34%
in 1897 and 27% in 1908. Except for these five years, the murhenallpox sufferers
was under 700 from 1875 to 1932. Likewise, in metropolitan Todxoept for the five
years mentioned above, between 1875 and 1932, there wethdasa50 deaths from
smallpox. No periodic smallpox epidemic years at irdls\of about five years were
registered after 1875. Particularly, during a period oddift years (1875 to 1890), the
number of deaths from smallpox was under 250.

After West, North and South Tama County were incaafast into metropolitan
Tokyo, in 1893, the number of smallpox sufferers in thisir®p was only 38 in 1896,
181 in 1897 and 7 in 1908. The number of deaths from smallpox iard@svas only 6
in 1896, 35 in 1897 and only 1 in 1908. These figures show thatutimbden of
smallpox sufferers dropped sharply during a period of thirdysydrom 1850 to 1880.

Figure 8 shows several peak epidemic periods during the Hafft of the
nineteenth century, when the number of infants and chilthslesas higher than the
number of adult deaths. Such peaks appeared periodicaihfeatals of four to eight
years. After the 1860s, there were no peak years registéed child deaths decreased
after that date. The number of child deaths was 160 from 183839 and only 91
from 1860 to 1889.

Table 5 shows the number of infant and child deaths in temgble death
registers. As in the Buddhist temple death registetisarvillage of Kawasaki, after
1860, the number of child deaths clearly decreased in fmpléedeath registers out of
nine.

Table5. Number of infant and child deaths in temple death ragiste

Temple A B C D E F G H M
1830~1859 160 102 108 259 71 86 159 222 140

B & © © @© (© 13 ® (©
1860~1889 91 91 106 256 73 122 105 181 61

(17) (5 (16) (O (dAn (18 (117) (15 (3

Notes

1. Numerical data without parentheses show the number of chilisdeat

2. Numerical data in parentheses show the number of idéaths including miscarried babies and
stillborn babies.

3. The death registers of Temple | was destroyed by flerefore, the figures concerning infant
and child deaths are not complete.

4. There are no data for the years 1830 to 1888 in Temple K.

The Kanagawa Prefecture Statistical Yearboakd the Metropolitan Tokyo
Sanitation Statisticshow a decrease in the number of smallpox suffdrens 1881.
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Before 1881, the number of smallpox sufferers had alsopeidsharply during a period
of thirty years, from 1850 to 1880. We could verify the de@@ashe number of child
deaths from the 1860s in some Buddhist temple death regifhese figures show that
from the 1860s, vaccination had been accepted by the popuiaitignin this area

8. Conclusion

This study focused on the decrease of child deaths frofipexand also examined
faith healing practice before and after vaccination wé®duced in and around the
hamlet of Harayama in the village of Nakato, Tama Cguntthe province of Musashi
on the outskirts of Edo (now Tokyo), which was then Heat of the Tokugawa
shogunate.

Vaccine against smallpox was first introduced in Nagasaki849, by a Dutch
doctor. It was tried in 1850 in the towns of Hachioji &owthu in Tama County and, in
1852, in the village of Nakato where Fujiakira Sashida'&stldon, Kosai Sashida,
effectively applied and generalized vaccination.

Our study also shows that faith healing practice subsested after vaccination
was introduced and widely spread. Fujiakira Sashida, whaawasmyoji worshipped
the smallpox deity performing a fixed ritual when he treatkitdren infected with
smallpox. During the nineteenth century, in Tama Counti faealing was practiced
not only by theonmyoji but also by Buddhist and Shinto priests and mountain hermits
Peasants, village heads, intellectual townspeople, avarand even the Shogun’s
family requested health healing rituals against smallpox.

According to the records in Sashida’s diary concerningp fla¢taling practice in
the hamlet of Harayama, during thirty-seven years (183BB%®), 44% of 130 infant
and child deaths were from smallpox. During this period, 46%25 sufferers died
from smallpox. The number of smallpox sufferers rapidlecreased after the
introduction of vaccination in 1852.

The smallpox epidemic years in Harayama were 1836, 1840, 1843, 1&=b,
and 1856. The inhabitant’s sphere of activities spread oveeitghboring villages
within a radius of 20 km to 100 km from the hamlet, dependmg¢he purpose of their
travels (visits to relatives, business, pilgrimages, smwing cures, etc.). Therefore,
smallpox epidemics extended to a wide area around Haray&agicularly in 1843,
one of the worst years in the hamlet, we noted th&t s®rious peak of infant and child
deaths recorded in some Buddhist temple death registers.

However, the number of smallpox sufferers dropped shalpiyng thirty years,
from 1850 to 1880. Before the 1860s, at intervals of aboetyars there were peak
periods when the number of infant and child deaths had dwenderably greater than
that of adults. We hardly find this kind of situatioteafthe 1860s. Therefore, we can
conclude that many of the peasants in Tama County accepteination from the
1860s with the consequent decrease of infant and child mypftain smallpox.
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Appendix: Database System

(1) DANJURO

DANJURO version 4.0 was developed with Oracle 10.2.0.1.0 aratl® Web
Application Server 10.1.3.3.0. To get access to this datadystem, users need to
install in their computers browsers such as Internetdegr 6.0 or Firefox 3.5.

This system is composed of six parts: (i) data analygstems for the religious
investigation registers, (ii) data analysis systenttierBuddhist temple death registers,
(i) data analysis system for the household registéikg technology of how to
recognize handwritten characters in historical documents neural network, (v)
research funds, publication of research results, amze,pfvi) links to the related site
(Kawaguchi 2002, Kaweaguchi, Uehara and Hioki 2004). The URL of RO
version 4.0 is http://kawaguchi.tezukayama-u.ac.p.

(2) Database of the Buddhist Temple Death Registers

In the database of the Buddhist temple death registerss in bold letters represent
numerical values and the other items are writterkanji (Chinese characters) as
follows:

Village/County/province where the temple stands, name of the teelgmus

sect, title of the temple death registggar of death, date of death in Japanese
old lunar calendar, date of death in Gregorian calendar, posthumous Buddhist
name, sex, address, secular na@age at death, year of birth, date of birth in
Japanese old lunar calendar, date of birth in the Gregorian calendar, cause of
death, place of death, hometown.

When users click oKako-Chodatabasén the_Indexwindow, the Input for retrieval
conditionswindow appears, where they can input retrieve conditByglicking on the
Searchbutton at the bottom of the Input for retrieval coiadis window, the retrieval
program is executed and the Browsimondow appears on the screen, where users can
confirm the retrieval key words, the number of hit datd 20 cases of retrieval results
per page.

A click on Selection of download itenfsitton in the Browsingvindow allows users
to reach the Selection of download itemsmdow. By clicking on the Go to download
window at the bottom of the Selection of download itemrsdow and clicking after on
the Downloadbutton in the Downloaavindow, users can obtain the retrieval results in
C.S.V. form data.

(3) Application Programs

Users need to install Microsoft Excel 2003 or 2007 in tbemputers to execute the
application programs. These application programs can prositiedemographic
statistics and indicators with graphs.

1) Number of deaths indicators
Number of deaths, sex ratio at death, etc.
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2) Age at death indicators

Relationship between age at death and posthumous Buddhist namber of
deaths by posthumous Buddhist name, number of infant and chtldsd@eumber of
adult deaths, sex ratio of infant and child deaths, sexafadult deaths, etc.

3) Death seasonality indicators

Number of deaths by month, sex ratio by month, numberfant and child deaths
by month, number of adult deaths by month, sex ratio dgtim number of deaths

by season, number of infants and child deaths by seasmbenwf adult deaths by
season, etc.

4) Cause of death indicators

Number of deaths by cause of death, number of deathsaby pf death, number of
deaths by hometown, number of deaths by date of bith, et

The Application progranwindow appears with a click on Application program
the Indexwindow. In order to execute the application programis inecessary to
download a macro file and a data file into the compuiest, isers have to click on the
floppy disk logo on the left side of each indicator amel thacro file will be downloaded
in the drive. Then a click on the underlined indicatorthe Application program
window opens the Input for retrieval conditiomsndow. By clicking on the Search
button in the Input for retrieval conditiomgndow, retrieval and calculation is executed
and the Data downloadindow appears on the screen. C.S.V. form data mireat by
clicking on the_Downloadbutton in the Downloaavindow. If users execute the macro
file in the computer specifying the data file, they cartamb a graph of the
corresponding demographic indicator.
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Climate and Faminein Historic Japan:
A Very Long-Ter m Per spective

Osamu Saito

Abstr act

This paper sets out a new, revised chronology of famines fhemeighth to the
nineteenth century. Thanks to the recent publication of einfating database on
medieval natural disasters compiled by Fujiki (2007), megsions are made for the
twelfth to sixteenth centuries. Unlike previous famingdsa (cf. Saito 2002), the new
chronological table enables us to examine more criticallyhit extent global cooling
and warming were related with changing frequenciggmines in the Japanese past.
One of the major findings from this new dataset is thatetheas virtually no
correlation between the frequencies of famines andlteenating phases of cooling
and warming over the so-called Medieval Warm Period thedLittle Ice Age that
followed. Another major finding, which is in fact a corojlaf the first, is that a major
reduction in the frequency occurred before the final pesfodlobal cooling around
1600. In other words, the real break with the medieval fpaktplace half a century
earlier than the start of Tokugawa rule. The paper twwilich on possible factors
accounting for the changes, and also on some demograpplations of the
findings.

Introduction

Famine is a phenomenon of mass starvation caused pyingria poor harvest,
triggered often by any kind of bad weather such as drouglassix¥e rainfall and cold
summer. Thus, scholars since the day of T.R. Malthage maintained that the
frequency of famines was one of the most importantreh@t@nts of mortality in the
past, and hence assumed that there were noticeableaton®lbetween long-run
climatic fluctuations and historical population changes @ demonstration of this
relationship, see for example Galloway 1986).

Turning to the relationship between climate and famine,noge expect that the
relationship in the past must have been very close ekample, a very long spell of
cold years is identified for an age after the ‘Mediewalarm Period’ by
palaeo-climatologists; and this period known as thelé_ltte Age’is thought to explain
why there were so many severe famines in various patte aforld from late medieval
to early modern times. In Japanese history, the LitdeAge corresponds to the time
period from Kamakura to Tokugawa. However, does this thesiBy hold for the
Japanese case”?

What | would like to do in this paper is:

(i) to set out a new, revised chronology of famines froendighth to the nineteenth
century; and
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(i) to examine to what extent global cooling and warming wdageck with changing
frequencies of famines in the Japanese past.

Task one means a reworking of my earlier counts of histanines (Saito 2002),
especially those for earlier centuries. Thanks to a@nthc published database on
climatic disasters in medieval times, we are now ipetter position to make a revision
for medieval famines. For task two, we can think adréhare two separate causal
processes between weather change and the incidenceioé farhe first is the causal
relationship between weather change and harvest, andsdtond the relationship
between harvest and famine. The first relationshiplveilome less straightforward with
improved agricultural technologies. With irrigation faas, for example, drought can
no longer be a problem. The second causal relationship beaymuch less
straightforward even when farming methods are rudimgntadeed, there is enough
evidence to question the conventional wisdom that ausegeop failure did in most
cases result in an incidence of mass starvation.

The new famine chronology table is expected to indiedten a major break in
the frequency of famines took place in the Japanese paste@mnally it is thought to
have come about with the return of peace around 1600; hgwbeepaper will show
that the real break with the medieval past took pladeahaentury earlier, and will
touch on the demographic implications of this the finding.

Famine Records

There are several databooks on historic natural disa@gashima 1894, Nishimura
and Yoshikawa 1936), from which it is possible to identify itlt@dence of a famine
and its cause; added to this list recently is a fascoatatabase compiled by Hisashi
Fujiki, a leading medievalist, for the period between 90d B650, a period for which
records have long been scanty (Fujiki 2007). Based on tneserials, | have now
identified the total of 281 cases as famine years witHitsiein AD567 and the last in
1869. In total there are 47 more than my previous count of 28t (&Z02).

In order to identify a famine case, it is important tetidguish two sets of
mutually related descriptions. One is to separate faneiladed deaths from
epidemic-related deaths, and the other to separate phea@ssociated with ‘hunger,’
‘starvation’ and ‘crisis’ from those described just asop failure’ and ‘disastrous
harvest’ since, as noted earlier, not all harvakirtss resulted in famines.

Then we have to consider the intensity, coverage aratidnrof the ‘hunger and
starvation’ phenomenon. The best measure of the ittesfsa famine is probably the
death toll or the rate of excess mortality, but givem tature of records we have for
earlier centuries it is impossible to make any judgemerthisncriterion. On the other
hand, it is not impossible to determine how geographicalliespread the famine was
and how long it lasted. Admittedly it is not always easy task, but as long as data

! There are several estimates for population totalfenperiod before 1721, from which date the
statistics compiled by the Tokugawa government is availdtde the state of the art in Japan’s
medieval demography, see Farris (2006).
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permits | give 1 point to a cross-regional/countrywide if@mif taking place
cross-regionally with the number of provinces recordelitalsy the famine exceeding
five or six, and 0.5 to one which was supposed to be confmedée region (but O to
local famine)? First of all, it is important to keep in mind that tmere reference to an
unusual weather condition such as ‘extremely hot’ or ‘eopdented cold” does not
necessarily imply a famine unless the reference wesnapanied by descriptions such
as ‘everybody starved’ and ‘fields covered by dead bddizen when starvation did
happen, there are a number of cases in which itfisudifto determine whether it was a
cross-regional/countrywide famine or one which was confimearie regional. For
example, when a very local source of records in tedieval period gives a description
of ‘the whole country Zenkokuor tenkg starved,” caution must be made since
sometimes no other records give any hint of mass stanvatiother regions. In such a
case, | regard the description as an exaggeration as@leomhat it was just a regional
famine.

In most famines, the duration was for one harvest, wtarting in late summer or
autumn and ending with an increasing death toll in the nexhgspSometimes it
continued into the next harvest year with another &dgpre, or even with a mildly bad
harvest. There are cases where different kinds adfrds may collectively give us an
impression that a certain famine lasted for two ydarsa careful reading of the records
may often reveal that it was an ordinary famine thaturred in one harvest year: one
source referred to situations immediately after trep dailure whereas another paid
attention to death tolls that swelled in the next mdde year. | have tried to avoid the
over-identification in such cases.

Famines from the Eighth to the Nineteenth Century

Figure 1 shows the distribution of the all 281 cases iattucies. Records for the sixth
and seventh centuries are too few, but those for theéhemid ninth centuries are
surprisingly complete. Then, there was a long period @& searcity between the ninth
and the fourteenth century. The reason is that aigadlivacuum created by the
disintegration in the beginning of the Heian period ofgheient, Chinese-styhgsuryo
state system meant the lack of effective control amcdond keeping. After the
establishment of the first samurai government (callechdairabakufy in 1192, the
number of records, both official and private, startesh¢oease gradually, but it was not
until the fourteenth century when the data allow us dtal#ish the frequencies of
famine on a reasonably secure basis.

From 1300 onwards, therefore, it is possible to show thagihg frequencies of
famine by half-century (Figure 2), and from 1600, in which nkenber of written
records multiplied under Tokugawa rule, by decade (Figure 3).

It is evident from the three graphs that in ancienesifamine was very frequent,

2 This is because while a local famine’s impact on ##on’s population was not large, the risk of
overstating the frequency of famines would increase by cwustich a case in as the record of such
a local famine was sporadic and its survival purelychgnce in the period before the seventeenth
century.
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and that it became less frequent in the subsequent pefiodse eighth and ninth
centuries it took place in every three years. In tediaval period, or more precisely, in
the period from ¢.1300 to ¢.1550, the frequency declined a tdatan order of once in
every four years. Then came an unexpected, substartial the number of famine
years in the second half of the sixteenth century, aasesult of which the
seventeenth-century average became a level of eveey sears. From the eighteenth
century on, the incidence was further reduced: in thaesgth 10.5 famines occurred,
in the nineteenth the total became 5.5, and the twermgttury saw no famine breaking
out, be countrywide or regional.
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Figure 1. The number of famine points by century.

Sources Famine chronology table compiled by the author from Ogashih894),
Nishimura and Yoshikawa (1936), and Fuijiki (2007).
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Figure 2. The number of famine points by half-century, 1300-1900.
SourcesThe famine chronology.
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Figure 3. The number of famine points by decade, 1601-1900.
SourcesThe famine chronology table.

Climate History

Historians of global climate have paid special attentm the so-called Little Ice Age.
There is evidence that there were bitterly cold winterghe thirteenth and also the
fourteenth century and similar climatic conditions cdmaek in the late sixteenth and
seventeenth centuries (Le Roy Ladurie 1971). For Japaarjetyof data sources have
so far been used; from tree rings to diaries kept by samuot@lectuals and wealthy
commoners. The documentary sources of the latter dypeparticularly rich after the
eighteenth century, giving the specialists detailed acsoahtmonthly or seasonal
weather in various parts of the country. However, @nasvback with this type of data is
that they rarely go back to the early seventeenthucgind beyond. In order to take a
much longer view, therefore, data of the former kind \akiable. Based on recent
surveys of evidence (Batten 2009; Mikami 2008), we may sumenaitst we found
from the famine chronology in relation to the follogy periodisation of climate history
(Table 1).

Table 1. Climate change, drought, cold summer, and the frequerfeyrorfies.

Period Climate Causes of famine Famine points
Drought vs. cold  per century
summer

7-12th Warm 6:4 31*

13-early 16th Cold 7:3 22

Late 16-17th Cooling 5:5 12

18-19th Warming 0:10 8

SourcesThe famine chronology table.
Note * indicates an average calculated by excluding the 7th, 10th andefttilries.
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It should be noted that of the surveyed data seriespmies covering longer
periods are for both winter and spring temperatures whalestimmer series tend to be
shorter; thus, the climate periodisation in Table in&le mainly on the information
about winter and spring temperatures. This is unfortunatause harvest in rice
growing countries is generally more closely related tmrear temperatures than to
winter or springtime conditions. Also note that in Tallehe earlier the period the
longer its duration becomes, as it is more difficoltidentify turning points within a
broader periodisation frame. For the first periodshef table, therefore, no attempt is
made to distinguish sub-periods in the Medieval WarmoBeaind also in the first half
of the Little Ice Age. True, for the latter three anbalf century period, some argue that
the fourteenth century can be separated as a relatikiety geriod of sudden cooling
from the other periods. However, given the nature offah@ne data for the thirteenth
and fourteenth centuries, | have not separated them thisitable.

Of the series surveyed, records of freezing dates of aimakentral Japan are
particularly interesting and useful as they give us r@iraken series of decadal winter
temperature from the mid-fifteenth century onwards. Webords of the so-called
‘divine crossing’ on Lake Suwaiwatariin Japanese, which is actually a crack on the
ice created by the pressure of freezing) palaeo-climastdogoichiro Takahashi and
Junkichi Nemoto constructed the decadal index of warmnessaofour-century period
(Takahashi and Nemoto 1978). The series is shown graphicalfyigure 4. This
confirms that in periods before the eighteenth centibeydecadal difference between
the number of warm winters and that of cold winters wa most cases negative,
indicating that as in historic Europe, winter temperatunese generally low in
medieval Japan too. It is clear from the graph thapdre@d between the 1580s and the
1610s was particularly cold. The seventeenth century sawldarecovery and there
occurred a secular warming tendency since then. It ulagantially warmer at the end
of the Tokugawa era than in the early to middle periodsoAding to a recent work, the
July temperature in the nineteenth century was about Ifl@hthan in the eighteenth
(Mikami 1996).

W am ness nhdex
o

-5
1440 1490 1540 1590 1640 1690 1740 1790 1840 1890

Figure 4. Changing temperature: warmness index, 1441-1890.
Source Takahashi and Nemoto (1978, 184-185).
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Our interest is in the relationship between climaharges and the frequency of
famines. As the famine data allow us to determine, thouglnrait cases, whether it
was triggered by drought or cold summer/prolonged rain, wecback if global
cooling meant that there were more crop failures andgdhemore famines. Table 1
above enable us to examine these relationships by petiodiga climate history over
the whole period, and Table 2 below by half-century from 14290.

Table 2. The warmness index, drought, cold summer, and the freqoéf@mines
by half-century.

Warmness index  Drought vs. cold summer Famine points

Late 15tl -7 8:2 11.t
Early 16tt -3 7:3 17
Late 16tl -7 6:4 7
Early 17tt -10 4:6 7.t
Late 17tl -5 3:7 7
Early 18tt 4 0:10 3
Late 18tl 1 0:10 7.t
Early 19tt 1 0:10 5
Late 19t 0 0:10 0.t

SourcesTakahashi and Nemoto (1978, 184-185), and the famine chronology table.

The two tables suggest, first, that drought becamepledde matic over the long
run. Second, its relationship with global cooling andmiag was more complex than
one may have imagined. Third, on the other hand, botestafslambiguously show that
medieval famines were not caused by global cooling inLttie Ice Age. This was
particularly the case in the period from 1550 to 1650: famirere Wess—rather than
more—frequent compared with other centuries in the gsgre

This finding may not be particularly surprising if due attamtis paid to the fact
that what is crucially important for the growth proses of rice is abundant rainfall in
the spring and early summer period and sufficiently higmperature in the high
summer season. Indeed, the causes of famine tables &bwe indicated that earlier
famines were more to do with drought which affected tily gaowth processes, while
once it was overcome, cold summer came to the fégetimg the final growth process.

Discussion

The evidence we now have in the form of famine chimyplseems to suggest that
there were two broad tendencies in the history ofriamin historic Japan.

The first is a long-run tendency of decline in the frequefdamines. Generally
it was a very slow progress. But the progress is likelgave been sustained even in the
centuries when the Little Ice Age is believed to haggun: situations in the fourteenth
and fifteenth centuries seem to have been somewttat bigan in warmer centuries of
the ancient period. Then came an unexpected decline settond half of the sixteenth
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century—unexpected because the decline in the famine fregweok place during
another phase of global cooling in the Little Ice Agad also because in Japanese
history it was in the middle of a warring state perioo, in the post-unification period
of returned peace&.Given the nature of records we have for the periodrbefokugawa,
one may question the timing of this decline in the famiegquency. However, a close
scrutiny of the chronological data suggests that this fairdy robust observation.
Famines did become less frequent in the middle of #eeaf war lords and resultant
military confrontations between the warring states.

The second tendency was for drought to become less pratideas a cause of
famine. In earlier centuries a majority of famines eviiggered by drought, but from
about 1550 on the number of famines caused by either extnemaness or short
rainfall started to decline. Crucial for this shift wagrarian changes that took place in
rice growing—variety selection, reclamation of lowdarver deltas, and other forms of
investments in land infrastructures (for a brief accod@ishdting causes of famine, see
Saito 2002, 225-226). Thus, by the end of the eighteenth cealimost all famines
were those caused by either cold temperature or prolongadirraihe summer,
suggesting that summer temperature was still a problerg, @rdblem for people in the
north-eastern region. This too was a gradual processughhois worth noting that it
gained momentum well before the Meiji Restoration.

All these may be taken to imply that towards the en@okugawa rule, peasants
must have been virtually freed from famine disastersvéder, as we all know, there
took place two Great Famines in the late Tokugawa periedmé&i in the 1780s and
Tenpo in the 1830s. Both lasted for several years, anduglthour weighting system
cannot measure the magnitude of those famines, leveldsef mortality must have
been substantial.

We have to ask, therefore, first, why there was a sudddimelen the frequency
of famines despite disadvantaged climatic conditiorthensecond half of the sixteenth
century, and second, why the country was struck abruptlybydevastating famines
despite a general warming trend throughout the late Tokugawnad. It seems certain
that climatic variables cannot answer the two questibnis. is obvious in the first case.
In the latter two cases, cold summer has been blaorathd disasters; however, while
coldness of the 1780s was global, abnormally cold weathidie 1840s seems to have
been a local phenomenon. Indeed, a comparative anafysigry data for two places in
the period 1714-1864 reveals that even if there were moilesgooner triggered than
drought-triggered famines in those places, lean years dithvariably result in mass
hunger and starvation (Saito 2002, 228-230).

Perhaps we have to turn to economic and political fadtorexplanation. It is
certain that the disappearance of drought as a causemifefavas an important
pre-condition for the decline in the frequency of faminasthe eighteenth and
nineteenth centuries, and hence that agricultural progr@sshe key to account for this

% This is the observation that | was not quite sure abothie previous article because of the data
uncertainties for the late medieval period (Saito 2002).
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change. However, it cannot explain why the reductiothe famine frequency became
possible in the late sixteenth century since much oagneultural progress was made
in the seventeenth rather than the sixteenth cerMhat we can say at this stage,
therefore, is that unintended consequences of changesgovbmance structure made
by emerging overlords may have been crucially impor@aprévent the aggravation of
any poor harvest into a famine. What happened during thedpefiwarring states is
that a warlord consolidated power over his whole tewitevhich probably meant
greater security for the peasantry who came under lais ru

On the other hand, for the latter half of the Tokugaegame, it is suggested that
some subtle but important shifts are said to have takee petween the ruling and the
ruled. One of the shifts was concerned with the isdua/lm was responsible for
disaster prevention and relief, and the eighteenthearigl nineteenth centuries saw the
bakufugovernment becoming less keen in such matters whilematiate-level bodies
such as the village and regional communities were mm@\ved in decision-making
processes, affecting the long-held notion of ‘benevolebetveen the ruling and the
ruled. According to this interpretation, the Tenmei andpbefamines, especially the
former, were aggravated due primarily to a coordinatidarabetween the central and
regional authorities created during the transition in guamece structure (see Kikuchi
2002). How such changes altered the famine processes iniddé raf changes, we
have to await future research in the political econarhyamine and other disaster
management.

Finally, it should be remembered that whatever the caasdamines, their
changing frequencies must have had implications for papaldtistory. This may
sound Malthusian. It is well known that there are n@wisionist re-assessments on
historic famines as demographic correctives (see for pleamatkins and Menken
1985), yet a close examination of Tokugawa data has revealathaistakably negative
impact of cross-regional famines such as those inTémmei and Tenpo periods,
although it is thought to have reflected the combinedce@€both mortality-enhancing
and fertility-reducing influences (Saito 2002, 230-235). Given tifextederived from
late-Tokugawa demography and also given the finding from ouméhronology
table, we should now think that population growth begahemtid-sixteenth century. It
has long been assumed that population did not increadiepaate returned at the
beginning of the seventeenth century, and Akira Hayathésis of comparatively
strong population growth for that century is considerecdaent consensus (Hayami
1967; see also Hayami 2001, 43-46.). However, what our finding sisggethat it
started half a century earlier before Tokugawa. In ai@explore why in the middle of
the warring states period and how it began—we need mordered, both
socio-political and demographic, but once we acceptittak started in ¢.1550 rather
than 1600, the implied rate of population increase duringélhenteenth century will
inevitably be lowered compared with levels Hayami and sthave postulated.

280



References

Batten, B.L. 2009. Climate change in Japanese historypeatustory: a comparative
overview. Edwin O. Reischauer Institute of Japanese St@besasional Paper
2009-01, Harvard University, Cambridge, Mass.

Farris, W.W. 2006Japan’s Medieval Population: Famine, Fertility, and Warfare in a
Transformative AgeUniversity of Hawaii Press, Honolulu.

Fujiki, H. ed. 2007Nihon Chisei Kislo-saigaishi Nenpy Ké. Koshi Shoin, Tokyo.

Galloway, P.R. 1986. Long-term fluctuations in climatd aopulation.Population and
Development Revie¥2: 1-24.

Hayami, A. 1967. The population at the beginning of the Tokugperéd. Keio
Economic Studied: 1-28.

Hayami, A. 2001.The Historical Demography of Pre-modern Japamiversity of
Tokyo Press, Tokyo.

Kikuchi, 1. 2002. Tokugawa Nihon no kikin taisaku, in Shakaizgishi Gakkai, ed.,
Shakai Keizaishigaku no Kadai to Tenl'thikaku, Tokyo, Ch.30.

Le Roy Ladurie, E. 1971limes of Feast, and Times of Famine: A History of Climate
since the Year 100@oubleday, New York.

Mikami, T. 1996. Long term variations of summer tempeesgtun Tokyo since 1721.
Geographical Reports of Tokyo Metropolitan Univer81y 157-165.

Mikami, T. 2008. Climatic variations in Japan recondgegddrom historical documents.
Weather63: 190-193.

Nishimura, M. and |.Yoshikawa eds. 1936hon kyko-shiko. Maruzen, Tokyo.
Ogashima, M. 1894\ihon saii-shi Nihon Kogyokai, Tokyo.

Saito, O. 2002. The frequency of famines as demographicctive® in the Japanese
past, in T. Dyson and C. O Gréda, (edsagmine Demography: Perspectives from
the Past and PresenDxford University Press, Oxford.

Takahashi, K. and J. Nemoto. 1978. Relationships betweematdi change, rice
production and population, in K. Takahashi and M.M. Yoshi®.{eClimatic
Change and Food Productiot/niversity of Tokyo Press, Tokyo.

Watkins, S.C. and J. Menken. 1985. Famines in historicapgetise. Population and
Development Revietd: 647-675.

281



An Estimation of Spanish Influenza M ortality
in Imperial Japan: 1918-20

Akira Hayami

Abstr act

This paper re-estimates the number of death during the sBphrfluenza in
1918-1920 in the home land of Japan as well as its colonis®uthern
Sakhalin, Korea, and Taiwan at the time. Researchets in Japan and
elsewhere have hitherto accepted figures based on incongpéeigtics. The
author proposes a method to estimate “excess death$d t¢hfkienza from the
number of deaths due to respiratory diseases. The néwatet are much
larger than what has been believed. Also, the damadiesadfwere far greater
in the colonies of Imperial Japan than on the Japanasdand.

1. Introduction

Between 1918 and 1920, not even Japan could be spared from Sp#uoesteh, which
blanketed the world. In May 1918, influenza patients occurreangnthe crew of a
naval vessel anchored at Yokosuka naval port. The influspeead immediately to the
nearby cities of Yokohama and Tokyo, and many people exthibitg fever, but those
who died owing to this were not reported at the timie Tnfection spread rapidly
amongsuny wrestlers, and owing to the impact on the end-of-Mayrrtament in
Tokyo, several bouts were cancelled. People of the tatled this infectious disease
sun® kaze Thereafter, between June and July, patients weseowkred in local
barracks, but this ended without becoming a major disdstduly, newspapers started
reporting the spread of influenza in Spain and along the YMeBtent of the war in
Europe Keijo Nichinichi Shimbun15 July 1918), but no one thought that this was
particularly serious.

There was no coverage of the spread of the diseasmenica and Europe, which
started in September, either, but the spread began witpan in earnest that same
month. The appearance of feverish patients was repspreading from central to all
regions of western Japan. This is thought probably ta $anptom caused by Spanish
Influenza. From the latter half of October, this iniegs disease spread throughout
Imperial Japan, including the colonies in Southern Sakhitimea, Kwantung Leased
Territory (including Port Arthur), and Taiwdnwhich were called the “outer territories
(gaichi)’ at the time, with a ferocious power, andradually burned out by May 1919.

! Taiwan became a Japanese colony as a result of moeJ&panese War (1894-95), Southern

Sakhalin became a Japanese colony in 1905 because ofusise-Fapanese War, Kwantung
Territory was leased from China in 1905, and Korea was annexed toiddedi0.
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In Japan, the spread during the spring of 1918, which is cakedirst wave of
Spanish Influenza internationally, is called the “spriegald,” the second wave, from
autumn of the same year to spring 1919 is called the “e@diedemic,” and the third
wave, namely the spread from the end of 1919 to the spfibg20, is called the “later
pandemic.” The author will denote the spreads as “earfistead of the second wave
or “later” instead of the third wave.

The earlier pandemic, the second wave internationddypominated, was
characterized by a high morbidity, but the mortality wasparatively low, whereas the
later pandemic, the third wave, was characterized bywarlonorbidity but a higher
mortality. From this fact, there are observation$ thiak that these two pandemics may
be due to different viruses (Rice and Palmer 1993, 393). [eorehsons described
below, however, | personally think that these two wavereviboth due to the same virus
unanimously recognized today as “H1N1,” and therefore arguetiat standpoint.

There are several figures regarding the number of déatisSpanish Influenza
in Japan. In non-Japanese publications, Richard Colagmetl 257,363 (Collier 1974,
305), as did exactly Geoffrey Rice and Edwina Pal(é®3, 393), and Niall Johnson
calculated 388,000 (2006, Tab.4.1).

These figures are based on the statistics describedheinRyikosei-kanly
(Influenza Pandemic edited by Naimastikiseikyoku [Department of Sanitation,
Ministry of Home Affairs] 1922) [hereafter abbreviated Rsizkan, which was
published immediately after the pandemic, calculatingntihaber of deaths within the
homeland Japan only. The figure of 257,363 is the number afteegd deaths from
September 1918 to May 1919 only, as Rice and Palmer noted (1993wB@8eas the
figure of 388,000 adopted by Johnson (2006) includes those who died theripgriod
between December 1919 and spring 1920. Japanese researcherse dlsese figures
for the number of deaths. | would like to start by re-aerarg these figures. Judging
from the results, the calculations to date have ahlfar too small, and in reality it is
clear that far greater number of people died.

Next, Kanagawa Prefecture, which includes the city of Yakoa, published a
report on the pandemic describing the spread of infectitimnwvihe prefecture, with
details of the figure of deaths in Yokohama City. Thistalso be examined.

Finally, we shall examine how the influenza spread @ dblonies of southern
Sakhalin, Korea, Kwantung Leased Territory and Taiwatha time. There has been
little research on these areas. This is not to lsatythere is no data of these areas, but
rather, with the exception of Kwantung, the admintsteaauthorities of each colony
published statistics every year, and Japanese newspapeaiscde utilised. By doing
these, it was possible to estimate mortality with slaene reliability as within the
homeland Japanese itself. Through these data with ftmsewithin Japan, the overall
image of the spread of Spanish Influenza in Imperial Japaanke clear for the first
time (Hayami 2006).

This article mainly focuses on the human damage ttairced as a result of the
spread of infection in both Japan and its colonies.
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2. Questioning the Number of Deaths by Spanish Influenza that Has Been Cited
Hitherto

The statistics for those killed by Spanish Influenza witGapan have until now
depended entirely on theyizkan report published immediately after the pandemic. This
important official document was excellently planned fbe time, but statistically
speaking, it is far from complete. The statisticshat énd of the volume cite figures by
combining the number of sick persons and deaths from theo$tdhe pandemic until
15 January 1919 by prefecture, and then cite the numberkopsisons and deaths
registered every half-month thereafter until 31 Julytiker, the total statistics for each
prefecture are collated for all the sick and dead, anchuhgber of sick over the total
population, the number of deaths among the sick, anduier of deaths over the
total population are described, as well as the natiartalst The start of the earlier
pandemic differed between prefectures (the earliestqiueés were touched in August
1918), and the latest was Okinawa Prefecture in Novembés mbist prefectures were
already infected in October 1918.

For the later pandemic, the total of sick and total ofttdeavere listed by
prefecture from initial onset to the end of December 1948,filom January 1920, the
figures for each month were recorded until the Julyhat same year. The onset of the
late pandemic was earliest in Kumamoto Prefecture duhegmiddle of September,
and latest in Chiba and Iwate Prefectures, during earlyadai920.

At first glance, these tables appear complete ast&stsf the sick people and
deaths due to influenza. Consequently, researchers malfpan and elsewhere have
hitherto accepted those figures as the Spanish InfluenzdsdeatJapan without
doubting the printed records that nationally the total nundbedeaths in the earlier
pandemic was 257,363 and in the later pandemic 127,666 for a t866 0029 When
the tables are examined, however, it immediately besaritear that statistically, they
are entirely incomplete. In many cases, among the gitets the numbers of dead and
sick cease to be entered as the pandemic progressdgrerare no records at the
outbreak of the disease. To cite one example, ircélse of Osaka Prefecture, the sick
and dead people in the earlier pandemic, including Osakan@iye the influenza was
at its most ferocious stage in Japan, are recorded otilyld January 1919, with the
column from 16 January onwards being blank. Further, ths totdhe sick and deaths
during the earlier pandemic are calculated only up until 16aigri919.

Osaka City was the largest city attacked by the Spanfklehza, and we have no
reason to be convinced that the spread of earlier pandardenly halted on 15
January 1919. There must be several thousands more whdtdietiGaJanuary, as can
be easily assumed. This lack of information exists eiteeause the Osaka Prefecture
did not report the statistics, or the Sanitary Bureath@fHome Ministry did not obtain
them. Similarly, of the 47 prefectures existing natiyndhere are ten prefectures for
which records are incomplete, so the national totalshie actual numbers of sick and

2When the total number of 3,698 influenza deaths between aut@g0 and spring 1921, which
could be called the “fourth wave,” is added, the number of deatsstoiseound 388,000.
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deaths during the earlier pandemic must be considerablyegréwan the recorded
figures.

The table for the later pandemic has fewer blank coluhmns that for the earlier,
but even so it is far from complete. Here, too, rdsdor Osaka Prefecture extend only
as far as February 1920 and the statistics from Marchamsy when the pandemic
continued, are missing.

As a result of these examinations, major doubts haseraconcerning the use of
the Ryizkan report as statistics regarding the human cost of Spamfuenza.
Undoubtedly, anyone would become aware of these defieemtithe statistical data if
they examine the original documents. There is absolumelfrustworthy foundation to
these figures. It must be said that the responsibifitgaholars who have discussed
these figures uncritically, and in particular Japanesearehers, for whom the original
data is approachable, is great.

If we assume that the statistical values in Rygkan are unreliable, how then
could we calculate mortality due to influenza accuratelj@uhd a way to solve this
problem. I will not utilize theRyizkan to measure mortality, but devised a method to
estimate “excess deaths” due to Spanish influenza: |latdcuthe difference between
the number of deaths due to respiratory diseases imalorears” before and after the
pandemic (1916-21), and the number of deaths due to respichsedses during the
period of the Spanish Influenza pandemic. Moreover, lucldpan kept the statistics
by age group, month, and cause of déathd by combining these figures, Spanish
Influenza mortality in Japan could be estimated boththercountry and its colonies.
The results of the calculations will be described below.

The spread of the earlier pandemic took eight monthm @atober 1918 to May
1919, so the number of deaths for each prefecture duringehicd due to respiratory
disease or for unknown or unclear reasons must be addecfegturé. Mortality for
respiratory illnesses rose due to influenza morbidity, iargdnot difficult to imagine it
exceeding ordinary times. The number of deaths determinied tilss method was
266,479, which is considerably higher than the figure irRya&an report.

The later pandemic was estimated in the same way.héAslater pandemic
continued from December 1919 to May 1920, the number of deathsydhrs six-
month period was determined by separating into normal yearsnfluenza years, and
then deeming the difference to be “excess deaths” dudltenza. The number was
186,673, and this also exceeds the figures ifRi&an

% Nippon Teikoku Shiin Bkei (hereafter abbreviated as NTST), eds. Sanitary Buoéatiome
Ministry (Annual report of mortality by causes, published inyf)k

*The eight categories which are handled here as hanfhgriced the number of deaths due to
Spanish Influenza as causes of deaths within NTS@ialfflapanese statistiddippon Teikoku Shiin
Tokei) are: (1) influenza, (2) pulmonary tuberculosis, (3)}@atwonchitis, (4) chronic bronchitis, (5)
pneumonia and bronchitis, (6) other respiratory diseaseslig@hostically poorly-defined illness,
(8) and unknown causes. The number of deaths due to thosewtastategories increased
dramatically in 1918, but at the time no one knew of the iSpanfluenza pathogen (H1N1), so
consequently they were likely treated as “other” and “unknowresgus
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Before discussing the content of the newly estimatedatity in detail, | would
like to take a brief look at the state of Japan undeBgamish InfluenZ=crisis.

3. The Earlier Pandemic

In either September or October 1918, and the specifietidoceannot be traced, but
somewhere in Japan a mutated strain of the Spanish Irdlugns with more potent
contagiousness came ashore. One newspaper, based iyaNag®ntral JapanShin
Aichi, 20 September 1918) reported that workers of a weaving yaaéor developed a
fever, and that although they suffered for three torselags, they had not died so far.
On the 26 September the same newspaper reported thatwieee 400 influenza
patients among the infantry regiment statione@tsu near Kyoto.

By mid-October 1918, influenza-related articles had spreadmatie. Articles
saying also that there were sick and dead among the sabdigrg sent to Siberia could
be seen on 3 and 4 October. On 12 October, it was reptrt¢ more than 60
elementary school pupils in Yamaguchi Prefecture, atwkstern tip of Honsh
(Yomiuri Shimbuyy were absent with nosebleeds. Probably, this wagnetem of
Spanish Influenza. In the middle of October, the newspapere covered nationwide
in reports of the “influenza epidemic.” In particularpoets claimed that there were
numerous influenza patients among military personnetofaovorkers, and school
children. The influenza took less than three weeks to dpnadionwide, because
Japan’s railway network was almost complete at ih@,tand people infected with the
virus were able to travel long distances quickly by raiirduthe incubation period of
the virus. Infections consequently appeared in all cornetiseo€ountry, so that by the
end of October 1918, the number of deaths was also gracuaiasing.

The reason why articles concerning the deaths increaseprolzebly because of
the concentration of fatalities among military perseinfactory workers, and students,
and was thus easy to identify. Nowadays it is cledardbaths occur mostly among the
age group that normally suffers low mortality, as evealthy organs are destroyed by
an excessive immune response that is called a cytakimen. By this time, the
infectious disease was clearly identified as influeand, on 25 October 1918 the Home
Ministry announced that this infectious disease was c&leshish Influenza outside
Japan. Generally influenza and cdtdZg were not distinguished at the time, and so the
infection came to be calleBupein kaz€Spanish cold). Even today, the tradition of
wrongly calling Spanish flu aSupein kazeontinues.

The earlier pandemic peaked between the end of Octoloethenmiddle of
November 1918. The majority of victims were in the thoitees of Kyoto, Osaka, and
Kobe. The newspapers overflowed with reports of closedods, paralyzed
transportation, and major congestion at public crematoria

The peak seemed to have passed by the end of Novemberthéss, after 10
December, another reversal occurred during which the ngmolbeick and deaths again
increased. This was influenced by the system of militarnscription in Japan at the

° See also Rice and Palmer, 1993.
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time. Because the fresh recruits entered the nyiliter 1 December each year, a large
number of young people who were uninfected with the virusreea into the barracks.
They immediately became, for the virus, a better targeattack than ever before.
Several days after being conscripted, numerous soltiened up in rapid succession
either to enter hospitals or, if the infection was ipafarly severe, to die within ten days
of their conscription. As suitable quarantine measura® wet taken, the influenza
infection passed from the soldiers to the citizenrgd anany Japanese regions
consequently experienced a second peak in January 1919.

Patients hospitalised in military hospitals were heatl fresh recruits. Since
hardly any veterans of two years or more could be sbene was a clear difference
between soldiers with immunity to the influenza andséhaithout.

At the time, the influenza pathogen could not be identéieywhere in the world.
In Japan as well, there was a great dispute betweelascho agreed and disagreed
about the pathogen to be the same microbe identifiedeasmfluenza pathogen by the
German microbiologist Pfeifer at the end of the infkeepandemic in 1890s (today
known to be the H2N8 strain). Of course, today, influeszaown to be caused by the
influenza virus, and not to be caused by bacté&tieifer bacteriufy but at the time, the
norm was to assume that infection was caused byatitermicrobes, and specific
viruses had not been isolated. The Pfeifer bacterius eudtivated, however, and a
vaccine created, and “inoculations” were even perforriexar the world.

The earlier pandemic in Japan declined with the comingfigg and in May
disappeared from Honslaltogether.

4. TheLater Pandemic

Although it is unclear whether the virus was lurking hiddenlapan and suddenly
manifested itself, or whether it was brought in frora thutside, in November 1919,
influenza sporadically flared up again in several laceti Again serious explosion
occurred in early December, and was clearly occasionethédyonscription of new
recruits to the armed forces. No matter where theefrwere stationed, the
accompanying hospitals were filled with fresh recruitsowvere sick with influenza,
and there were also cases of sick new recruits beémj Bome without being
conscripted Touou Nipp, 14 December 1919). Nearly all the sick were new regruits
and in the 31st regiment in Hirosaki, of the 148 peopleitadzed, 127 were fresh
recruits, and of the 15 dead, 13 were fresh recruithelend, 41 soldiers died.

The Imperial Guard in Tokyo was a collection of solligom all over Japan, and
so suffered the greatest casualties, with the dead rgadi@ {Touou Nipp, 21
December 1919). All newspapers reported that the mortalsygneater than during the
earlier pandemic. According to the army’s published siadisthere were 531 dead in
1918, 955 in 1919, and 1683 in 192@hich tells us that the deaths during the later
pandemic were considerably more numerous.

® The Statistic Bureau of Cabinet, Nippon Teikoku Tokei-aenfthe Annual Report of Statistics of
Imperial Japan).
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Conditions were similar for the navy, and as one ¢teml would like to
introduce the case of the light cruis¢M.S. Yahagi which occurred during the earlier
pandemic (Yamaguchi Den’ichi 1919). During the first World Wae, ahagiwas part
of the fleet dispatched at the request of the Britaideu the terms of the Anglo-
Japanese Alliance, and was based in Singapore, fromewhgratrolled the Indian
Ocean, Southeast Asia, Australia, and New Zealandhé&<serman fleet in this area
had already been completely destroyed, the armistaewelcomed on 10 November
1918 in Singapore without having gone into battle and the sispwaiting for its relief
to arrive. But as the arrival was delayed, the sailmse allowed to go ashore. There,
the sailors contracted the Spanish Influenza virus aret #fe ship set sail on 30
November, the sick appeared one after the other. Up@tybaaking a scheduled stop
at Manila, the sick were all taken into hospital, btwtal of 48 of them died, including
those who had died whilst still aboard. The proportibdeaths to all crew members
was at least 11 per cent, and this rate was the highvegtaced to other naval ships that
had been subjected to Spanish Influefiza.

The earlier pandemic followed the order of civilian,itarly, and back to civilian,
but the later pandemic evidently spread along a vector liteuyito civilians. The
spread continued domestically until around May 1920 whenithe disappeared.

This exemplifies the fact that the virus that was paghogen of the earlier
pandemic was the same one of the later pandemic. v@$kerwe cannot explain the
small number of sick among the second-year recruggfvice while the great number
of fresh recruits became sick during the later pandemic.

5. Analysis: Inventing a New M ethod of Mortality Evaluation

From this point on, | utilize the concept of “excesstded In estimating mortality, the
earlier pandemic within Japan covers eight months f@otober 1918 to May 1919,
and the later pandemic six months from December 1919 tol®I2Q. The total number
of deaths, based on the eight categories of respirdiseases responsible for death
previously mentioned, is drawn and estimated from the pwlisifficial Japanese
statisticsNippon Teikoku Shiin dkei (here called NTST). Comparisorsf the figures
are made between “normal” months (from years 1916, 1917%21/° and the months
of the influenza epidemic.

Deaths by Month
Figure 1 shows the number of influenza deaths by monthgltinm earlier and later

! The Yahagiwas 4,000 tons with a crew of 400, and was the first light cruised fitiidn turbines.

8 Niall JohnsonBritain and the 1918-19 Influenza Pandenpcl13. Table 4.7 Influenza on board
ship. This was 9 per cent on tHeM.S. Africatherein.

° | take all deaths by respiratory diseases as eegbtaccording to the eight related categories, for
each month, and | take out the mean number of deaths samme months that occurred in the two
previous years, which were considered as “normal’, amd $821. | consider that the figure
obtained of “excess deaths,” for each period, gives a gatidation of mortality due to Spanish
Influenza.

%n Korea, as there are no 1921 data, | use 1915, 16 and 17 as normal years.
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pandemics estimated according to my method of “excestddedthis figure clearly
shows that during the earlier pandemic, the number @tthdeose sharply in
November1918, and was greater than that in any other mdntihias so bad in Japan
that it can be called “Black November” as was the éaddew Zealand (Rice 2005).
The excess deaths of 132,908 were 50,000 more than the deattys tHar Russo-
Japanese War in 1904-05, and these deaths occurred in amsoigle Limited to just
this month, the number of deaths due to influenza were thare half of the total
deaths of 253,926. In addition, the ferocity waned somewHaecember, but the death
tolls remained high, and also continued in January, Fepr@ad March of the
following year (1919).
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Figure 1. Influenza deaths in homeland Japan (October 1918 - May 1920).

The later pandemic appeared in December 1919, but its pea&damianuary
1920 when the number of estimated deaths related to Spanisad close to 80,000,
which accounted for 43 per cent of all the registerednde®s stated above, a major
cause of this big number was undoubtedly the sick amongeheconscripts who
entered the military on 1 December of 1919. During the |[sedemic, the percentage
of sick against the total population was relatively lbwt the mortality among the sick
was considerably high. The majority of the populatiod peobably obtained immunity
during the earlier pandemic. However, for better orviorse, those who had passed
through the earlier pandemic unscathed were caught unpdegiatiee later pandemic,
and became bait for the virus, which had increased in araleDuring both the earlier
and later pandemics, the number of deaths was the highestdiately after the
influenza arrived, and after the number of deaths pealeglghdisplayed a pattern of
slackening off gradually.
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Deaths by Day

By determining the daily deaths during the influenza pandemi@revable to learn the
spread of the disease more accurately. In November 192(yollee and sanitary
department in Kanagawa Prefecture, which includes the ofitYokohama with a
population of 460,310, published tl®ikosei-kanldshi (Kanagawa-ken: 1920, [On
Influenza] hereafter abbreviated kkanagawa-Rykan) immediately after the pandemic.
This included vital information concerning the daily total tieaby pneumonia in
Yokohama City. The most valuable statistics is tidetéhat compares daily the number
of total deaths and deaths by pneumonia for three perdddsrmal years before the
arrival of the Spanish Influenza virus (1 October 1917 to 31 IMa8d 8), 2) the earlier
pandemic (1 October 1918 to 31 March 1919), and 3) the later pan{ieidecember
1919 to 31 March 1920).

Firstly, Figure 2 compares the total number of deaths duhagabove three
periods. During the years of 1917-18, the number of daily déatimsthe latter half of
December through the end of January was a bit high, aapgpabximately one and a
half to twice to the other days. This, however, was reefihe Spanish Influenza
pandemic, and the reason was probably seasonal. During 19Mel1petiods of high
mortality can be observed. The first was from thé ehOctober through the middle of
November 1918, which was when the influenza spread natienvkrobably, the
influenza pandemic could also be seen in Yokohamastithé. The second was from
the middle of January to the middle of February 1919, whennumber of deaths
peaked at the beginning of February. Apart from the two pedbtl®e pandemic, there
is almost no difference compared to the period of 1917-18.

The number of deaths for 1919-20 is remarkable. Until &ggnining of January,
the number was almost the same with those for 1917-18héurose dramatically after
10 January. The two weeks of the second half of Januavy e mortality nearly three
times higher than that of 1917-18. This mortality crisiaswalso reported in the
newspaper coverage of the time almost screamingii«ahama Beki Shimp: 22-28
January 1920). After 10 February, however, the data convargk from the end of
February settle to approximately the same level as 1918.

In this way, the analysis of the daily records shovet the number of deaths
during the influenza pandemic did not continue over a longgerf time, but rather,
returned to normality after between three weeks to atimduring any pandemic
periods.

Next, we examine deaths due to pneumonia. Yokohama pag dor overseas
routes, so daily death statistics were compiled by ecafsillnesses. The Spanish
Influenza caused bronchitis and pneumonia when it progresbedefore, these death
records due to pneumonia can be a proxy for the progresseointluenza. The
mortality trends in this figure are strikingly similgw the overall mortality trends in
Figure 2. During the period of 1917-18, the number startedddrasn the second half
of December and was somewhat high until the end of Fgbrlihis was a cold, dry
period, and was also a period of a pneumonia epidemic.eGoaestly, it must be
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acknowledged that there was a certain seasonal comptmahese deaths due to
pneumonia. The trends in deaths due to pneumonia during 1918-19 and 1919-20,
however, were no longer due to the season. Figure 3ssf@neaths due to pneumonia
collated over every five-day period.
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Figure 2. All deaths in Yokohama city (Daily).
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First, looking at 1918-19, the first peak is observed during Iogehber. The
death tolls are about ten times of those in 1917-18. Thabewu of deaths gradually
declines thereafter. From the end of the year untibdgnning of the following year
the figure fluctuates at the levels for 1917-18. After 15-1®idgy, however, the trend
rises rapidly, and the second peak, which considerabbeescthat of November 1918,
is experienced from 30 January to 3 February. The numbéeaihs tends to decline
thereatfter, but it is not until after March that tlieyurn to the 1917-18 levels.

The trend in 1919-20 is extremely conspicuous, as we haveisete total
numbers of deaths in Figure 2. The number rose somewtta ahd of December, and
then continued to jump dramatically during 10-14, 15-19, and 20-24a3ari920.
During the 10-day period from 25-29 January and 30 January tor@afgba total of
nearly 600 people died. This was ten times the number duéihg-18, and was three
times that of the pandemic period during 1918-19.

The characteristics that we observe in all death psafigest that the peaks are
concentrated in three to four-week periods rather thapikg high number of deaths
throughout the entire period of the pandemic. Furtler,manifestations of the peaks
are extremely short, and take a longer period of tinthstappear.

Deaths by Age Group

Figure 4 compares the number of deaths by age during tme géahe influenza
pandemic and the number of deaths in “normal yearshidws the number of deaths by
age during the three years of the pandemic (1918, 1919, and 19243, ttakinumber
of deaths by age during the three normal years (1916, 1917, and 492100
(Naimusho Eiseikyoku [Ministry of Home AffairsNihon Teikoku Shiindkei).
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Figure4. Pandemic year/ Normal year mortality comparison.
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The figure demonstrates in which age group the number ohglahie to
influenza was greater than normal years. After pgsage 10, the highest was the 30-34
year-old group for both males and females. In this agepgithe figure was more than
twice of the normal year.

Infant mortality in Japan was always higher than thwsehe industrialised
nations during the same period. It was not exceptionadflp during the period of the
influenza pandemic. Newspaper articles at the timertegpahat this bout of influenza
had the greatest blow to the younger generations. Thisdi@gorts the reports that in
the military, the deaths were greatest among theessladiho had just joined (at age 20),
who in our common sense should be the most resilidns. phenomenon is explained
by the fact that healthy cells are damaged and cause idetdit youthful population.
This is an excessive immune reaction called a cytadtimem. The victims started to be
observed at the barracks, then flowed out from therthé streets, and subsequently
killed a lot of citizen.

6. Pandemic Trendsin the Colonies

Japan at the time was an “empire” with colonies @nbarby regions. Of these, there
are only simple population sources for the Kwantung Ledsedtory at the southern
tip of Liaodong Peninsula, Manchuria. There are statidtic the other three regions,
and these could be utilized to examine the trends of theisBpknfluenza pandemic.

South Sakhalin

As a result of the Russo-Japanese War, the southiémf I&akhalin Island just south of
50°N, became a Japanese colony, and before and even ceimflienza pandemic
period, many colonists migrated there from mainland Japdarg& number of seasonal
laborers also gathered there during the fishing season lecdubke prime fishing
grounds for cod and herring.

The influenza pandemic in Sakhalin began with a springdheraviay 1918, but
in actuality this was considerably later than the daas#hne homeland Japan. In early
November of that year, it was reported that thenelgary schools in Toyohara (now
Yuzhno-Sakhalinsk) had closed due to the influerkargfuto Nichinichi Shimg@ 5
November 1918)Thereatfter, it spread to all regions, causing 4,063 sicklaadleaths.
It then seemed that the disease had quieted for theermom

In March 1919, however, the influenza spread explosivelgmall Kaiba Island
(now Ostrov Monaron) off the southern tip of the tges Sakhalin coast. The fishing
grounds around this island were excellent for herring andefals. Numerous seasonal
labourers crossed over from Hokkaido and mainland JapangdimnMarch fishing
season, and lived communally in rough cottages that hadbuekerior them. As both
those infected and uninfected with influenza lived togetheretithe infection spread in
the blink of an eye. Consequently, the telegraph and pestaices were rendered
incommunicado and doctors and policeman also became sidk,tlsac there were
several tens of deaths by 10 April 1919. This “earlier” pancdam Sakhalin was

293



characterized by being particularly fierce from the Mdishing season onwards rather
than during the harsh, cold winter, and by its end beingdedatt was on 19 June 1919
that reports of the pandemic in the newspapers finatige.

The later pandemic was almost exactly the same, itgithirst assault being in
November 1919, but the majority of deaths came from Mag&® onwards.

Employing the method of “excess deaths,” the number ohdaatestimated at
667 for the earlier pandemic and at 787 for the later, givitgtad of 1,481 in south
Sakhalin in both pandemids. The population at the end of 1919 was 82,409, so the
death rate over the two years was at least 18 per Tiis mortality was higher than
that on the mainland. Further, there were also alperig\inu, Gilyak, and Oroqin
peoples living on Sakhalin. These people, who lived a higatherer lifestyle, lost
space needed for living due to the invasion of Japanese fandsgread of
industrialisation, and their populations were declining in ldrey term. The Spanish
Influenza also attacked them, leading to numerous deatbspdpulation in 1917 was
2,168. Since 88 died in 1918 and 73 died in 1919, the population in 1920 wiasalo
2,030. The number of deaths in normal years was approxynddied 50, but during the
years of the influenza pandemic it was over 70 (Karafdbo). This was 33 per
thousand of population, which was much higher than the ptpuolof Japanese in
Sakhalin.

Korea

No local documentation exists regarding the Spanish Irflugrandemic in Korea in
the early pandemic stages, apart from short reponts American medical doctors who
were living in Seoul (Schofield and Cynn 1919). Accordinghe Seoul newspaper
(Keijo Nichinichi Shimbu)) the attack of the influenza pandemic in Seoul wperted
on 17 October 1918. The disease spread across the wholatlalmost the same time
as within homeland Japan, and school closures and the nsimpeof railway
construction were reported. A newspaper article on 3al@c 1918 reported that in one
district of Seoul, there were 26,000 sick, and ten Japames#38 Korean dead. During
November, the pandemic reached its peak, and the dailigsdeaSeoul reached 50,
which was twice the number in normal years. The cbstedicines was exorbitant, and
the majority of the sick were in their 20s and 30s ampan Keijé Nichinichi Shimbun:
22 November 1918).

The later pandemic started with the military and spteadwns and cities as well.
On 15 December 1919, there were 89 deaths within Seoul, whashtlve largest
number of deaths in a single day.

As for estimating the number of deaths from influenzpadese population
statistics in Korea ceased to record the number ahgday month after 1919, and
therefore, the pandemic across the entire period céenoibserved monthly. At any rate,
however, when excess deaths due to illnesses of theatespisystem are determined

" Karafuto-ChoKarafuto choshi ippafAnnual Report of Sakhalin).
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utilizing the statistics for 1918, between October and Dwbee, with its peak in
November, there were 982 deaths among Japanese and 121,278 amneagsKin
1918 alone, the number of deaths reached 122,2685¢GH5tokufu Tokei-sho [The
Governor General for Korea]).

As | noted, if deaths cannot be calculated monthly, pioissible to determine the
excess deaths for each year globally. Of the causeeaih, deaths due to Spanish
Influenza are thought to be included in “respiratory disgds“colds,” “infectious
diseases,” and “uncertain diagnoses” in the clasgifin of illnesses in the “statistics.”
The total number of deaths between 1915, 1916 plus 1917, and 1918, 191926lus
can be compared in this manner. The statistics for “Japalm®melanders” and
“Koreans” are separated also as shown in Table 1mbHtély, the results of the
estimated excess deaths due to influenza are 3,384 Japade280an32 Koreans
across the three-year period, which are 10.0 and 13.8 perattibud registered
population’? respectively the toll of deaths in Korea are mormenous than those in
Japan. The virus would attack both Japanese and Korean rimisdtely. The
difference in treatment at the contraction of tleess should account for the results
shown.

Table 1. Excess death in Korea.
1.Homelandel

Death by Respiratory Diset Excess Dea
191t 226(
191¢ 269¢
1917 245¢
total 740¢
averag 2469
191¢ 350¢ 1035
191¢ 354¢ 1079
192( 373¢ 1270
total 3384
2.Korean
191t 11971
191¢ 13128t
1917 13243:
total 38343:
averag 127811
191¢ 25690: 129090
191¢ 16815 40341
192( 18916 61351
total 230781

Taiwan [Formosa]

Data concerning Taiwan includes th&alwan Nichinichi Shinbunjournal as recoded
data, and th@aiwan Stokufu Tokeisho[The Statistics of Governor-General for Taiwan].

12 As we have no reliable population statistics before 1920, | take theafiopubf 1920.
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The classification of diseases in the “Statisticsthe same as that for Japan. Therefore,
the difference between normal years and pandemic yearsbe determined by
calculating the deaths based on the sum of the eigisesaas we did for homeland
Japan.

In Taiwan, a “strange disease” broke out in betwgamg and early summer
1918, but there is no firm evidence that this was Spanisieimth. Consideration must
be paid, however, to records of an epidemic acrossitéiessn Hong Kong and Amoy
(Taiwan Nichinichi Shimbur21 June 1918, Chinese version).

In October of 1919, the patients appeared among the sokteioned in north
Taiwan, and gradually spread across the whole island, thatithe crematories were
three times more busy than normal. This almost camilglelisappeared by the end of
November. However, just as it did in Japan anotliireak occurred among the fresh
army recruits in December 1919.

Of the later pandemic, in January 1920, it was reportddstirae train services
were suspended (16 January), but this was during the peakpartiemic, and normal
service resumed by March.

There were aborigine people in Taiwan. Although their faimns were not
investigated, the influenza raged among them, too. Their deademed 2,727 in 1917
before the pandemic hit, and rose considerably abovel®#i& level during the
following three years as follows: 4,500 dead in 1918, 3,968 dead in 48d93,342
dead in 1920. The reality was probably even harsher, but r@isourrently known.

Luckily, statistics by cause of death and by month arerded in Statistics of
Taiwan (Taiwan &tokufu), so the number of dead due to respiratory systensshkse
can be determined for the two years (July 1918 to June 192M¢hates the period of
the pandemic. Table 2 shows the number of deaths due tmatespdiseases by month
for both “Japanese” and “Islanders” (i.e., Taiwanesk}. can be immediately
understood from this table, there were sharp mortality p&akNovember 1918 and
January 1920. Needless to say, the number of death, whicly doeise periods reached
six to eight times the numbers of other months, nsagk of the ferocity of the Spanish
Influenza.

Table 2. Mortality of Spanish Influenza in Imperial Japan.

Populatiol Death: Mortality (%o)
Homelan« 55,965,05¢ 455,452 8.1
Sakhaln 105,765 3,74¢ 35.4
Koree 17,284,407 234,164 135
Kwantung L.L 687,31€
Taiwar 3,654,39¢ 48,86¢€ 13.4
Total 77,694,93¢
Total* 77,007,625 74,231 9.6

Note Total*=without Kwantung L.L.
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The two panels in Figure 5 describe the number of deathstodugluenza
estimated utilizing excess deaths. According to the statistlapanese” (Figure 5A)
and “Taiwanese” (Figure 5B) were observed separately, beteas Japanese deaths
were concentrated on specific months, there wereidenadbly more Taiwanese deaths
during the months after the peak. Inthe end, the sestittalculating excess deaths due
to influenza during the two periods of the pandemic yield 1,3@Bddese” deaths and
47,479 “Taiwanese” deaths. The mortality was 9.6 per thousaddpainese and 13.6
per thousand of Taiwanese. Here too, estimated mortakty Wigher among the
“Taiwanese” than Japanese. Evidently, the “Japanessieshthe effects of better post-
illness treatment, care, and hospitalization.
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Figure 5A. Excess death in Taiwan: Japanese (October 1918 — M32€H).
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Figure5B. Excess death in Taiwan: Taiwanese (October 1918 -HW\&20).
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An overview of the Spanish Influenza pandemic in the Japane®nies of
Imperial Japan suggests that the damages inflicted wegrdater than those on the
Japanese mainland. There was relatively higher nigrtakarticularly among the
indigenous peoples than among the “Japanese.”

7. Concluding Remarks

The overall number of deaths from influenza in Impelggban including the colonies
(but excluding the Kwantung Leased Territory) exceeded 740,000 #mel Kiwantung
Leased Territory is included, the estimated number ofmgtnay rise to over 750,000.
This number is more than one per cent of the total papnlatf Imperial Japan at the
time. This is an unprecedented number. Plus there avgear until World War Two in
which the deaths from a single incident exceeded this numbe

Nevertheless, Spanish Influenza has passed out of mesmeryin Japan, and
references have disappeared from nearly all written destem\Very recently, alarm has
been raised concerning the “H5N2 influenza,” and voicesalimg for the lessons of
Spanish Influenza to be learned immediately. The typero$ v different, however. On
the positive side, medical treatment, preventiveesyst and public hygiene have all
improved. On the negative side, increased jet travel amdyrurban population density
facilitate the spread of the disease. Therefore, éxtsemely difficult to simply learn
from the responses and conditions of the era of Spamnfisienza.

Initially in Japan there was almost no interest indisastrous affairs wrought by
Spanish Influenza, and consequently it has not been thecsuid] much research.
Infection countermeasures dealt almost exclusively witherculosis, and influenza
countermeasures were completely neglected. Genetaky, reasons why Spanish
Influenza was regarded so lightly or completely ignoredtlaeesame as those pointed
out by A. Croshy regarding the U.S.A. (1989: 311-325). In Japare is also the major
fact that interest all but disappeared due to the largle s¢ the damage caused by the
Great Kané Earthquake of 1923, which happened hard on the heels of tderp&n
According to recent research, the deaths due to the @&aahquake numbered
approximately 100,000, which is less than one fourth of thHalsed by Spanish
Influenza. But memories of the earthquake have not disappearal documents
dealing with that period of time. Although this depends enddépth of fear among the
authorities and the general populace, it was enforced bgatmage plainly visible on
photos etc. Many photos still remain of collapsed howases streets of Tokyo and
Yokohama, which had become scorched plains, and thesbuamed into people’s
memory as the “Great Disaster.”

Nevertheless, photos of Spanish Influenza taken in Japamrathe level of
people wearing masks and of patients lying down in hospéds.bTherefore, the
impact of disaster-illustrated photos is clearly farakex than that of the Great
Earthquake. Essentially, Spanish Influenza is “not photogdPgople’s perceptions are
most greatly influenced by what they can see. This canla said to be another reason
why memories of Spanish Influenza have vanished from Japan.
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Demographically, Spanish Influenza did not succeed in reducgngadpulation of
Japan. In the major cities of Kyoto, Osaka, and Kdlosyever, the populations were
reduced temporarily. Further, fertility fell during 1918-19, mger again during 1920-
21. This could well be called a compensatory recovery. Vdisaussing demographic
transition in Japan, there is a tendency to view theodesphic transition in Japan as
having started during the 1920s without considering the redsonthe fall in the
fertility by the Spanish Influenza, which was followed bystbompensatory recovery. |
personally have my doubts, however, as to whether ¢asons are that simple
(including regional differences within Japan), and belithat the effect of a temporary
fall due to Spanish Influenza should be considered. The depiugrimpact by the
Spanish Influenza to the long-term population trends shouldenforgotten.
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