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!BSTRACT

)N THIS PAPER WE ANALYZE THE PERFORMANCE OF THREE LOWCOMPLEXITY CHANNEL ESTIMATORS� BASED ON
THE DISCRETE &OURIERTRANSFORM �$&4	� FOR ORTHOGONAL FREQUENCYDIVISION MULTIPLEXING �/&$-	
SYSTEMS� %STIMATORS OF THIS TYPE HAVE BEEN ANALYZED FOR DISCRETETIME CHANNELS� AND WE EXTEND
THIS ANALYSIS TO CONTINUOUSTIME CHANNELS� 7E PRESENT ANALYTICAL EXPRESSIONS FOR THEIR MEAN
SQUARED ERROR �-3%	 AND EVALUATE THEIR COMPLEXITY VERSUS SYMBOLERROR RATE �3%2	 FOR ��
1!-� 4HE ANALYSIS SHOWS THAT THIS TYPE OF ESTIMATORS MAY EXPERIENCE AN IRREDUCIBLE ERROR
âOOR AT HIGH 3.2S� (OWEVER� IN ONE OF THE THREE ESTIMATORS THE ERROR âOOR CAN BE ELIMINATED
WHILE THE COMPLEXITY STAYS LOW AND THE PERFORMANCE IS MAXIMIZED�
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#HAPTER �

)NTRODUCTION

7IRELESS DIGITAL COMMUNICATION SYSTEMS USING COHERENT SIGNALING SCHEMES� SUCH AS A QUADRA
TURE AMPLITUDE MODULATION �1!-	� REQUIRE ESTIMATION AND TRACKING OF THE FADING CHANNEL� )N
GENERAL� THIS MEANS A MORE COMPLEX RECEIVER THAN FOR DIdERENTIAL MODULATION SCHEMES� SUCH AS
DIdERENTIAL PHASESHIFT KEYING �$03+	� WHERE THE RECEIVERS OPERATE WITHOUT A CHANNEL ESTIMATE
;�=� )N ORTHOGONAL FREQUENCYDIVISION MULTIPLEXING �/&$-	 SYSTEMS ;�� �=� $03+ IS APPRO
PRIATE FOR RELATIVELY LOW DATA RATES� SUCH AS IN THE %UROPEAN DIGITALAUDIO BROADCAST �$!"	
SYSTEM ;�=� (OWEVER� FOR MORE SPECTRALLYEbCIENT /&$- SYSTEMS� COHERENT MODULATION IS MORE
APPROPRIATE�

7E ADDRESS LINEAR ESTIMATORS FOR /&$-WHERE ALL CHANNEL ATTENUATIONS IN A RECEIVED SYMBOL
ARE ESTIMATED SIMULTANEOUSLY� 5SING THE LINEAR MINIMUM MEANSQUARED ERROR �,--3%	 ESTI
MATOR� WHICH TAKES ADVANTAGE OF THE CORRELATION BETWEEN ALL - SUBCARRIERS� REQUIRES AN - b-
MATRIX MULTIPLICATION� 4HIS COMPLEXITY CAN BE LARGE DEPENDING ON THE NUMBER OF SUBCARRIERS
IN THE SYSTEM� 4HIS PAPER PRESENTS AND ANALYZES THREE LOWCOMPLEXITY� SUBOPTIMAL� APPROXIMA
TIONS OF THE ,--3% CHANNEL ESTIMATOR� 4HESE ESTIMATORS ALL SHARE THE PROPERTY THAT THEY USE
THE DISCRETE &OURIER TRANSFORM �$&4	 TO ESTIMATE THE CHANNEL IN THE TIME DOMAIN� %STIMATORS
OF THIS TYPE HAVE BEEN PROPOSED ;�� �� �� �=� BUT ONLY ANALYZED FOR DISCRETETIME CHANNELS ;�=�

4HE ADDRESSED ESTIMATORS TAKE THE - NOISY FREQUENCYDOMAIN OBSERVATIONS AND TRANSFORM
THEM TO THE TIME DOMAIN BY AN INVERSE $&4 �)$&4	� 4HE LINEAR ESTIMATION IS THEN PERFORMED
IN THE TIMEDOMAIN� AND THE RESULT TRANSFORMED BACK TO THE FREQUENCY DOMAIN BY A $&4� 4HE
TRANSFORMS CAN BE IMPLEMENTED WITH FAST ALGORITHMS REQUIRING ONLY A FEW MULTIPLICATIONS PER
ESTIMATED ATTENUATION� BUT THERE ARE STILL - COEbCIENTS TO ESTIMATE SIMULTANEOUSLY IN THE TIME
DOMAIN� (OWEVER� AN /&$- SYMBOL TIME IS� BY DESIGN� MUCH LARGER THAN THE LENGTH OF THE
CHANNEL� 4HE TIMEDOMAIN ESTIMATION TAKES ADVANTAGE OF THE FACT THAT THIS CONCENTRATES THE
CHANNEL POWER TO A RELATIVELY SMALL NUMBER OF TIMEDOMAIN SAMPLES� 4HREE OF THE STRATEGIES FOR
DOING TIMEDOMAIN APPROXIMATIONS ARE� APPROXIMATING TIMEDOMAIN SAMPLES WITH LOW CHANNEL
POWER AS ZERO� IGNORING CROSS CORRELATIONS AND IGNORING DIdERENCES IN VARIANCE� 4HE THREE
ESTIMATORS ANALYZED HERE USE THESE THREE STRATEGIES CUMULATIVELY�

!FTER PRESENTING THE /&$- SYSTEM MODEL IN 3ECTION �� WE INTRODUCE THE THREE $&4BASED
ESTIMATORS IN 3ECTION �� )N 3ECTION � WE PRESENT AN ANALYSIS OF THE AVERAGE MEANSQUARED ERROR
�-3%	 AND SHOW THAT THERE IS AN IRREDUCIBLE -3%âOOR INHERENT IN $&4BASED LOWCOMPLEXITY
ESTIMATORS� 7E ALSO ILLUSTRATE THEIR PERFORMANCE BY PRESENTING THE UNCODED ��1!- SYMBOL
ERROR RATE FOR A �� TONE /&$- SYSTEM� ! COMPLEXITY VERSUS PERFORMANCE COMPARISON IS DONE�
WHICH SINGLES OUT THE SECOND OF THE THREE ESTIMATORS AS A GOOD TRADEOd� ! SUMMARY AND
CONCLUDING REMARKS APPEAR IN 3ECTION ��

�
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#HAPTER �

3YSTEM MODEL

&IGURE ��� DISPLAYS THE /&$- BASEBAND SYSTEM USED IN THIS PAPER� 7E ASSUME THAT THE USE
OF A CYCLIC PREçX �#0	 BOTH PRESERVES THE ORTHOGONALITY OF THE SUBCARRIERS AND ELIMINATES INTER
SYMBOL INTERFERENCE �)3)	 BETWEEN CONSECUTIVE /&$- SYMBOLS ;�=� &URTHER� THE CHANNEL F�~ � S�
IS ASSUMED TO BE SLOWLY 2AYLEIGHFADING AND CONSIDERED CONSTANT DURING ONE /&$- SYMBOL�
4HE NUMBER OF TONES IN THE SYSTEM IS - � AND THE LENGTH OF THE CYCLIC PREçX IS + SAMPLES�

5NDER THESE ASSUMPTIONS WE CAN DESCRIBE THE SYSTEM AS A SET OF PARALLEL 'AUSSIAN CHANNELS
;�=� SHOWN IN &IGURE ���� WITH CORRELATED ATTENUATIONS
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&IGURE ���� "ASE BAND /&$- SYSTEM� 4HE CYCLIC PREçX IS NOT SHOWN IN THIS çGURE�

&IGURE ���� 4HE /&$- SYSTEM� DESCRIBED AS A SET OF PARALLEL 'AUSSIAN CHANNELS WITH CORRELATED
ATTENUATIONS�
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WHERE & �a� IS THE FREQUENCY RESPONSE OF THE CHANNEL F �~ � S� DURING THE /&$- SYMBOL� AND 3
R

IS THE SAMPLING PERIOD OF THE SYSTEM� )N MATRIX NOTATION WE DESCRIBE THE /&$- SYSTEM AS

X � 7G
 M� ����	

WHERE X IS THE RECEIVED VECTOR� 7 IS A DIAGONAL MATRIX CONTAINING THE TRANSMITTED SIGNAL POINTS�
G IS A CHANNEL ATTENUATION VECTOR� AND M IS A VECTOR OF INDEPENDENT AND IDENTICALLY DISTRIBUTED
COMPLEX� ZEROMEAN� 'AUSSIAN NOISE VARIABLES WITH VARIANCE }�

M

� 7ITHOUT LOSS OF GENERALITY� WE
ASSUME THAT $

hJG
J

J�i � ��
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#HAPTER �

$&4BASED ESTIMATORS

4HE TASK OF THE CHANNEL ESTIMATOR IS TO ESTIMATE THE CHANNEL ATTENUATIONS G FROM THE OBSERVA
TIONS X� GIVEN THE TRANSMITTED SYMBOLS 7� &OR THE SAKE OF A TRACTABLE ANALYSIS WE ASSUME THE
W
J

S TO BE KNOWN AT THE RECEIVER�
3INCE /&$- SYSTEMS ARE DESIGNED SUCH THAT THE SYMBOL TIME IS SIGNIçCANTLY LONGER THAN THE

DURATION OF THE CHANNEL IMPULSE RESPONSE� THE INVERSE $&4 OF THE CHANNEL ATTENUATION VECTOR
G HAS MOST OF ITS POWER CONCENTRATED TO RELATIVELY FEW SAMPLES� !S AN ILLUSTRATION OF THIS
POWER CONCENTRATION� &IGURE ��� SHOWS THE CHANNEL POWER IN THE TIME DOMAIN FOR TWO CHANNEL
TYPES� SAMPLESPACED AND NONSAMPLESPACED� 3AMPLESPACED CHANNELS ARE CHANNELS THAT HAVE
ALL FADING IMPULSES AT INTEGER MULTIPLES OF THE SYSTEM SAMPLING RATE� AND FOR WHICH THE $&4
GIVES OPTIMAL POWER CONCENTRATION ;�=�
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&IGURE ���� 3CHEMATIC PICTURES OF THE TIMEDOMAIN POWER DISTRIBUTION OF THE CHANNEL� I�E�� OF
(#%3 �G��

$&4BASED ESTIMATION OF SAMPLESPACED CHANNELS IS ADDRESSED IN ;�=� AND THE THREE ESTIMA
TORS WE PRESENT AND ANALYZE ARE GENERALIZATIONS THEREOF FOR NONSAMPLESPACED CHANNELS� &OR
CLARITY� WE çRST CALCULATE THE LINEAR MINIMUM MEANSQUARED ERROR �,--3%	 ESTIMATE OF G�

7E BASE OUR ESTIMATES ON THE ,3 ESTIMATE �THE BACKROTATED OBSERVATIONS	

BG
KR

� 7`�X � G 
 EM� ����	

�



WHERE EM � 7`�M IS A VECTOR OF INDEPENDENT 'AUSSIAN NOISE VARIABLES WITH COVARIANCE MATRIX
1

EMEM

� }�
M

`
77'

a
`�

� 4HE ,3 ESTIMATE BG
KR

CONSTITUTES A SUbCIENT STATISTIC SINCE 7 IS NON
SINGULAR� 4HE ,3 ESTIMATE IS A NOISY OBSERVATION OF THE CHANNEL ATTENUATIONS AND CAN BE
SMOOTHED USING CORRELATION PROPERTIES OF THE CHANNEL� 4HE OPTIMAL LINEAR ESTIMATOR IN TERMS
OF MEANSQUARED ERROR �-3%	 IS ;�� ��=
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AND 1
GG

� $
h
GG'

i
IS THE AUTOCOVARIANCE MATRIX OF THE CHANNEL VECTOR G�

!T THIS POINT WE RECOGNIZE THAT THE WEIGHTING MATRIX 67 IS OF SIZE - b - AND DEPENDS
ON THE TRANSMITTED DATA 7� !S A çRST STEP TOWARDS LOWCOMPLEXITY ESTIMATORS WE WANT TO
çND A WEIGHTING MATRIX THAT IS INDEPENDENT OF THE TRANSMITTED DATA� 4HIS CAN BE OBTAINED
BY CONSIDERING BG

KR

TO BE OUR OBSERVATION AND DERIVE AN ,--3% ESTIMATOR THAT CONSIDERS 7 TO
BE STOCHASTIC WITH INDEPENDENT AND UNIFORMLY DISTRIBUTED CONSTELLATION POINTS� )N THAT CASE�
THE AUTOCOVARIANCE MATRIX OF THE NOISE BECOMES 1

EMEM

� n

2-1
(� WHERE n � $

hJW
J

J�i$ hJW
J

J`�i
IS A CONSTELLATION FACTOR �n � ���� FOR ��1!-	 AND 2-1 � $

hJW
J

J�i �}�
M

IS THE PERSYMBOL
SIGNALTONOISE RATIO�

4HE ,--3% ESTIMATE OF BG
KR

FROM BG
KR

NOW BECOMES
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KLLRD

�6BG
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WHERE THE çXED WEIGHTING MATRIX IS GIVEN BY

6 � 1
GG

t
1
GG
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4HIS ,--3% ESTIMATOR STILL REQUIRES - MULTIPLICATIONS PER ESTIMATED ATTENUATION AND WE USE
IT BOTH AS A REFERENCE AND AS A STARTING POINT IN THE DERIVATION OF THE $&4BASED LOWCOMPLEXITY
ESTIMATORS�

7E NOW USE THE PROPERTY OF /&$- SYSTEMS IDENTIçED ABOVE AND IN ;�� �� �=� G IS THE
SAMPLED FREQUENCY RESPONSE OF A CHANNEL WITH SHORT TIME DURATION COMPARED TO THE /&$-
SYMBOL LENGTH AND� HENCE� ITS ASSOCIATED CYCLIC IMPULSE RESPONSE F � (#%3 �G� HAS ONLY A FEW
TAPS WITH SIGNIçCANT POWER� )F WE PERFORM THE ESTIMATION IN THE TIMEDOMAIN� WE CAN REDUCE
THE COMPLEXITY OF THE ESTIMATION BY USING THIS POWER CONCENTRATION�

4HIS PROMPTS THE ESTIMATOR STRUCTURE IN &IGURE ���� WHERE THE ,3 ESTIMATE IS TRANSFORMED
INTO ITS TIMEDOMAIN EQUIVALENT BF

KR

� (#%3
rBG

KR

s
� 4HE SMOOTHING IS THEN PERFORMED BY A

LINEAR TRANSFORMATION BF � 0BF
KR

����	

AND THE RESULT IS TRANSFORMED BACK TO THE FREQUENCYDOMAIN� BG � #%3�BF
KR

�� 4HE IMPOR
TANT BENEçT OF THIS ESTIMATOR STRUCTURE IN TERMS OF COMPLEXITY IS THE LOW COMPLEXITY OF THE
$&4�)$&4 �IMPLEMENTED AS FAST TRANSFORMS	 AND THE TIMEDOMAIN POWER CONCENTRATION� 4HIS
OdERS A SIMPLIçCATION OF ����	 WITHOUT SACRIçCING TOO MUCH IN PERFORMANCE�
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&REQUENCY4IME&REQUENCY

&IGURE ���� 3TRUCTURE OF $&4BASED CHANNEL ESTIMATORS� WHERE THE LINEAR TRANSFORMATION CON
SISTS OF A MATRIX MULTIPLICATION BF � 0BF

KR

�

/UR APPROACH IS TO çND SPARSE APPROXIMATIONS OF THE ,--3% ESTIMATORÚS EQUIVALENT TIME
DOMAIN SMOOTHING MATRIX

0 � %'6%� ����	

WHERE % IS THE - b - UNITARY $&4 MATRIX AND 6 IS DEçNED IN ����	� 4HIS WILL REDUCE THE
NUMBER OF REQUIRED MULTIPLICATIONS� AND THUS THE ESTIMATOR COMPLEXITY� ! STRAIGHTFORWARD WAY
IS TO SIMPLY IGNORE THE COEbCIENTS IN BF

KR

THAT CONTAIN MORE NOISE THAN CHANNEL POWER AND ONLY
TRANSFORM THE REMAINING ELEMENTS BACK TO THE FREQUENCY DOMAIN� &OR SAMPLESPACED CHANNELS�
THIS IS A FRUITFUL APPROACH ;�� �= SINCE THE MAJOR PART OF THE COEbCIENTS ONLY CONTAIN NOISE AND
NO CHANNEL POWER� )F THE CHANNEL IS NOT SAMPLESPACED� HOWEVER� THE CHANNEL POWER IS STILL
CONCENTRATED BUT DISTRIBUTED OVER ALL COEbCIENTS� $UE TO THE LOST CHANNEL POWER IN THE IGNORED
COEbCIENTS THE SIMPLIçCATION CAUSES AN IRREDUCIBLE ERROR âOOR ;�=�

7E NOW MOVE THROUGH THREE SIMPLIçCATION STEPS AND OBTAIN THREE DIdERENT LOWCOMPLEXITY
ESTIMATORS� OF WHICH THE LAST IS THE STRAIGHTFORWARD APPROACH DESCRIBED ABOVE� 4HE GENERAL
CONCEPT IS BASED ON REDUCING THE NUMBER OF NONZERO ELEMENTS IN THE TIMEDOMAIN MATRIX
MULTIPLICATION ����	� WITH THE AIM OF REDUCING THE COMPUTATIONAL COMPLEXITY AND PRESERVING
THE PERFORMANCE� 4HE THREE ESTIMATORS ARE SELECTED AS FOLLOWS� �3EE !PPENDIX ! FOR A DETAILED
DERIVATION�	

q %STIMATOR !

"Y CHOOSING THE , COEbCIENTS IN BF
KR

THAT HAVE THE HIGHEST CHANNEL POWER� WE RESTRICT
THE LINEAR TRANSFORM IN THE TIMEDOMAIN TO A çXED MATRIX OF SIZE , b, � )F , IS CHOSEN
MUCH SMALLER THAN - � THE COMPLEXITY REDUCTION COMPARED TO THE ,--3% IS CONSIDERABLE�
4HE COMPLEXITY OF THE TIMEDOMAIN PROCESSING IN THIS CASE IS ,��- MULTIPLICATIONS PER
ESTIMATED ATTENUATION� 4HIS ESTIMATOR CONVERGES TO THE ,--3% WHEN , � - � 7E
HAVE PRESENTED A RELATED ESTIMATOR PREVIOUSLY IN ;�=�

q %STIMATOR "

&URTHER REDUCTIONS IN COMPLEXITY CAN BE DONE BY IGNORING CROSSCORRELATION BETWEEN THE
, CHOSEN TAPS IN BF

KR

AND ONLY WEIGHTING THEM INDIVIDUALLY� 4HIS ESSENTIALLY MEANS THAT
WE RESTRICT THE TIMEDOMAIN PROCESSING TO BE A DIAGONAL , b, MATRIX MULTIPLICATION�
3INCE THIS MATRIX ONLY HAS, NONZERO ELEMENTS� THE COMPLEXITY OF THIS PROCESSING IS,�-

�



MULTIPLICATIONS PER ESTIMATED ATTENUATION� 4O THE AUTHORSÚ KNOWLEDGE� THIS ESTIMATOR HAS
NOT BEEN PRESENTED BEFORE�

q %STIMATOR #

)N THIS LAST ESTIMATOR� WE FURTHER RESTRICT THE TIMEDOMAIN PROCESSING TO ONLY USE THE ,
CHOSEN COEbCIENTS DIRECTLY AS INPUT TO THE $&4� 4HIS MEANS RESTRICTING THE MATRIX TO AN
,b, IDENTITY MATRIX� WHICH DOES NOT REQUIRE ANY MULTIPLICATIONS AT ALL� 7HEN, � -
THIS ESTIMATOR CONVERGES TO THE ,3 ESTIMATOR� 4HIS ESTIMATOR IS SIMILAR TO THE ESTIMATOR
DESIGNED FOR SAMPLESPACED CHANNELS IN ;�� �=�

%STI 2ESTRICTION ,INEAR %dECTIVE 2EQUIRED
MATOR �CUMULATIVE	 TRANSFORMATION MATRIX SIZE MULT��ATTENUATION
,--3% .�!� .�!� . b. . � �

! 5SE - COEbCIENTS� 1
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4ABLE ���� !NALYSED $&4BASED ESTIMATORS� 3EE !PPENDIX ! FOR DETAILS�

4HE OUTLINED ESTIMATORS �!#	 ARE SUMMARIZED IN 4ABLE ���� WHERE WE HAVE ALSO INCLUDED THE
,--3% AND ,3 ESTIMATORS AS REFERENCES� 4HE TABLE SHOWS THE TOTAL COMPUTATIONAL COMPLEXITY�
INCLUDING THE )$&4 AND $&4� FOR ESTIMATORS !Ô#� )N GENERAL� UNLESS , IS CLOSE TO - � THE
COMPLEXITY DECREASES IN 4ABLE ��� FROM THE ,--3% TO THE ,3�

�4O OBTAIN A COMPLEXITY MEASURE WE HAVE ASSUMED THAT . IS A POWER OF TWO AND THAT THE $&4 AND THE
)$&4 REQUIRES �

�
. LOG

�
. COMPLEX MULTIPLICATIONS EACH ;��=�

�



#HAPTER �

0ERFORMANCE ANALYSIS

4HE ESTIMATORS PRESENTED IN THE PREVIOUS SECTION ALL HAVE DIdERENT COMPUTATIONAL COMPLEXITIES�
AND THE DESIGN VARIATIONS GIVE THEM DIdERENT PERFORMANCES AS WELL� 4O ILLUSTRATE THE PERFOR
MANCE OF THESE ESTIMATORS� WE CALCULATE THE -3% AND USE FORMULAE FROM ;��= TO OBTAIN THE
UNCODED ��1!- SYMBOLERROR RATE �3%2	�

4HE PARAMETERS WE HAVE CHOSEN FOR THE /&$- SYSTEM ARE - � �� SUBCARRIERS AND A CYCLIC
PREçX OF LENGTH + � � SAMPLES� 4HE IMPULSE RESPONSE OF THE PHYSICAL CHANNEL

F �~ � S� �
8
L

m
L

�S�p �~ ` ~
L

�

CONSISTS OF INDEPENDENT 2AYLEIGHFADING �m
L

	 IMPULSES� UNIFORMLY DISTRIBUTED �~
L

	 OVER THE
LENGTH OF THE CYCLIC PREçX AND WITH A CONSTANT POWER DELAY PROçLE� &ROM THIS CHANNEL MODEL
WE CALCULATE THE AUTOCOVARIANCE MATRIX 1

GG

OF THE CHANNEL ATTENUATIONS G ;��=� 4HE CYCLIC
IMPULSE RESPONSE F � %'G HAS A CORRESPONDING AUTOCOVARIANCE MATRIX 1

FF

� %'1
GG

%� 7E
ASSUME THAT THE VARIANCES o

J

� $
hJF

J

J�i ARE IN DECREASING ORDER� I�E�� o� w o� � � � w o
-`��

4HE AUTOCOVARIANCE MATRIX OF THE , USED TRANSFORM COEbCIENTS� 1
FF�,

� IS THUS THE UPPER LEFT
, b, CORNER OF 1

FF

�
4HROUGH DIRECT CALCULATION OF THE AUTOCOVARIANCE MATRIX OF THE ESTIMATION ERROR

1
D

0
D

0

� $

|rBG` GsrBG` Gs'} ����	

FOR ALL ESTIMATORS� WE OBTAIN THEIR RESPECTIVE AVERAGE -3%S

,2$ �
�

-
3Q@BD

`
1
D

0
D

0

a
� ����	

.OTE THAT THE DIAGONAL ELEMENTS OF 1
D

0
D

0

ARE THE INDIVIDUAL ERROR VARIANCES FOR EACH CHANNEL
ATTENUATION� 4HE CALCULATIONS ARE DERIVED IN !PPENDIX !� 4HE çNAL -3% EXPRESSIONS FOR THE
,--3% ESTIMATOR� THE LOWCOMPLEXITY ESTIMATORS �!Ô#	 AND THE ,3 ESTIMATOR ARE DISPLAYED
IN 4ABLE ���� !PPENDIX ! ALSO CONTAINS A NOTE ON SAMPLESPACED CHANNELS THAT IS OF INTEREST
WHEN COMPARING THIS ANALYSIS WITH THE ANALYSIS IN ;�=� !S DISPLAYED IN THE TABLE� ESTIMATORS !�
"� AND # EXPERIENCE AN ERROR âOOR �,2$	 DUE TO THE CHANNEL POWER IN THE - `, EXCLUDED
CHANNEL TAPS� 4HIS ERROR âOOR IS THE SAME FOR ALL $&4BASED LOWCOMPLEXITY ESTIMATORS� 4HE
INDIVIDUAL RANKING OF THE LOWCOMPLEXITY ESTIMATORS IN TERMS OF -3%� FOR A çXED, � IS,2$
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Ô DIAGONAL ELEMENTS OF 2
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IN DECREASING ORDER�

-3% � �

-

-`�0
J�,

o
J

�-3% âOOR	

4ABLE ���� !VERAGE -3% FOR THE INVESTIGATED ESTIMATORS� 1
FF�,

DENOTES THE COVARIANCE MATRIX
OF THE , DOMINATING TAPS IN F� .OTE THAT THE w

J�-

S ARE EIGENVALUES OF 1
FF

�

5SING THE FORMULAE FROM ;��=� WE DISPLAY ��1!- 3%2 CURVES FOR TWO DIdERENT NUMBERS
OF INCLUDED TRANSFORM COEbCIENTS �, � �� AND , � ��	 IN &IGURE ���� 4HE ��1!- 3%2 OF
THE FULL ,--3% ESTIMATOR AND THE ,3 ESTIMATOR ARE ALSO INCLUDED IN THE çGURE� AS REFERENCES�
.OTE THAT FOR , � �� THERE IS NO VISIBLE DIdERENCE IN 3%2 BETWEEN THE THREE LOWCOMPLEXITY
ESTIMATORS AND THAT THE 3%2 LEVELS Od AT HIGH 3.2S� DUE TO THE ERROR âOOR� )T IS ONLY FOR HIGHER
VALUES OF , THAT A DIdERENCE IN 3%2 IS NOTICEABLE BETWEEN THE LOWCOMPLEXITY ESTIMATORS� )T
IS ALSO NOTEWORTHY THAT EVEN AT , � �� �OUT OF A POSSIBLE - � ��	 THE ERROR âOOR IS VISIBLE�
AND THE LOWCOMPLEXITY ESTIMATORS PERFORM WORSE THAN THE ,3 ESTIMATOR ABOVE A CERTAIN 3.2�
&OR , � ��� THE çGURE ALSO SHOWS THAT THE PERFORMANCE OF THE ESTIMATORS IS DECREASING FROM
! TO #�

4HE PERFORMANCE OF THE LOWCOMPLEXITY ESTIMATORS� ESPECIALLY FOR HIGH 3.2S� DEPENDS
STRONGLY ON THE NUMBER OF INCLUDED TAPS� !N ANALYSIS OF THIS BEHAVIOR SHOWS THAT THE THREE
LOWCOMPLEXITY ESTIMATORS ARE QUITE DIdERENT IN TERMS OF COMPLEXITY VERSUS PERFORMANCE� 4HIS
IS ILLUSTRATED IN &IGURE ���� WHICH SHOWS THAT THE COMPLEXITY NEEDS TO BE HIGH TO MAKE ESTIMATOR
! THE BEST IN TERMS OF 3%2� )N GENERAL� ESTIMATORS " AND # ARE MORE EbCIENT PER REQUIRED
MULTIPLICATION� &OR A �� SUBCARRIER SYSTEM� THE COMPLEXITY OF ESTIMATOR # IS ALWAYS � MULTIPLI
CATIONS PER ATTENUATION WHILE ESTIMATOR " HAS A COMPLEXITY OF BETWEEN � AND � MULTIPLICATIONS
PER ATTENUATION� DEPENDING ON THE NUMBER OF TAPS USED�
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&IGURE ���� 5NCODED ��1!- 3%2 FOR THREE SYSTEMS USING THE LOWCOMPLEXITY ESTIMATORS !�
"� AND #� RESPECTIVELY� �.OTE� %STIMATORS !� " AND # HAVE THE SAME 3%2 FOR , � ���	

)F WE WANT TO ELIMINATE THE ERROR âOOR ENTIRELY� WE HAVE TO USE ALL TAPS �, � -	 IN
ESTIMATORS !Ô#� %dECTIVELY� THIS TURNS ESTIMATOR ! INTO THE HIGHCOMPLEXITY ,--3% ESTIMATOR
AND ESTIMATOR # INTO THE LOWPERFORMANCE ,3 ESTIMATOR� (OWEVER� ESTIMATOR " WHICH HAS LOWER
COMPLEXITY THAN ESTIMATOR ! AND BETTER PERFORMANCE THAN ESTIMATOR # IS A GOOD COMPROMISE
BETWEEN THE TWO� %STIMATOR ! DOES NOT HAVE A COMPLEXITY LOW ENOUGH TO COMPETE WITH THE
OTHER TWO AND THE APPROXIMATIONS IN ESTIMATOR # SEEM TO BE TOO CRUDE TO PROVIDE A GOOD
ESTIMATE� 4HIS ENABLES US TO SINGLE OUT ESTIMATOR " AS THE BEST TRADEOd BETWEEN COMPLEXITY
AND PERFORMANCE AMONG THE THREE ESTIMATORS ANALYZED�

!S A çNAL COMPARISON� WE PRESENT THE ��1!- 3%2 PERFORMANCE OF ESTIMATOR " �WITH
ALL TAPS INCLUDED	� THE ,--3% ESTIMATOR� AND THE ,3 ESTIMATOR IN &IGURE ���� 4HE 3%2
PERFORMANCE OF ESTIMATOR " IS GOOD FOR LOW 3.2S WHERE IT RESEMBLES THAT OF THE ,--3%
ESTIMATOR� AND THIS AT LESS THAN ��� OF THE COMPLEXITY �NUMBER OF MULTIPLICATIONS	 OF THE
,--3%� !T HIGH 3.2S IT CONVERGES TO THE 3%2 OF THE ,3 ESTIMATOR� BUT THERE IS NO ERROR
âOOR AND THE PERFORMANCE NEVER BECOMES WORSE THAN THAT OF THE ,3 ESTIMATOR� %STIMATOR "
HAS MORE THAN A � D" GAIN OVER THE ,3 ESTIMATE FOR 3.2S LESS THAN �� D" AND A � D" GAIN FOR
3.2S BELOW � D"�
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-ULTIPLICATIONS PER ESTIMATED ATTENUATION
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3.2��� D"

&IGURE ���� 3%2 VERSUS ESTIMATOR COMPLEXITY AT 3.2 � �� D"� .OTE THE DISCONTINUITIES OF THE
ABSCISSA�

3.2 ;D"=

,--3%
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" �- � ��	
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3
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� � �� �� �� �� ��
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%STIMATOR � MULT�
��
�
�

&IGURE ���� 5NCODED ��1!- 3%2 FOR ESTIMATOR " WHERE ALL �� TAPS ARE USED �, � -	�
#URVES FOR THE ,--3% AND ,3 ESTIMATORS ARE INCLUDED AS REFERENCES�
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#HAPTER �

#ONCLUSIONS

)N THIS PAPER WE HAVE PRESENTED THE -3% AND 3%2 PERFORMANCES OF THREE LOWCOMPLEXITY $&4
BASED ESTIMATORS �!Ô#	� 5SING , OF THE - TIMEDOMAIN COEbCIENTS YIELDS ESTIMATORS WITH
COMPLEXITY �EXCLUDING THE $&4�)$&4	 OF ,��- � ,�- AND � MULTIPLICATIONS PER ESTIMATED
CHANNEL ATTENUATION� RESPECTIVELY� /NLY THE çRST OF THESE ESTIMATORS IS POTENTIALLY OF HIGH
COMPLEXITY SINCE , v - � 7E HAVE PROVIDED ANALYTICAL EXPRESSIONS FOR THE MEANSQUARED ERROR
OF ALL THREE ESTIMATORS AND SHOWN THAT� IF THE NUMBER OF INCLUDED TAPS IS LESS THAN - � THEY
SUdER FROM AN IRREDUCIBLE ERROR âOOR�

4HE ERRORâOOR CAN BE REMOVED IF ALL TAPS ARE USED IN THE LINEAR TRANSFORM� BUT ONLY ESTIMATOR
" MAINTAINS BOTH ITS PERFORMANCE AND ITS LOW COMPLEXITY IN THIS CASE� 4HE OTHER TWO DESIGNS
EITHER EXPERIENCE A DRASTICALLY INCREASED COMPLEXITY �ESTIMATOR !	 OR CONVERGE TO THE POOR
PERFORMANCE OF THE ,3 ESTIMATOR �ESTIMATOR #	� %STIMATOR " MAINTAINS GOOD PERFORMANCE WITH
LOW COMPLEXITY BY IGNORING THE RELATIVELY SMALL CROSSCORRELATION BETWEEN THE TIMEDOMAIN
CHANNEL COEbCIENTS� 3O� WE CONSIDER ESTIMATOR " USING ALL - COEbCIENTS TO BE THE MOST
SUITABLE OF THE $&4BASED CHANNEL ESTIMATORS� )N THE INVESTIGATED SYSTEM IT HAS ALMOST THE
SAME PERFORMANCE AS THE ,--3% ESTIMATOR FOR LOW 3.2S� AND THIS AT LESS THAN ��� OF THE
COMPLEXITY� &URTHER� IN TERMS OF SYMBOLERROR RATE� THIS ESTIMATOR HAS MORE THAN A � D" GAIN
OVER THE ,3 ESTIMATOR FOR 3.2S LESS THAN �� D"�

��
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!PPENDIX !

%STIMATOR EXPRESSIONS

)N THIS APPENDIX WE PROVIDE EXPRESSIONS FOR THE LINEAR TRANSFORMATIONS OF THE THREE LOW
COMPLEXITY ESTIMATORS AND THE -3% FOR EACH ESTIMATOR� !T THE END WE HAVE ALSO INCLUDED
A NOTE ON SAMPLESPACED CHANNELS� WHICH IS OF INTEREST WHEN COMPARING OUR ANALYSIS TO THE ONE
IN ;�=�

4O SIMPLIFY THE MATRIX NOTATION WE ASSUME THAT THE COEbCIENTS IN THE CYCLIC IMPULSE RE
SPONSE BF

KR

ARE ORDERED ACCORDING TO DECREASING CHANNEL POWER� 4HIS IS JUSTIçED SINCE PER
MUTATIONS OF THE $&4�)$&4 COEbCIENTS DO NOT CHANGE THE ESTIMATORS Ô IT ONLY CHANGES THE
ORDER IN WHICH THE COEbCIENTS ARE INDEXED� 4HE CHANNEL POWER IN COEbCIENT BF

KR�J

IS DENOTED
o
J

� $
hJF

J

J�i� WHICH ARE THE DIAGONAL ELEMENTS OF 1
FF

�
"EFORE WE START THE DERIVATION� WE WRITE THE ESTIMATOR STRUCTURE� &IGURE ���� IN MATRIX

NOTATION BG
0

� %0%'7`�X � %0%'BG
KR

� �!��	

WHERE 0 IS THE MATRIX REPRESENTING THE LINEAR TRANSFORMATION IN THE TIME DOMAIN AND % IS THE
- b- UNITARY $&4 MATRIX �.OTE� %`� � %'	� &URTHER� WE NEED THE AUTOCOVARIANCE MATRIX
OF F WHICH IS

1
FF

� $
`
FF'

a
� %'1

GG

%� �!��	

7E ARE MINIMIZING THE ,2$� AND THUS NEED AN EXPLICIT EXPRESSION FOR THE AUTOCOVARIANCE
MATRIX OF THE ESTIMATION ERROR ����	

1
D

0
D

0

� $

|rBG0 ` GsrBG0 ` Gs'} �!��	

� %0%'
t
1
GG



n

2-1
(

u
%0'%' `

1
GG

%0'%' ` %0%'1'
GG


1
GG

�

WHICH GIVES THE ,2$ ACCORDING TO ����	�
4O SAVE SPACE� THE CALCULATIONS BELOW ARE NOT PRESENTED IN DETAIL� (OWEVER� THE RESPECTIVE

0 MATRICES OF THE ESTIMATORS ARE SUBSTITUTED IN �!��	 AND THE FOLLOWING EQUALITIES ARE APPLIED�

q 3Q@BD `414'

a
� 3Q@BD �1�� WHEN 4 IS A UNITARY MATRIX�

q 3Q@BD �#�1#�� � 3Q@BD �#�#�1�� WHEN #� AND #� ARE DIAGONAL MATRICES�

��



q 1
FF�,

� 4'

,

1
GG

4
,

� WHERE % �
b
4
,

5
-`,

c
AND 4

,

CONTAINS THE çRST , COLUMNS
OF %�

q 4'

,

5
,

� �� WHERE 4
,

AND 5
-`,

ARE DEçNED ABOVE�

4O SIMPLIFY THE ,2$ EXPRESSIONS WE ALSO USE THAT THE TRACE OF A MATRIX IS EQUIVALENT TO THE
SUM OF ITS EIGENVALUES ;��=� &URTHER� RELATION �!��	 IMPLIES THAT 1

GG

AND 1
FF

SHARE THE SAME
EIGENVALUES ;��=� WHICH IS USED TO AVOID SEPARATE NOTATIONS�

q ,3 ESTIMATOR

4HE ,3 ESTIMATE ����	 IS USED AS INPUT TO THE )$&4 IN &IGURE ���� AND ITS -3% IS

,2$ �
n

2-1
�

4HIS ESTIMATE ONLY REQUIRES ONE MULTIPLICATION PER ESTIMATED ATTENUATION� 3INCE IT IS THE
INPUT TO THE REST OF THE ESTIMATORS� THIS ONE MULTIPLICATION WILL SHOW UP IN THE FOLLOWING
COMPLEXITY EXPRESSIONS�

q ,--3% ESTIMATOR

4HE ,--3% ESTIMATOR IS GIVEN IN ����	 AND ����	 AND ITS ,2$ BECOMES

,2$ �
�

-
3Q@BD

�
1
GG

�
(`

t
1
GG



n

2-1
(

u
`�

1
GG

��

�
�

-

n

2-1

-`�8
J��

w
J�-

w
J�-


 n

2-1

�

WHERE THE w
J�-

S ARE EIGENVALUES OF 1
GG

�AND 1
FF

	�

)MPLEMENTING THIS ESTIMATOR AS A MATRIX MULTIPLICATION AS IN ����	 REQUIRES - 
 � MULTI
PLICATIONS PER ESTIMATED ATTENUATION�

q %STIMATOR !

)MPOSING THE çRST RESTRICTION ON THE LINEAR TRANSFORMATION�

0
 

�

v
0
,b,

�
� �

w
�

THE MINIMAL -3% IS OBTAINED IF

0
,b,

� 1
FF�,

t
1
FF�,



n

2-1
(

u
`�

�

WHERE 1
FF�,

IS THE UPPER LEFT , b, CORNER OF 1
FF

�

4HE ,2$ OF THIS ESTIMATOR IS

,2$ �
�

-
3Q@BD

�
1
FF�,

�
(`

t
1
FF�,



n

2-1
(

u
`�

1
FF�,

��

,2$

�
�

-

n

2-1

,`�8
J��

w
J�,

w
J�,


 n

2-1


,2$
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WHERE THE w
J�,

S ARE EIGENVALUES OF 1
FF�,

AND

,2$ � 3Q@BD
`
5'

-`,

1
GG

5
-`,

a
�
�

-

-`�8
J�,

o
J

� �!��	

WHERE 5
-`,

CONTAINS THE LAST - `, COLUMNS OF %� 7E CALL ,2$ THE -3% âOOR� SINCE
IT ONLY DEPENDS ON THE NUMBER OF EXCLUDED TAPS �- `,	 AND LOWER BOUNDS THE -3%�

)MPLEMENTING THIS ESTIMATOR ACCORDING TO &IGURE ��� REQUIRES KNF
�
- 
 ,

�

-


 � MULTIPLI
CATIONS PER ESTIMATED ATTENUATION�

q %STIMATOR "

!PPLYING THE SECOND RESTRICTION ON THE LINEAR TRANSFORMATION�

0
"

�

v
#
,b,

�
� �

w
WHERE #

,

� CH@F �p�� p�� � � � � p,`��� WE OBTAIN A MINIMAL -3% IF

p
J

�
o
J

o
J


 n

2-1

�

4HE -3% OF THIS ESTIMATOR IS

,2$ �
�

-

n

2-1

,`�8
J��

o
J

o
J


 n

2-1


,2$�

WHERE ,2$ IS GIVEN BY �!��	�

)MPLEMENTING THIS ESTIMATOR ACCORDING TO &IGURE ��� REQUIRES KNF
�
- 
 ,

-


 � MULTIPLICA
TIONS PER ESTIMATED ATTENUATION�

q %STIMATOR #

!PPLYING THE LAST RESTRICTION ON THE LINEAR TRANSFORMATION�

0
#

�

v
(
,b,

�
� �

w
�

WE DO NOT HAVE ANY CHOICE IN THE DESIGN� EXCEPT FOR ,� AND THE -3% BECOMES

,2$ �
,

-

n

2-1

,2$

WHERE� AGAIN� ,2$ IS GIVEN BY �!��	�

)MPLEMENTING THIS ESTIMATOR ACCORDING TO &IGURE ��� REQUIRES KNF
�
- 
 � MULTIPLICATIONS

PER ESTIMATED ATTENUATION�

��



! NOTE ON SAMPLESPACED CHANNELS
4HE ABOVE EXPRESSIONS ARE DERIVED FOR A GENERAL CASE� BUT THEY HAVE SOME INTERESTING PROP

ERTIES FOR SAMPLESPACED CHANNELS THAT ARE WORTH NOTING� #ONSIDER A CHANNEL IMPULSE RESPONSE

F �~ � S� �
+8
L��

m
L

�S� p �~ `L3
R

� �

WHERE THE FADING AMPLITUDES m
L

�S�� OF THE SAMPLESPACED IMPULSES� ARE INDEPENDENT� 4HEN
% DIAGONALIZES 1

GG

� AND 1
FF

BECOMES DIAGONAL WITH ONLY + NONZERO ELEMENTS� 4HE CHANNEL
POWER IN THE JTH COEbCIENT OF BF

KR

IS THEREFORE EQUIVALENT TO THE JTH LARGEST EIGENVALUE w
J�-

OF
1
GG

�AND 1
FF

	� AND THE EIGENVALUES OF 1
FF�,

BECOMES w
J�,

� w
J�-

� o
J

� OF WHICH ONLY THE
çRST + ARE NONZERO� (ENCE� THE ,2$S FOR THE ESTIMATORS BECOME�

%STIMATOR !VERAGE -3%

,--3% �

-

n

2-1

-`�0
J��
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J

o

J
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! �
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" �
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n

2-1

,`�0
J��

o

J

o

J



n

2-1


,2$

# ,

-

n

2-1

,2$

,3 n

2-1

&IRST OF ALL� ESTIMATOR ! IS NOW EQUIVALENT TO ESTIMATOR " AND� SINCE o
J

� � FOR J w +�
BOTH ESTIMATOR ! AND " ARE EQUIVALENT TO THE ,--3% ESTIMATOR FOR , w +� &URTHER� SINCE
,2$ � � FOR, w +� WE CAN CHOOSE , � + IN ESTIMATOR # WHICH REDUCES THE NOISE� COMPARED
TO THE ,3 ESTIMATOR� TO A FRACTION +�- � 4HIS LAST OBSERVATION WAS ALSO DONE IN ;�=�
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