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Abstract

The NorduGrid middleware, ARC, has integrated sup-
port for querying and registering to Data Indexing services
such as the Globus Replica Catalog and Globus Replica
Location Server. This support allows one to use these
indexing services for for example brokering during job-
submission, automatic registration of files and many other
things. This integrated support is complemented by a set of
command-line tools for registering to and querying these
Data Indexing services.

In this article we will describe experiences with these
indexing services both from a daily work point of view
and in production environments such as the Atlas Data-
Challenges 1 and 2. We will describe the advantages of
such Data Indexing services as well as their shortcomings.
Finally we will present a proposal for an extended Smart
Indexing Service which should deal with the shortcomings
described. Such an indexing service is being designed at
the moment.

NORDUGRID AND THE ARC
MIDDLEWARE

The NorduGrid project was initiated in 2001 by univer-
sities in the Nordic countries with the goal of developing a
Grid-architecture meeting the requirements of scientists in
the Nordic countries. Starting out as a grid-project with
emphasis on batch processing suitable for problems en-
countered in High Energy Physics, it has now developed
into a rather generic Grid system used by a growing num-
ber of scientists in all fields of science. The NorduGrid ar-
chitecture is a light-weight, non-invasive and dynamic one,
but robust and scalable enough to meet the most challeng-
ing tasks in science.

ARC (Advanced Resource Connector) is the Grid-
middleware developed by the NorduGrid project. It is
based on the Globus libraries and API but contains orig-
inal architecture solutions, services and implementations.
It now supports one of the largest Grid production system
with 10 countries, more than 40 different sites, more than
5000 CPU’s and about 30 TB of storage.

�
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Features of the ARC middleware

ARC is currently built on top of Globus Toolkit 2 but
with core services replaced. The alternate services devel-
oped by NorduGrid is

� The Grid Manager that

1. Checks user credentials and authorization.

2. Handles jobs locally on clusters (interfaces to the
LRMS).

3. Handles stage-in and stage-out of files automat-
ically.

� Information System based on Globus MDS but with
an extended NorduGrid schema.

� Lightweight User-interface with a builtin resource
broker.

� The xRSL (extended RSL) job-description language.

� The Grid Monitor for live cluster- and job-monitoring
— available at �������	��
�
�
�
�
	����������������������������
������ ������� .

For a thorough description of the NorduGrid ARC middle-
ware, see [1].

INDEXING SERVICES

NorduGrid has the standard Globus Indexing Services
deployed. The Globus Replica Catalog [2] has been de-
ployed since spring 2002 and been used as the primary in-
dexing server for about two years. It was in particular used
during ATLAS Data-Challenge 1 to keep track of datafiles
stored on various NorduGrid Storage Elements.

The Globus Replica Location Service [3] has been de-
ployed and used since the beginning of 2004 and has been
used as the primary indexing service in the ATLAS Data-
Challenge 2. A detailed record of the NorduGrid involve-
ment in ATLAS Data-Challenge 2 is given in [4].

In the following we will describe the features of these
indexing services and the builtin ARC support for both.



The Globus Replica Catalog

The Globus Replica Catalog (RC) basically stores map-
pings between logical filenames and physical files stored on
storage servers somewhere. The default implementation of
the RC works against a standard LDAP server but the API
is general so that other implementations for example based
on SQL are possible.

The Globus Replica Location Service

As the RC, the Globus Replica Location Service (RLS)
provides mappings between logical filenames and physical
files. These mappings are stored in Local Replica Cata-
logs (LRCs) that send information about the mappings to
Replica Location Indices (RLIs). Each RLI thus contains
mappings from a logical filename to LRCs. When a client
wants to find physical files corresponding to a logical file-
name, it first contacts the RLIs it knows about. These will
respond with a possible set of LRCs where the logical file-
name can be found. The client then continues to query the
LRCs and obtains the physical filenames from these. This
architecture allows to setup the RLS as a distributed system
with no single point of failure giving better performance
and scalability.

ARC support for indexing services

The ARC Grid Manager and User-interface has builtin
support for both the RC and the RLS. If for example the
user specifies a logical filename formed as an �����

���
(in

case of the RC) or an ���
	��
���

(in case of the RLS) pseudo-
URL, the User-interface will

� query the specified indexing service for the size and
locations of the corresponding physical files.

� use the information obtained in the resource broker-
ing.

Furthermore when a job has been submitted with the spec-
ification of such a pseudo-URL, the Grid Manager on the
chosen cluster will

� query the specified indexing service for the physical
filename.

� download the physical file to the cluster — or if the
file already exists in the local cluster’s cache, create a
symbolic link to the session-directory of the job.

� possibly register in the indexing service the down-
loaded physical file as being available in the local
cluster cache. This can later be used by the User-
interface during brokering.

Additionally the Grid Manager can at the end of a job au-
tomatically

� obtain a list of available Storage Elements by querying
the indexing service.

� upload output-files to one of these Storage Elements.

� register the output-files in the indexing service with
given logical and physical filenames.

Further information about this can be obtained from [5].

Command Line Tools

ARC has integrated support for the RC and the RLS
through a set of data-management command-line tools.
These tools makes daily task operations on the indexing
services much simpler for the average user.

The command-line tools include

�
��� ��	 — lists physical files and their attributes. The
user can either specify a logical or physical filename.

�
��� �������
� ��� �
�����
��	�� — copy and replicate files reg-

istered in indexing services. Again the user can either
specify a logical filename or physical filename. Multi-
threaded and 3rd party transfers are supported as well.

�
��� ���������
� — can delete physical files and logical
records in one operation.

EXPERIENCES

In this section we will describe some of the experiences
with the above mentioned indexing services. Emphasis will
be on experiences obtained during NorduGrid production
in the ATLAS Data-Challenges.

Using the RC in ATLAS Data-Challenge 1

NorduGrid participated in ATLAS Data-Challenge 1 and
contributed with about 5 percent of the total worldwide pro-
duction. We used the RC as the primary indexing service
during the whole of this Data-Challenge. A snapshot of the
Replica Catalog Browser that was used during the produc-
tion is shown in figure 1. See [6] for a thorough account of
this Data-Challenge on NorduGrid.

Unfortunately during this Data-Challenge, the RC
crashed at random times and had to be restarted often. In
the end, we had to run a script that checked whether the RC
was responding and restart it if it was not. This was not a
completely satisfactory solution.

In the default installation, the RC requires cleartext pass-
words for authentication which is hardly optimal. How-
ever, this was patched by NorduGrid to allow for ordinary
GSI-certificate-based authentication.

The RC supports file-collections and putting arbitrary at-
tributes on logical files which is essential. But despite its
support for collections, the RC is not very flexible since a
file can only belong to one collection at a time.

Furthermore the RC command-line tools are not very
easy or logical to work with.



Figure 1: A snapshot of the Replica Catalog Browser used
during Data-Challenge 1

Using the RLS in ATLAS Data-Challenge 2

In the ATLAS Data-Challenge 2 production, we used
Globus RLS as the primary indexing service. The RLS
has a reasonably logical client API which makes building
RLS-client-interfaces easy. We used this in the Dulcinea
executor as desribed in [4].

RLS by default uses GSI for authentication but can also
be setup to allow anonymous queries. In our experience,
the RLS is generally very responsive — answering even
very complex wildcard and attribute queries in a matter of
seconds.

However, during the production RLS suffered from some
of the same diseases as the RC. The RLS would freeze at
random times several times a day not responding to queries
anymore. Therefore we had to construct, as for the RC, an
automatic restart-script that pinged the RLS and if it did
not respond, kill it and restart it. Recently a patch has been
released by the RLS-developers that should solve this prob-
lem. After applying this patch, our RLS has now been sta-
ble for more than a month.

RLS has no builtin support for logical collections but in-
stead assumes that this is provided by an additional meta-
data service. Such a metadata service do not exist at present
time. Therefore the use of special file-attributes is the only
way to support collections within RLS. However, this ap-
proach is somewhat artificial and not entirely satisfactory
since the notion of collections becomes very VO-specific.
It would be much nicer to have a common notion of a col-
lection in RLS.

Also the RLS command-line interface,
� ��������	������
	��
����� , as for the RC, is not very logical
to work with — often requiring guesswork to get the
commands right.

To sum up, neither the RC nor the RLS has been satis-
factory neither during production or in daily work and lacks
some of the functionality one would expect to see and need
to have in an indexing service.

FUTURE INDEXING SERVICES

Neither of the indexing services described do satisfy the
requirements that an indexing service needs to satisfy to be
able to cope with the amount of data that is produced when
LHC start.

Therefore NorduGrid is at the moment designing a
new indexing service, a so-called Smart Indexing Service
(SIS). The following is a non-exhaustive list of design-
requirements:

� It must have GSI authentication.
� It must have support for logical collections.

1. with no restrictions on how many collections
each file can be in.

2. with support for sub-collections and empty col-
lections as well.

� It must have support for arbitrary file-attributes.
� It must have fine-grained access-control — with the

possibility of giving read- and write-access to collec-
tions based on a user’s certificate.

� The access-restrictions of the physical files on the
Storage Elements should be reflected in the indexing
server.

Such a SIS would naturally work together with the Smart
Storage Element developed within NorduGrid [7] and thus
would consistute a second step towards a fully functional
data-management system meeting the requirements im-
posed by LHC-data-analysis.
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