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Abstract— Faster-than-Nyquist (FTN) signaling is a trellis cod- subcarrier spacing) at which the minimum distance firssfall
ing method that maintains the error rate while reducing sigrel  pelow the isolated pulse value. This is called ¥Mazo limit
bandwidth. The combined effect is to move closer to capacity to signaling with thish(t) and alphabet. In this paper we

We study some basic receiver issues: How to model the signadi d with ti - bi d th
efficiently in discrete time, how much the Viterbi receiver @n '€ concerned with ime compression, indey, }, and the

be truncated, and how to combine the method with an outer AWGN channel with noise densityV,/2, and so we are
code. The methods are modeling for minimum phase, minimum interested in the smallest that yields asymptotic probability

distance calculation and receiver tests. Concatenated FTh a Q(\/2E,/Ny). The significance of the Mazo limit is that it
turbo equalization scenario proves to be a strong coding médd.  jefines the narrowest linear modulation bandwidth thairetta
the isolated-pulse probability df; if receiver complexity is

not a concern, no wider bandwidth need to be used. Note that

This paper investigates the design and complexity of Hhe limit is not _set by orthogongli_ty. . .
ceivers when the transmission method is faster-than-Nyqui "€ Paper first sets up a finite, discrete-time model for
(FTN) signaling, both by itself and in a turbo combinatiod?® FTN signaling in Section 1I, and then estimates the

with convolutional coding. The FTN method sends ordinan‘tf(”or performance of a truncated Viterbi receiver in Sec-
linear modulation signals whose baseband form is lon lll. Modeling has some extra difficulties because the

usual whitened matched filter approach leads to an unsta-
s(t) = VEs/TY anh(t—n7T), 7<1. (1) ble whitener. Section IV then reports some receiver tests
n for ordinary FTN signaling. Section V investigates a turbo
Here a,, are M-ary independent and identically distributedequalization scenario consisting of a convolutional eecod
data symbol values with zero mean and unit variange, interleaver and FTN encoder in serial concatenation. hgur
is the average symbol energy, ardt) is a unit-energy out that there is a strong synergy among these three elements
baseband pulse, which for this paper we will assume iis which the convolutional coder/interleaver repairs tis |
orthogonal to shifts byl". This form underlies QAM, TCM, caused by the FTN'’s bandwidth reduction and the FTN reduces
and the subcarriers in orthogonal frequency division mlgk bandwidth. The result is a scheme that significantly reduces
(OFDM). In 1975 Mazo pointed out that binagmc(¢/7) both bandwidth and energy. Receiver tests are given.
pulses in (1) could be sent “faster”, with symbol tim€ < T,
without loss of signal minimum distance. The asymptotic || D|scrRETETIME RECEIVER IMPLEMENTATION
error probability is thus unaffected. This he called faster
than Nyquist signaling, because the pulses appear fastaer th FTN signaling is essentially a coded modulation that ma-
allowed by Nyquist's orthogonality limit. The receiver #u nipulates analog signals, but it is of course useful to reduc
encounters intersymbol interference (ISI), and FTN can Itlee transmitter—receiver system to a system with disdrete-
viewed as one of many ways to reduce bandwidth consumptigemples, at the symbol ratd". At least three such methods
by means of intentional ISI. can be employed(i) The whitened matched filte(WMF)

FTN signaling has since been extended in many wayeceiver: A receive filter matched th(¢) is sampled each
The modulation can be nonbinary, the pulses need not B, followed by a noise-whitening filter and then a Viterbi
sinc(+), and in fact they need not be orthogonal at &y algorithm (VA). Since the most interesting FTN systems have
An earlier study of receivers is [1]. Furthermore, the FTNhfinite impulse response, the VA states must be truncated in
concept can be applied simultaneously in time and frequenspme way(ii) h(t) is expressed as a superposition of narrower
Many signals of form (1) can be stacked in frequency mothogonal pulses, one eaefl’ (fractional sampling may be
closely than the orthogonal limit, to form an inphase andecessary). A receive filter matched to the narrowband pulse
guadrature array that still has the isolated-pulse asytieptoneeds no whitening filter and its samples directly feed the
error rate. More details may be found in [2]. In every caseA. (iii) The matched filter tau(¢) is followed by the so-
there will be a closest packing (a smallesaind/or a closest called Ungerboeck receiver that accepts colored noise. We

|I. INTRODUCTION



have constructed all these receivers. What is essentilhis tG(z) can place spectral zeros at only finitely many frequencies
the VA work with a minimum-phase discrete model of thand this only by violating stability.
channel: VA truncation and minimum phase are intimately Many practical cases fall into this difficulty. How can a
related. The first two receivers easily adapt to this andeedumodel be constructed? In fact/(z) need only produce a
to a similar physical implementation. Methdit) is probably whitener and model that is reasonably close to the spectrum
easier to design and we study it in a forthcoming paper. Heoé /(t). The test is that the Euclidean minimum distance and
we treat methodq). ultimately the receiver error rate should not be affected] a
The WMF receiver scenario comprises the following elghis has proven possible to achieve. One method is to find a
ments: Transmit Filteri(t)—AWGN—Receive Filterh(t)— finite G(z) approximation with quartets of zeros on the unit
Sample atvrT—Whitening Filter—Reverse frame—VA. Datacircle, using e.g. the Matlab routineoot s. The zeros must
symbols{a, } enter the transmit filter as in (1). Both transmibccur in quartets becaudé(z) and V(1/z*) each require a
and receive filters are analog and matchedh(t) (assume conjugate pair. The model may then be refined by splitting
h is symmetric and centered at time 0); the whitening filtahe quartet of zeros so that one conjugate pair is slightly
is discrete-time. The sampler creates a discrete time moddide the circle and one is outside. The positions can be
of the channel and the FTN and its outpuetsare sufficient chosen to reduce the stopband spectruia & second method
statistics for estimatinda,, }. They satisfyr = a x g + n; as constructs an all-zero filte¥’(z) whose spectrum lies within
z-transforms this isk(z) = A(2)G(z) + N(z). Hereg is the ane of the required root RC spectrum. There exist, e.g., convex

sampled autocorrelation function 6ft), programming routines that compute this quickly.
As examples, here are models for root RC with= .3
gk = /h(t)h(t + k7T)dt (2) whenr is respectively).703 and0.5. Both theseh(t) have null

_ ) ) ) spectral regions. The first is at the Mazo limit, with, = 2,
andn is colored Gaussian with correlation sequegcelrhe  5nq was derived by hand with the root quartet method. The
whitening filter decorrelateg and is constructed fromy by  gecond has the much smaller distana@l6 and is found by
spectral factorization of its all-zero z-transfor@i(z) into  sgnvex programming. They play a role in the next sections:
V(z)V(1/z*); for details see [3], [4]. After whitening by the
filter 1/V(1/2*), what remains can be expressed as v = {.750,.625, —.190, —.040, .085, —.049,.015, —.006} (4)

v = {.130, .484, .706, .368, —.178, —.228, (5)

F=axv+uw, 3)
_ .083,.125, —.057, —.056, .043}
or R(z) = A(2)V(z) + W(z), wherew is white Gaussian
noise with varianceV, /2. The so-called WMF model of the
channel isV (z), andv represents causal IS| with the property
v[n] *v[-n] =g.
Many spectral factorizations are possible. Becagses Many useful FTN methods use a pulse with an infinite time
a correlation, the factorization can take place such thalipport. Since the whitener and model are approximate and
V(1/2*) has zeros strictly within the unit circle; the whitenethe VA is truncated, it is important to verify that the Eudah
1/V(1/z*) is thus stable and the channel model becomesninimum distance of the signal set has not significantly
V(z) with all zerosoutsidethe unit circle. This is in fact changed from the theoretical value with the andlgg. Algo-
the maximum phase model fgr, which is a strong inconve- rithms that estimaté,,;, both for signals of form (1) and for
nience for truncated decoders. However, it can effectibely the discrete time forns = axh are well known (see [5]). We
converted to a minimum phase model by decoding the signgill not describe them here except to say that the problerf is o
blocks backwards, and we assume this is done. size 3L for lengthL binary signals and that distance depends
We thus can construct a practical whitener and minimugnly on the differenceAa = Aa,_x,...,Aa, between
phase discrete model provided that there exists) with all  transmitted and erroneous symbols through the formula
zeros outside the circle, but this is often not directly flass ) ) )
with FTN signaling for a fundamental reason. Important d* = Z lail”, = Aaxvati 6)

practical pulses(t), such as the root raised cosine (root RClor a signaling system working at the Mazo limit we require
have spectrum equal to zero outside a certain bandwidth; W‘i}ﬁn = 2, but FTN signaling with lower minimum distance is
root RC pulse with excess bandwidth facthrfor example, is 3|so of interest.
zero outsidg1+(3)/21" Hz. Under FTN signaling at the higher A truncated VA of memorym works with only the most
rate 1/77, this value shrinks in comparison to the foldingecentn+1 path symbols, that is, with model tapg, . . . , vy.
frequencyl/7T of the whitener, and there will eventually beone must distinguish two kinds of truncated VA. If the branch
anull zone in the ranggt1+3) /2T’ 1/27T) Hz. We have that |abels at stage are constructed by ;" v, from only
the spectrumH (j27 f)|? is |G(e/*"/)|, and thus a finite order these taps, the VA is more properly called a mismatched
1 . . . __ receiver, because it constructs labels from a differentehod
There are mathematical solutions to the WMF receiver wherzéros lie . . . . .
on the unit circle, but we take as a practical requirementvithiéener to be than the transmitter uses. Flndlng mismatched minimum d'S_'
strictly stable, that is, all its zeros must be inside. tances has been explored for some years (see e.g. [5], ®ectio

IIl. EUCLIDEAN MINIMUM DISTANCE AND THE
TRUNCATED VA



5.5). The receiver can be much disturbed by the symbas50% bandwidth reductionl?; = .60,.83,.86,.93,.95,.98

it cannot “see”; our calculations of the mismatched distaneinderm = 2,...,7. About 32 states are thus enough for the

show that this first kind of truncated receiver has much iofer 50% reduction.

performance for the kind of pulses in (4)—(5). Of course, the procedure here is only an estimate, and real
A better receiver is one thdtnowsthe full model, even decoders have other dynamics, notably error propagatiés. |

though it does not use it in the VA state description. Corrsideecessary to construct and test a receiver.

stagen branch labels each generated from sasniey

m Mot IV. TRUNCATED VA RECEIVERTESTS
Sp = Ay |V Apy— |V 7 . .
" kz_o n—kVk + 7;;1 n—kTk (7) We have constructed an offset VA receiver of the form in

, , (7) and tested it with the straightforward FTN systems in-(4)
wheremy is the total mode! memory. The_ first term stem§5) over the simulated AWGN channel. Regardless ofitfte,
from the VA state symbols while the second is an offset ctbalg, e sequence reaching the VA is always minimum phase. Size
by the earlier symbol history; an offset is associated wétbhe g frames of randors- 1 symbols were encoded, and enough
survivor state in the VA memory but is itself not the stateisTh ., mes were taken to give 20-100 error events. The frames
sort .Of trellis search was proposed in the 19703 _(see [6]) aee terminated before and after by ‘+1' symbols. An
applied by several authors to channel decoding in the 1985, event is taken to begin when the receiver output state
perhaps the best known paper is Duel-Hallen and Heega@ilits from the transmitter state path, and it ends when the
[7]. They calculate a minimum distance, which we @&lit,  oytput rejoins in the sense of the full model, i.e., after
for the offset VA receivet, more precisely, they derive aNsymbols are the same
. 2 -
asymptotic error rate of the for@(y/df,y; Eb/No)- , Figure 1 plots the observed error event ?atgainstE;, /Ny
We find thatdpy closely predicts the behavior of practical, 4B for the severe FTN case with — 2.3.7. For the3. 7
FTN receivers and it gives a theoretical indication that the,ses thelp,y;-causing difference sequen’cézs—2 2 which
VA receiver with proper design can endure severe truncatiq,q 5 multiplicity factor of 1/4: consequently, the erroeet

A modern approach to findingpy is as follows. The key |ate estimate i) (\/d3 4 Ey/No)/4. This with the respective
observation is that a VA forces at each stage a choice g 4 is shown as two solid lines. The most common event

survivor into each state. The standard VA analysis, whetherL o indeed observed to e, —2,2). At m = 2 the error
full or truncated, finds the choice with the highest probbil oyent situation is more confused, and the estimate line is

of error and computes the probability in terms of a distanc, (\/m)_ On the average, an error event contained
At a given state, the transmitted path and a neighbor paihs oy mpo errors, with the higher numbers corresponding to
can only merge after their state symbals have been the gajer VA state memory. The bit error rate is thus 3-5 times
same form stages. As an example, the paths with SymMga event rate.

bols 5,...,5,+1,—1 and §,...,5,—1,+1 have difference 1o piot for the Mazo limit case (4) for the same is
0,...,0,2,-2(5,..., 5 denotes same symbols), and cannQlnjar byt less exciting because all thelead to about the
merge under state memory = 2 until the difference is 0 g3me eventrate. For either FTN case, the VA state size needs t
for two more stages. It is the distance at this point that eakfe yery much larger if the VA input is converted to some phase
the decision, and this is the first + ¢ square convolution owher than the minimum one. Taken together, the results show
outcomes in eq. (6) withha = {2, 2}, wherel = 2 is the 4t theq;,,; procedure is accurate, the truncated state size can

length of Aa. A full VA will not force the merge until later, 4 small, and error propagation and other event difficutties
and the square distance (6) is carried out to more termshwhig: - threat

is a larger number. Estimating the worst case distance stsnsi
of trying out all suspect error difference events, with (@jried
out m + ¢ terms. An efficient search is to take as candidates
those differences that have distances in the untruncates ca In this section we investigate FTN signaling as part of
less than, sayd2; ; these are found by the ordinary minimuma turbo equalization system. The transmitter consists ef th
distance algorithm. Only these candidates are explored &®quence Rate 1/2 Convolutional Encoder—Interleaver—FTN
their truncation properties. The search is efficient beeaasy Encoder. A block of K information bits is first encoded
few differences in this sort of code structure have distarea by a rate1/2 convolutional code; this producesX code
the minimum. symbols. These feed a si2&’ interleaver. The symbol vector

For the FTN case in (4), which is root RC at the Maza is formed by mapping the interleaver output onto a 2PAM
limit, the procedure yieldd?,;; = 1.90 and1.98 underm = 1
and 2, that is, under VA truncation to 2 and 4 states. Since3Error event r_ates must be carefully ‘c‘:ompute"d. The rate istheber of
the full @2, is 2, this shows that a truncated VA With onlyio'sat Tre mtter s the number of eventa plos he numbetaios whore
2 states nearly reaches the Mazo limit, which carries withtie transmitter and receiver outputs agree in state. Stugih many trellis
a bandwidth reduction of 30%. For the case in (5), which t®des have shown that this rate accurately pregic$,/d2 . FE/No) over

a wide range ofE, /Ny, where p is the multiplicity for thedn,in-causing
2In [7], the receiver is called a DDFSE receiver. difference event.

V. TURBO EQUALIZATION BASED ONFTN SIGNALING
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Fig. 1. Error event rates for FTN system (5) V& /Ny in dB (dotted lines), Fig- 2. An EXIT chart atkh, /No = 5.85 dB, showing extrinsic vs. a priori
showing VA truncation to 4,8 and 128 states (= 2,3,7). Performance information for block length 5000. Dashed curve is from r&@ pulse with
predicted bydpy shown for comparison (solid lines). B = .3 andT = .32; solid curve is from (7,5) outer convolutional code.

alphabet but in principle any PAM alphabet can be use 10’
Finally, the transmitted signad(¢) is constructed according
to (1). We investigate only the (7,5) convolutional code an 1
we set the block sizé& = 5000. Lo
Decoding is done via standard turbo equalization [8]. In [€ 2 b
and [10] it has been shown that recursive precoding leads ] _
additional gains in turbo equalization but such a precodsr h I
not been employed here. The performance of the considel _
system can therefore never be better than the performai |
of the underlying convolutional code. However, for FTN this 107} -
performance is obtained at a considerably higher bit rage. I L
studying the EXIT charts [11] of the system the convergent 5| ~
threshold can be determined: The system will converge
the outer code performance as soon as there is an oj
convergence tunnel between the EXIT curves for the FT 01 02 03 o024 05 06 07 o8 oo
system and the outer code. Then the error performance can T
measured by actual receiver tests. The pulse shépeused
here is root RC with excess bandwidiic ﬁ < 1;if ﬁ —0a Fig 3._ Receiver tests for systems based on root RC pulsés exitess
sinc pulse is obtained. The one sided baseband bandwidt§3&Widihd. All systems operate aj,/No = 5.85 dB.
(1+)/2T. One aim of the section is to establish the h@st
We have observed an open convergence tunnel betweenafasumption into account. If system based @n= .4 can
EXIT curves for all = above a certain threshold. Above ithave more compression than one basedjos .2, it cannot
the error performance of the concatenated system is Miytuahecessarily be claimed that = .4 is better, since4 uses
identical to the that of the outer convolutional code. Theore bandwidth. We must plot the BER against the normalized
threshold depends on the SNR; in this paper we use th@ndwidth, which idV/R, wherelV is the one-sided baseband
SNR where the (7,5) code alone achieves BER?, that is, bandwidth andR the data bit rate. We havd’/R = ((1 +
Ey/No = 5.85 dB. The EXIT chart in Figure 2 shows a case?)/2T)/(1/27T) = (1 + 3)7. In Figure 4 we show the same
near the threshold, where the convergence tunnel is narrowplot as in Figure 3 but now against the normalized bandwidth.
In Figure 3 turbo equalization receiver tests are showks can be seen, the bestare 3 = .4 and .3, which are
for p =.1, .2, .3, .4. The component decoder for the FTNslightly better thar3 = .2 and .1. This has significant practical
signaling is a BCJR algorithm that truncates the ISI responignportance since large# are easier to implement.
to memory 6 (64 states); 10 iterations in the turbo equatinat ~ Although it is not reproduced here, we have obtained a
have been performed. We plot the BER versudhe critical similar outcome to the above whéi(t) is a short, finite-
thresholds where the error rate departs fre0~> are clearly support pulse, such as a triangle. Discrete-time modebng i
seen and lie in the rang80—.43 for the differentg. easy with such pulses, but their bandwidth is relativelyewvid
In order to compare differert we must take the bandwidth If a full complexity BCIJR decoder is used as component
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Fig. 4. Receiver tests for systems based on root RC pulsésayiplotted
against the normalized bandwidth. All systems operatE,atNo = 5.85 dB. (7]

(8]

decoder for the inner code (the ISI mechanism), we are lanite
to a rather small algorithm, that is, truncation to a rathé§l
short length (which prohibits the sinc pulse). We are thanef
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These show that strong truncation is possible if the VA input
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Its receiver is more complex, but there is a strong synergy
between the convolutional and FTN elements of the signaling
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