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Abstract

The papet opens by generalizing the conceptof 'informing science'. It
then introduces some meta-scientific perspectives and a discussion of a
metaphor that has considerable explanatory power. Two main schools
of metascience are presented and contrasted. The difference between
treating invariances in natural sciences and in sodial and cultral sci-
ences is discussed. The double helixis introduced as a generic meta-
phor to highlight important distinctions. Highlighting new distinctions
in this way can help to avoid simply assimilating them into already fa-
miliar distinctions. The paper also discusses how some metascientific
perspectives and the transdisciplinary generalized concept of informing
science can be seen as related. Finally, the paper argues that computer-
ized models never keep up with continuously changing situations.
However, people always have to handle the full variety of situations,
induding those not foreseen during requirements engineering. To ad-
dress this, the paper suggests balancing requirements engineering with
model transparency engineering
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use, informing science, language, languaging, logical-empiricism, metas-
cience, model transparency engineeting

Introduction

In his 1999 paper Cohen introduces Informing Science as a transdisci-
pline bridging among "a number of disparate fields that share some
common goals". He defines the fields, which form the discipline of
Informing Science, in the following way:

The fields that comprise the discipline of Informing Science provide
their clientele with information in aform, format, and schedule that
maximizes its effectiveness (Cohen, 1999).

In this paper I shall demarcate the field I call informing scienceina
slightly different — more general —manner as follows:

The fields that comprise the discipline of Informing Science provide
their clientele with data and meta-data in a form, format, and schedule
that the clientele find ever more valuable.

First, I have substituted the word "data" instead of "information". My
reason is to safeguard an autonomous right of interpretation to receiv-
ers of messages. Second, I have avoided the conceptof 'maximization’.
This concept lacks precise meaning outside the realm of specified for-
mal (mathematical) models. Third, I have introduced the clientele to
evaluate data with which they are furnished in their work or life situa-
tions. This reflects the fact that different groups of clientele apply dif-
ferent sets of value criteria. It also acknowledges that a particular group
of clientele may change its set of value criteria over ime. Fourth, I have
accommodated dynamic variability by the phrase "ever more". As clien-
tele values and situations develop over time, so will data and their
forms, formats, and schedules. Finally, the reference to meta-data
opens the way for including disciplines studying how human expres-
siveness evolves.

My more general demarcation does notinvalidate Cohen's original
definition. It remains valid provided a set of restrictions are explicidy
introduced. Generalizing the discipline of informing science implies a
corresponding broadening of the conceptof an 'informing system'".
Both the original and the generalized characterization of informing sci-
ence focus on clientele. The latter emphasizes the clientele as interpret-
ers by substituting "data and meta-data" for "information". Today it
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mightbe argued it is not only people who can interpret. Artificial
agents can do so, too. Be this as it may. I will delimit the conceptof an
'informing system'in the following way. Its effective use has to include
parts of closed cause-effect chains that are not confined to artifacts. In
the general demarcation what constitutes effective use remains open for
the dientele © decide. (In the subsection on "Generalized informing
systems" this pointwill be discussed somewhat more.)

Because itconnotes subsumption of multiple ‘sciences’ (i.e., fields), the
very idea of a transdiscipline requires an explanatory approach at the
level of metascience. Against this background this paper ams to pre-
sent some metascientific perspectives and a generic metaphor. The
metaphor isintended to acknowledge and emphasize a distinction im-
portant for practitioners and researchers. This is the distinction be-
tween living and actingin a concrete here-and-now versus reflecting
upon what has passed or may come. Reflectingis always done using a
net of concepts mediated, mainly by language, in a sodety. The netof
concepts used focuses and constrains explicit explanations given and
predictions made. Such a net of concepts is generally taken for granted
by the members of some subsociety. The distinction helps one to un-
derstand that a single such net of concepts cannotbe adequate to ex-
plain or predict all human living and acting. Giddens (1984, p. 7) dis-
cusses a somewhat similar distinction between what he calls "discursive
consciousness" and "practical consciousness".

A focus on use entails a focus on people, their societies, and cultures
and how they change them over time. In their attempts to make sense
of their lives, societies, and cultures, people use languages to discuss
whether to petrpetuate or change their ways of living. To some extent
such discussions entail debates about designing new artifacts to im-
prove human life. These debates can be seen as occurring within two
partially overlapping arenas. One can be called an arena of craftsman-
ship and engineering and the other a scientific arena. There currendy
exists a rather common belief that the scientific arena atways leads and
paves the way for engineering progtress. More fruitfully (and accurately)
these two arenas can be seen instead as mutally stimulating each other.
Moreover, many products of scientists do not seem to have any impact
on human practice. In particular, this seems the case when itcomes to
findings from fields within the social sciences. This can depend upon
the tradiion within which any particular study is undertaken.
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In the next section I will discuss the metascience of different scientific
schools and some fundamental differences in social science research. 1
will end with a subsection relating metascientific ideas to studying and
meeting demands for changes in informing systems. In the following
main section I will discuss a number of views of using a double helix as
a generic metaphor. Following that, the next section will go somewhat
deeperinto how informing science and metascience can be seen as re-
lated. The paper will finally present a few conclusions.

Scientific Traditions and
Social Science Studies

Two Schools of Metascience

In the English speaking wotld the word "science" generally refers only
to natural sciences. In this paper, following Radnitzky (1970), I will use
wortds as "science and scentific" in a broader sense encompassing so-
cial and cultural sciences as well. Radnitzky (1970, Vol. L, p. 6) uses the
term "metascience" somewhat differently from the expression "phi-
losophy of science". He perceives metascience as a scientific discipline
that accumulates knowledge about the scientific enterprise, checks this
knowledge and organizesit into knowledge systems. (See also "metas-
cience" in the Glossary accompanying this monograph.)

In both its broad and in its narrow sense scientific knowledge is neces-
sarily both specialized and fragmentary. People who want to take ad-
vantage of scientific knowledge in some practical situation need to syn-
thesize findings from many disciplines. This they will be better
equipped to do,if they are aware of the different scientific traditions of
various researchers. Informing science researchers and practiioners
want to work within a transdiscipline. For them an awareness of differ-
ent schools of metascience can help them communicate across discipli-
nary boundaries.

Radnitzky (1970) distinguishes between Anglo-Saxon ot hgical-empirical
(LE) and Continental ot hermenentic-dialectic (HD) schools of metas-
cience. . According to Radnitzky these should be perceived as "swo
highly-stylized ideal types that might be used to polarizge the existing types of
"philosophical enterprises” (Vol. I, p. 15.) Both these main traditons
are comprised of a number of sub-schools. Within the fields of infor-
mation and computer science the LE school has dominated.
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For at least two decades within information science a number of studies
applying HD methods of tesearch have appeared. This monograph ad-
dresses how ideas from philosophies behind HD traditions could sup-
portinforming science research and practice. I shall accordingly focus
on perspectives from HD traditions. However, this must notbe inter-
preted to imply that methods from HD traditions should dominate
over methods from LE traditions. As Radnitzkty (1970, Vol. IL, pp. 65-
060) argues the two traditions should be seen as complementary. HD
traditions, to be self-sufficient, would presuppose that man is fully
transparent to himself. This is simply notthe case. Taking LE as the
only legitimate form of scientific study would reduce all human sciences
to behavioral science. Such a reductive ideal of social science must, if
consequently adhered to, accept a society divided into manipulators and
manipulated.

The following differences between Radnitzky's two main schools of
metascience are important.

LE schools presume:

e to state objectively true facts
about an observer independent reality,

e that historical contexts are irrelevant to data collected,
(mainly synchronic observations)

e that only values intrinsic to science shall guide research,
e that theory and practice can be strictly separated,
e that language used should be extensional and denotational,

e that they form the bases for technologies
and emancipate man from nature.

HD schools presume:

e to state intersubjectively sharable relations
between observers and a tertritoty observed,

e that historical contexts are relevant to
data collected, (diachronic observations important)

e that both science intrinsic and extrinsic values
shall guide research,
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e that theory and practice are mutually related,

e that language used should be
mainly intentional and connotational,

e that they supportunderstanding, mediation of traditions, and
emancipation by improved selfunderstanding.

Researchers of these two meta-scientific schools perceive their work
tasks differently. (Here I distinguish them in a similar way to what Rad-
nitzky, 1970, Vol. I, p. 15-16, does with two types of philosophers.)
The work of LE researchers must be respectable. They have to adhere
to the methods of validating scientific findings according to their tradi-
tion. Moreover, as theory and practice are seen as strictly separate they
cannotbe held accountable for what their findings lead to. They must
remain as darifying on-lookers and sharpeners of (LE) scientific tools.
(This reflects the principles of a LE positon. Many researchers working
within LE traditions are still concemed aboutwhere their findings may
lead.) In contrast HD researchers are engaged in their work. It is essen-
tial for them, both socially and personally, to mediate between their
theoretical findings and the practice of life. For them the practice of life
constitutes the basic human problem.

To increase what we, as humans, know and can build our future socie-
ties and lives upon, both these types of researchers are needed. How-
ever, they have different strengths with respect to describing and ex-
plaining different kinds of subject matter. Working according to LE
research traditions is effective for studying inanimate subjects —e.g., in
a field such as physics. Working according to HD research traditions
shows its strengths when the subject matter includes people - i.e. sub-
jects that involve living human beings forming groups and societies.

A critique of the LE methods of verification is foreshadowed in Giam-
battista Vico's work from the beginning of the 18th century. He con-
tested Descartes' method of verification (through logical deduction
from axioms detrived from observation) as universally applicable (Stan-
ford Encyclopedia of Philosophy, 2007, section 3.). He did not argue
that the Cartesian method was irrelevant. His position was that other
methods were needed for studies that extended to civil societies. These
methods had to account for history and language including rhetoric and
use of metaphor. According to Vico, knowledge in human sciences is
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verified not through logic but through creation. Thisis known as his
principle of verum factum.

Galtung's View on Social Science Studies

Galtung's ideas about social science studies, stressing potential worlds,
are reminiscent of Vico's views on creation and inventon. Galtung
(1977, p. 57) distinguishes three types of sentences in research: (a) data
sentences, (b) theory sentences, and (c) value sentences (external to
science). Galtung wrote at a time before it was common to acknowl-
edge the importance of values external to science in information sys-
tems studies. Moreover, he thereby exposed the connection between
methodology and ideology. He also introduced the important distinc-
tion, discussed below, between invariance seeking and invariance break-
ing.

Traditional empirical science, according to Galtung (1977, p. 51-50),
only compares data sentences and theoty sentences. If they show dis-
sonance, data sentences are perceived as stronger than theory sen-
tences. Adissonant theory sentence (hypothesis) is discarded as false or
revised for further testing against data sentences. What Galtung calls
traditional science belongs to what above was presented as a science
applying LE criteria of validation. For studying civic life and societies
such an LE approach functions as a straitjacket preventing the re-
searcher from reaching out to examine values.

Data and theory sentences have descriptive power within what may be
called two "dimensions" or two "worlds" of teference - i.e., whatis em-
pirically observed and what is theoretically foreseen. What is observed
or foreseen is not necessatily preferred (p. 50), so issues of preference
(criteria, norms, policy, etc.) cannot be addressed within these two di-
mensions. One way to break out of this straitjacket is to add value sen-
tences. By introducing these, a third dimension, of preferred wozrlds,is
added to the eadier two dimensions. By introducing values one estab-
lishes a basis for addressing what is preferred in addition to thatwhich
is observed and that which is theoretically foreseen.

Moreover, a preferred world sitnation currendy may not exist. To ad-
herents of traditional empirical science possible wotlds coincided with
the empirically known reality. Applied to the fields of social science this
leads to theories of a stable status quo or change following known laws
of change. Galtung's trilateral form of science presumes a potential re-
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ality broader than known empirical reality. Moreover, theories have to
be open-ended. Further, invariances in social science contexts have to
be approached (and accounted for) differenty than invariances found
in natural sciences (p. 68-71).

Galtung (1977) devotes achapter to what he calls "Science as Invari-
ance-secking and Invariance-breaking Activity". A proposition is a
statement relating a number of variables. It has to be based on a valid
data sentence and a valid theory sentence. To become complete the
conditions under which it holds have to be specified. If it holds under
changesin other variables than those included in the relation, itis said
to be invariant under those variables.

The inclusion of a value dimension in science provides the basis for
distinguishing two attitudes to invariances. The difference between
these two attitudes and their scope of application is best illustrated by a
quotation:

... For any invariance is here [in the contextof social science
studies| considered as an ideological statement, however much
it is produced under the banner of value-free, "objective" sci-
ence. ... A sentence, whether based on data sentences or theory
sentences, or both, exciudes something. A value sentence,
whether based on a goal or an interest, #c/udes something, that
which is preferred. As long as what is preferred is also ob-
served and/ or foreseen by data or theory, there is no problem.
However, the moment what is excluded by data and /ot theoty
is preferred, there is a problem. To raise a confirmed theoty
sentence, the proposition,of that kind to the level of an invari-
ance 7§ tantamount to saying that something preferred is unattainabi.
This is vastly different from saying that it was never attained in
the past. The latter is only a statement about empirical reality,
that which is or was; the former a statement about pofential/real-
ity, that which mightbe — saying that it coincides with what
was. In other words, that potential reality coincides with em-
pirical reality — that only what already 7s, is possible, now and
in the future.

This becomes more dramatic as soon as different groups in so-
ciety hold different values, and "science" excludes what is val-
ued by one, and notwhat is valued by another. In that case,
"science" is obviously on the side of the one and notof the
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other, pronouncing as factual what one group wants and as
non-factal ... what is valued by the other group. (Galtung,
1977, pp. 73-74. Emphases in original. Text in square brackets
added by the author of this paper.)

Galtung (1977, p. 73) perceives a prediction as a specification of an in-
variance, and an invariance as a generalization involving the future. In-
variance seeking research attempts to find general laws on which tech-
nologies can be built. Finding invariances within the realm of natural
sciences has stimulated considerable technical development. These
kinds of research have mainly been performed by researchers adhering
to LE schools of metascience. When research in social and cultural sci-
ences finds apparent invariances Galtung considers them as ideological
statements (p. 73). As he briefly states, there do notexist any laws in
social science (p. 72). Apparent invariances found in social studies
could stimulate further investigations in order to envision possible fu-
ture worlds in which they are broken. Such studies focus on hidden
ideologies and question them. Working dialectically within a school of
HD metascience supports invariance breaking activities.

Studying and Meeting Demands
for Changing Informing Systems

New technical artifacts purported to improve informing systems appear
on the market at a rapid rate. Their introduction and sales are often
boosted by buzzwords. Choosing an appropriate mix of old and new
artifacts to inform clientele constitutes a complex task. It has to be built
on morte solid concepts than current buzzwords.

Also the netof concepts with which we, as researchers, desctibe the
use and evolution of informing systems has to remain open to revision.
However, we might avoid some cases of reinventing the wheel if we
familiarize ourselves with the longstanding debates about fundamental
concepts among philosophers of science. Some aspects of these de-
bates have been indicated in the two preceding subsections.

In many of the disciplines contributing to informing science, LE tradi-
tions have dominated and still do so. In the future the field will need
researchers and methods of investigation from both the two main tradi-
tions. However, in order to presentrelatively novel ideas this paper has
focused and will focus on HD traditions. These, as mentioned above,
perceive theory and practice as mutually related. Phenomenology gen-
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erally focuses on evetryday life expetience. Hence, it has a lot to offer
for understanding the use and demand for change of informing sys-
tems. Before becoming able to make effective use of a new artifact in-
troduced in an informing system, people have to know how to do so.
In this context I would like to focus on two senses of the vetb "to
know". These can be characterized simply as schoolbook knowledge
and practical knowledge. The former corresponds to what manuals of-
fer and brings the learner to the stage of anovice. The latter is acquired
in a number of steps by practical use of an artifact. Dreyfus and Drey-
fus (19806, pp. 16-51) describe a five step way to acquire professional
expertise.

HD schools and Galtung (1977) stress the importance of values exter-
nal to scence for research. Hence,in projecting an investigation or a
program for research, the following question should be asked: Who are
those who may potentially actdifferently based on the findings from
this investigation or research? Radnitzky (1970, Vol. 11, pp. 4-13) calls
answers to this kind of question "research guiding intetests". Research-
ers should employ methods of investigation consistent with their cho-
sen research guiding interest. As long as they do this methods might
come from both LE and HD schools. This resolves the often heated
debates concerning (e.g.) whether researchersin HD-oriented social
sciences could use quantitative methods developed within LE schools.

Scientific knowledge, as mentioned before, is necessarily both special-
ized and fragmentary. Hence, those who attempt to apply ithave to
fomm their own syntheses to accommodate the particular situations at
hand. Fruitful syntheses could be facilitated by a generic metaphor,
which helps to highlight distinctions from newly encountered disci-
plines or areas of experience. Highlighting them avoids simply reinter-
preting them as some already familiar distinction. In the next section I
will present adouble helix as such a metaphor.

A Double Helix as a Generic Metaphor

Presenting Living in Time

As human beings we want to make sense of our lives and the world we
experience. However,we seldom become aware of how and how much
our everyday manner of talking mediates aworld view. Lakoff and
Johnson (1980) discuss how our everyday language mediates a world
view by metaphors. They report that they have found: "... metaphor is
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typicdly viewed as characteristic of language alone, a matter of words
rather than thought or action. For this reason most people think they
can get along perfectly well without metaphor. We have found, on the
contraty, that metaphor is pervasive in everyday life, notjustin lan-
guage but in thought and action. .." (p. 3). Hence, I will use metaphors
when I try to relate how I use, redesign, and understand informing sys-
tems. Metaphors highlight some aspects of an event, a process, or a
thing. At the same time they hide other aspects.

When reflecting on dynamic processes time plays a central role. Some
people perceive time to fly like an arrow, progressing linearly. Others
perceive it as a circular flow, as when the seasons of the year and birth,
life and death endlessly recur. A helix offers a synthesis of these two
views. Hgure 1illustrates ahelix as a metaphor for related processes
perceived as recutring.

The lower partof Hgure 1 shows three related processes as a circle. To
remind the reader of their processual character I have designated them
by verbs. Checkland (1981, pp. 170-171) has given a similar advice to
use verbs when referring to human
R activities.
In lived expetience, a person can
seldom separate these three proc-
esses. Churchman (1971, e.g., pp.
49-50) has discussed difficulties
inherent in analyzing and designing
systems presupposing separability
of their parts. The three processes
on which I focus follow research
findings by Maturana and Varela
(1980). For a number of years,
Maturana tried to answer two, what
he thought were entirely different,
@nize‘ research questions: (a) "What is the
\ interact & organization of the living?" and (b)
"What takes place in the phenome-
— non of perception?" After years of
study he arrived at the conclusion
that his two questions ".were, in
fact, addressed © the same phe-
nomenon: cognition and the opera-

Figure 1. A metaphor
presenting related proc-
esses as recurring
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tion of the living system ... were the same thing" (pp. xii-xvii and p. 13).
For this reason I wtite "live — cognize"in Hgure 1.

People interact physically, with each other and with non-living entities.
Much of human interaction takes the form of linguistic interaction.
Moreover, "[d]ue to the circular nature of its organization a living sys-
tem has a self-referring domain of interactions (itis a self-referring sys-
tem) .." (p. 10). Maturana and Varela (1980) discuss different kinds of
interactions throughout their book (particularly on pages 21-40). Inter-
acting enables us to introduce historical, social, and cultural perspec-
tives. As will be discussed below, each of these three processes entails a
number of sub-processes.

People interact with one another both face-to-face and indirectly
through different media. People interact not only with their contempo-
raries, but also interact with people in past and future generations. Fi-
nally, they also interact with animals and with all kinds of things and
events. Some of these things belong to the set of what we call artifacts.
All this remains valid in the upper partof Hgure 1, where I metaphori-
cally letthe three processes evolve into ahelix.

The process I have called "cognize"is comprised of a number of proc-
esses — conscious, subconscious, and unconscious — often given other
names. Similardy, the processes to live and interact also entail anumber
of more specific sub-processes. For example,interacting occurs both
physically and linguistically, both in and out of face-to-face situations.

Under the word "cognizing" Iinclude such kinds of processes as per-
ceiving, distinguishing, and imagining (cf. Lakotf, 1987, pp. 7-9). More
particularly, it subsumes a process generally called "recognize". Often I
recognize something as an instance of a category of things or events
familiar to me. This presupposes that I have formed a category under
which I subsume what I recognize. Those categoties which I regard as
taken-for-granted, I have formed duting my life interacting with others.
Many researchers believe that all things or events subsumed under a
category share a number of properties and relations. Often, but far
from always, this might apply. Lakoff (1987) has developed what he
calls a prototype theory of categorizing,in which the traditonal view on
categories becomes a special case. Here, for example, members of a
category share some properties and relations with its prototype. How-
ever, they do not necessarily share all of them. An act of cognizing
mightentail a kind of reframing of something at first recognized as fa-
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miliar. A shift takes place from one frame of reference to another simi-
lar to a shiftbetween figure and background. This distinction reminds
an observer of the fact that how he reports an observation depends
upon the frame of reference he applies.

In cognizing people sometimes become aware of a small domain. At
another occasion they might cognize large, even cosmic,domains. Still
another time they might cognize many domains of intermediate size. In
the course of developing ways in which to present interwoven living,
cognizing, and interacting I will,in the next section, distinguish them as
two parallel helices.

Distinguishing to Live and to Reflect
as Two Domains

In Figure 2, I present the helix of Figure 1 separated into two helices.
As mentioned above, Maturana (Maturana & Varela, 1980, pp. xii-xvii)
has by his research found good reasons to approach cognition and the
operation of living systems as the same phenomenon. Still, his earlier
position and the position of many researchers in curtent cognitive sci-
ence indicate some reason to separate these two phenomena, at least
analytically.

From the perspective of Maturana's theories one could consider the
two helices in Figure 2 as performed by an observer operating in two
distinctdomains of reference. One is the domain of immediate experience
and the other the domain of abstracted reflection. This explains why the
seemingly dualistic presentation in Figure 2 does not violate the (figura-
tive) unity of Maturana's account of both living systems and cognition
mentioned earlier.

Another reason for separating the helix of Hgure 1into the two helices
of Figure 2 I have found in Schutz (1967). Compated to lived expexi-
ence conscious reflection, as analyzed by Schutz, always occurs after
the event:

.. What we, in fact, experience in duration is not a being that is
discrete and well-defined but a constant transition from now-
thus to anew now-thus. The stream of consciousness by its
very nature has not yetbeen caughtup in the netof reflection.
Reflection, being a function of the intellect, belongs essentially
in the spatiotemporal world of everyday life. The structure of
our experience will vary according to whether we surrender
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ourselves to the flow of duration or stop to reflectupon it,
trying to classify it into spatiotemporal concepts. (p. 45)

The reader should keep this in mind when studying Figure 2.

b 1a
Reflect, \
distinguish, Live, act,
idealize, interact
imagine, in the concrete
desc[lhe, here -and -now
theorize
in the abstract

1b
Figure 2. M etaphorically separating living from reflecting

In this form of a double helix metaphor I have chosen o present to
"Live, act, interact in the concrete here and now" as one helix. When
separating the helix of Figure 1into two helices cognizing belongs to
the domains of both, albeitin different ways. Hence, I do not explicidy
use the word "cognize" in Figure 2. The domains of helix 1a entail cog-
nizing on subconscious or unconscious levels. As helix 1b I present
"Reflect, distinguishing, etc. in the abstract". Cognizing consciously
belongs to the domains referred to by helix 1b. My rationale for this
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particular distinction relates to long-standing issues, as explained in the
following sections.
8

Domains referred to by the two helices

The two helices should help to distinguish two different, although re-
lated, sets of domains. "Live, act, interact in the concrete here and
now" refers o domains of enacting everyday life as itevolves from
situation to situation. This may entail working life situations, but is not
limited to such situations. The praxis of everyday life generally entails
irreversibly consuming resources.

"Reflect, distinguish, etc. in the abstract”" refers to domains of con-
scious, (potentially) creative activities. Short of enacting some of their
results they do notirreversibly consume resources, except the ime of
people involved. Moreover, when people reflect, both collectively and
individually, they catch and express their thoughts using some net of
concepts. Mosty, the currentnet of concepts, in some cultures, helps
to make sense of issues reflected upon. When it repeatedly fails to do
so itmight help to reflect on the netof concepts used. This leads to
reflecting on a higher logical level, ameta-level.

Reflecting also plays an important role in designing artifacts and in co-
ordinating their production amonglots of different kinds of profes-
sionals. For instance, the design and production of buildings, ships and
cars furnish examples.

Limitations on available resources make it important to choose which
possible ways of life to enact. However, enacting a way of life always
has to be done in the face of uncertain and incomplete knowledge.
Moreover, different groups of people will have different value prefer-
ences. Of all the new ways of life produced by these creative activities
only a few will be enacted. If the process to select which ones to enact
retains some altematives, the chances for meeting unforeseen contin-
gendes will increase. So will the chances for supporting the preferred
values of different groups of people.

What works in praxis, in some historical time period and within a par-
ticular society/culture, can be found by observing the kind of domains
referred to by helix 1a. However, itmustnotbe taken as a fact that
nothing else could work at some future time or in a different sodi-
ety/culture. This is the message above of Galtung. Nor should itbe
taken for granted that what works in one sodety/culture can be trans-
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ferred to another one and will work well there. A number of recent
failures in technology transfer between different societies/ cultures sup-
port this conjecture.

Reflecting activities referred to by helix 1b need time and can be sup-
ported by stimulating milieus. However, they can evolve and be ob-
served among all kinds of people. They can occur, for shorter and
longer time intervals, interleaved among everyday life activities.

Next I will discuss how some featutes of the two kinds of domains and
their relationships are presented by the two helices of Hgure 2.

What the two helices present. Both in research and practice involving
use and redesign of informing systems a number of models are used. In
research and redesign these models are generally explicit and con-
sciously sharable. In use they are generally implicit and sub-or uncon-
scious. Models present maps of parts of informing systems or what else
they purport to present. Explicit models show what their creators have
chosen as important to focus on. They belong to domains referred to
by helix 1b. These domains entail abstract, idealized, or theoretical im-
ages of what people may encounter in domains referred to by helix 1a.
In other words I have separated reflecting on what has happened or
possibly could happen from living concretely here and now. In the
Westem world people seldom remain aware of this distinction. Our
reflections only make us partially aware of what has happened or might
happen compared with the full complexity of moments lived here and
now.

Researchers and systems analysis practitioners use descriptions and
models in order to communicate. As reflections of what has happened
or might come about, these can only partially or imperfectly portray
moments in life experience. This is valid both in the lives of individuals
and the lives of groups, communities, and societies.

In Figure 2 Thave separated "Reflect, distinguish, etc. in the abstract”
from "Live, act, interact in the concrete here and now". As fully awake
human beings we always find ourselves situated in an ever moving
"here and now". Our technical means of talking and observing over
long distances do not change this. However, when we reflect, etc. we,
in a sense, can freely move around in space and time. One can apply
the metaphor of the two helices both to an individual and to aggregates.
This I base on Bateson's (1980) concept of mind which I will present
below. (See the section on "Some deeper background ..") The aggre-
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gates may be groups, organizations, sodeties, or cultures. An inquiter,
by choice of a unitof investigation, decides whether individuals or
some kind of aggregates are to be focused upon. For a proper under-
standing of adescription or model the presenter should make its unitof
investigation explicit. For there to be coherence in aprocess path from
initial analysis through design to development, there must be consistent
focus on the same unit of investigation. Moreover, understanding or
discussing a description or model has to occur at the proper level of
abstraction. Thus I argue, based on Bateson's advice, that one should
not mix differentlogical types when trying to arrive at conclusions.

When a person reflects, her genetic inheritance (phylogeny) and life
experience (ontogeny) have formed the preknowledge with which she
meets a situation. To discuss and check what she reflects, etc. with oth-
ers she has to document itin some form. This she mightdo in a tran-
sientor in apemmanent form. The need to check what we, as humans,
perceive comes from the fact that it might turn out t be an illusion.
What we document becomes accessible to othersin their domains of
personal experience, etc. What thus becomes accessible to others, and
ourselves, then can become an object of reflection, etc. Hence, there
exist chains of recurring relations between the domains referred to by
the two helices distinguished in Hgure 2.

Next I will discuss how I perceive the two helices and their correspond-
ing sets of domains as interconnected.

Connecting the two helices and their domains. In the lower part of
Figure 2 a sector joins the two helices. This illustrates one way a do-
main of helix 1b may relate to a domain of helix 1a. In a domain re-
ferred to by helix 1b a group of persons reflecton a past event. When
the event occurred itwas encountered by people living and actingin a
domain referred to by the helix 1a. Some of those reflecting upon the
eventmay have encountered it earlier. The event might have lasted a
shortorlonger ime interval asindicated by the time slice shown. Also
reflecting, etc. will demand some time interval. The thin horizontal line
indicates that this time interval may be of shorter duration than that of
the event. This must not become misconstrued as meaning that reflect-
ing can only result in something like mental snapshots. Instead Iintend
to highlight that when reflecting ex post people's memories of earlier
events may have changed. The field of psychology of witnesses fur-
nishes lots of illustrations of this phenomenon.

37



Using Double Helix Relationships

In the upper partof Hgure 2 another sector joins the two helices. It
illustrates another way a domain of helix 1b can relate to a domain of
helix 1a. Thisillustrates expecting, predicting, imagining, etc. a possible
future event. An expectation mightinclude a short or longer time inter-
vals as indicated by the time slice shown. Also expecting will demand
some time interval. The thin horizontal line indicates that this time in-
terval generally tums out as short, compared to that of expected events.
Moreover, Figure 2 illustrates the fact that time elapses before the time
interval of a prediction or plan occurs. In the mean time unforeseen
changes most probably will happen. The aging of requirement specifi-
cations for computerized parts of informing systems provides a well
known example of this.

In Figure 2 Tuse the term "idealizing". This refers to the fact that hu-
man models always present an idealization of what they purport to
show. Thisisnot to say I present the helix "Reflect, etc." as referting to
an ideal domain. The helix "Live, act, etc." refers to a domain in which
conflicts and unequal distribution of power exist. In fact, the meta-
model proposed here will allow researchers and practitioners to con-
sider the role power and conflict have in the social order. Changes re-
flected upon in the course of living and acting, e.g. in work tasks, will
also demand learning by doing. This, however, has to be enacted by
people in the domain "Live, act, etc."

These ways of relating the two domains provide a chance to discuss the
issue of recurrence mentioned above. Suppose the issue reflected upon
is to acquire a package of computer programs purported to improve
managerial control of enterprises. Moreover, suppose the reflection
endsina decision to buy and implement the package. The decision en-
tails implementing this package concretely in some partof or the whole
enterprise. People in the enterprise in their everyday work will have to
learn how to use the package. In essence the process of learning will
proceed by tral and error. During the implementation people will start
to reflectupon to what extentusing the package supports or constrains
and complicates their work. These reflections may result in suggestions
on how to adapt the package in order to support their work better. To
what extent are such suggestions made public? This will depend on
how open managers are to suggestions coming from people in lower
echelons. Anyhow, suggestions based on lived experience might start
off a new round of reflections on feasible and desirable adaptations to
the program package. In another paper in this monograph, Kawalek
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reports such a case of problems entailed in transplanting an Enterprise
Resource Planning program package from one enterptise culture to a
different one.

This ends my presentation of one way to apply the genetic double helix
metaphor. I used it to highlight the difference between (a) domains of
explicit descriptions, models, plans, theoties, etc. and (b) domains in
which events evolve and for which the models purport to portray some
important aspects. In other contexts a double helix metaphor could be
used to highlight other different butlinked processes. One case might
be to highlight mutual learning between workers and designers in redes-
igning computer applications (Cf. Whitaker, 2007). Observers of some
system or systemic entity can observe how its components interact.
They can also observe how that entity, seen as a whole, interacts with
other entities in its environment. Any relation between the two do-
mains of interaction strictly belongs to the cognitive domain of the ob-
server. As Varela, Thompson, and Rosch (1991, pp. 139-140, cf. above)
have argued the nervous systems of living beings work as operationally
closed. What happens in the environment of a living system can trigger
its nervous system butdoes notunilaterally control it. The fundamental
difference between the two ways of observation can be highlighted by a
double helix metaphor. (It falls outside the scope of this paper to show
and discuss how this could be done.) However, this paragraph gives a
reason why I call the double helix metaphor a generic one.

This ends my presentation of a double helix as a potentially useful
metaphor. In what follows I will discuss more important differences
between interrelated processes. However, I will notexplicitly mark
them as potential cases for highlighting by a double helix metaphor. In
the next section I will go somewhat deeper into the background for
distinguishing the two domains mentioned above.

Some deeper background for distinguis hing two domains

The Cartesian method, contested by Vico as the only general method
of investigation as mentioned above, presupposes a mind-body split.

Varela, Thompson and Rosch (1991) offer a resolution of the mind-

body problem. Briefly they present their resolution thus:

In fact an important and pervasive shift is beginning to take
place in cognitive science under the very influence of its own
research. This shiftrequites that we move from the idea of the
wotld as independent and extrinsic to the idea of aworld as in-
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separable from the structure of these processes of self-
modification. This change in stance does not express amere
philosophical preference;it reflects the necessity of undet-
standing cognitive systems not on the basis of their input and
output relationships butby their operational closure. A system
that has operational closure is one in which the results of its
processes are those processes themselves. The notion of opera-
tional closure is thus a way of specifying classes of processes
that, in their very operation, turn back upon themselves to
form autonomous networks. Such networks do not fall into
the class of systems defined by extemal mechanisms of control
(heteronomy) butrather into the class of systems defined by
internal mechanisms of self-organization (autonomy). The key
point is that such systems do not operate by representation. In-
stead of representing an independentworld, they enaa a world as
a domain of distinctions that is inseparable from the structure
embodied by the cognitive system. (pp. 139-140)

By thus charactetizing cognition as embodied action they attempt to
resolve the mind-body problem and offer, on this basis, an additional
system model. For the mind-body problem they offer a resolution by
characterizing individual minds as being embodied (.e., embedded in a
given biological system) and interacting in an environment. As men-
tioned earlier, human beings interact both with contemporaries and
with past and coming generations and their cultures. Moreover, they
interact with many artifacts and natural objects. By acknowledging and
addressing the concept of ‘embodiment’ as a basis for cognition, this
orientation opens the way for accommodating (e.g.) emotions as impot-
tant factors in human action. This emphasis on embodiment is also
reflected in Lakoff and Johnson (1999), who give a philosophical pres-
entation of the ideas about embodied minds, or rather embodied cogni-
tion (pp. 94-117).

With regard to system models, Varela, Thompson and Rosch offer a
third category argmenting the classic differentiation between open sys-
tems on the one hand and dosed systems on the other. This is the
category of operationally closed systems, which includes (e.g.) the nervous
systems of humans and animals and also biological immune systems.
Operationally closed systems may exchange material and physically in-
teract with their environmentbut are not controlled by such exchanges
and interactions. Thisis because the network of their defining proc-
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esses exhibits a mutually integrated closure (in the sense of closure of a
directed graph network).

Next I shall address some issues relating to supra-individual (.c., collec-
tive or aggregate) contexts for addressing cognition. Some researchers
use terms like mind, memory, and learning to designate collective phe-
nomena, whereas others argue these terms only make sense on an indi-
vidual level. Bateson (1980, pp. 101-143) offered one way to arrive at a
synthesis of these two positions. More precisely, he characterizes minds
in away that can be applied to both individuals and aggregates of indi-
viduals.

Bateson's way of charactetizing mindsis based in part on his key con-
ceptof difference’. In a section on "Science never proves anything"
Bateson firstoffers a seties of seven numbers repeated three times. He
then asks the reader to guess the next number. It seems simplest to
continue with the first number of the seven number series. He then
points out that this guess assumesyou can predict the next number
based on a tule of simplicity. But as Bateson putsit: "Unformnately (or
pethaps fortunately), itis so that the next fact is never available..." (pp.
35-36). Somewhat later Bateson wiites about the impossibility for sci-
ence to "prove some generalization or even Zest a single descriptive
statement and in that way artive at final truth” (p. 30).

There are other ways of arguing this impossibility. The argu-
mentof this book — which again, surely, can only convince
you insofar as what I say fits with what you know and which
may be collapsed or totally changed in a few years —presup-
poses that science is a way of perceiving and making what we may
call 'sense' of our percepts. But petception operates only upon
difference. All receiptof information is necessarily a receipt of
news of difference, and all perception of difference is limited by
threshold. Differences that are too dight or too dowly pre-
sented are not perceivable. They are notfood for perception.

It follows that what we, as scientists, can perceive is always lim-
ited by threshold. That is, what is subliminal will not be grist
for our mill. Knowledge at any given momentwill be a func-
tion of the thresholds of our available means of perception.
The invention of the microscope or the telescope or of means
of measuring time to the fraction of a nanosecond or weighing
quantities of matter to millionths of a gram — all such im-
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proved devices of perception will disclose what was uttedy un-
predictable from the levels of perception that we could achieve
before that discovery. (p. 36-37)

In my currentway of expression I would have wiitten "data by means
of which we inform ourselves" instead of "information". This, how-
ever, does notchange Bateson's fundamental argument. In any case,
Bateson's construct of 'difference’ is the foundation for his explanation
of his concept of 'mind'". At the beginning of achapter on "Criteria of
Mental Processes" Bateson (1980) briefly lists six ctitetia for what he
would call a mind:

1. A mind is an aggregate of interading parts or components.

2. The interaction between parts of nind is triggered by difference, and
difference is a nonsubstantial phenomenon notlocated in
space or time; ...

3. Mental process requires collateral energy.

4. Mental process requires circular (or more complex) chains of deternii-
nation.

5. In mental process, the effects of difference are to be regarded as trans-
Jorms (i.e, coded versions) of events which preceded them. The rules of
such transformation must be comparatively stable (i.e., more
stable than the content) but are themselves subject to trans-
formation.

6. The description and classification of these processes of transformation
disclose a hierarchy of logical types immanent in the phenomena.

Ishall argue that the phenomena which we call #haught, evolution,
ecology, life, leaming and the like occur only in systems that satisty
these criteda. (p. 101-102)

As Bateson (1980) goes on to explain, some aggregates may have parts,
which fulfill the criteria above. This could be illustrated by a group of
people learning on the group level. The processes of leaming at the
group level and at the individual level belong to different logial types. Ap-
plying Lakoft's (1987) prototype theoty of categorizing learning on the
two levels will show different characteristics. Bateson (e.g. on pp. 204-
210) argues for keeping different logical types clearly separated in de-
scriptions and analyses. Conclusions about phenomena on one level of
abstraction based upon data within adifferent level lack validity. (His
detailed arguments for this fall outside the scope of this paper.)
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Ishall close with a few comments on Bateson's ctiteria above. First, he
writes about differences as "a nonsubstantial phenomenon" notlocated
in space or time. On the surface this might scem to contradict my as-
sertion that I do not believe in unembodied objects. The noun "differ-
ence", in criterion 2 above, does not, however, designate such a thing.
One clue liesin the expression that "interactions between parts of mind
are triggered by adifference". Another clue appears in critetion 5.
There Bateson states that the effects of difference should be regarded
as transforms of events which preceded them. A bell which rings or an
expected letter which does not arrive can trigger activities in a person.
Bateson (1980, p. 37) points out that there exist thresholds for various
differences. If a difference remains below such a threshold it will not
become perceived. By referring to human perception Bateson indicates
he does not split body from mind.

Bateson mentions "coding" in ctiterion 5. Coding in his sense isa
transform of the effect of a difference. When a person touches a hot
surface he almost immediately retracts from it. The heat difference has
triggered a train of coded transforms in his nervous system. These re-
sultin his retracting his hand from the hot surface. This gives an exam-
ple of Bateson's sense of coding.

Bateson mentions circular or more complex chains of determination in
criterion 4. This corresponds to the operational closure of cognitive
systems discussed by Varela et al. (1991). Bateson (1980, p. 141) writes
that from his setof criteria it follows that minds have the potentiality of
autonomy. This resonates with Varela’s (1979) use of the erm "auton-
omy" in relation to operationally and organizationally closed systems —
a topic beyond the scope of this discussion.

In the next section I will discuss how some meta-scientific perspectives
can support research in informing science.

Informing Science and
Metascientific Perspectives

Looking for Fundamental Issues

People have informed themselves and each other for thousands of
years. According to some researchers these complexities have increased
through the advent of modern communication and data processing
technologies. People communicate predominantly by talking and wiit-
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ing. When using their mother tongue people seldom become aware of
how many social, cultural, and sitnational clues are involved. Social and
cultural features, perceived in abroad sense, can themselves be seen as
situational ones. Particularly when people communicate using com-
puters and computer networks of today most situational clues get
stripped off as a resultof these channels’ relatively impoverished ca-
pacities.

The paper has pointed out some difficulties in redesigning and using
informing systems. Many of these have their roots in human ways of
talking and reasoning. Philosophers, linguists, and other researchers
have discussed these for many years. The scope and size of this paper
forces me t© delimit myself to only a few fundamental issues.

Forms of rationality:
An illustrative example from pedagogy

In a world of conflicting interests it seems difficult to agree upon indi-
cators of effectiveness. A comprehensive discussion of this issue falls

outside the scope of this paper. However, I will illustrate the most sali-
ent points by reference o a relevantdiscussion comparing rationalities.

In the late 1970s, Dunne (1993, p. 1), and his colleagues were "formally
introduced to a new model of teaching that promised ... spectacular
improvements in the quality of our students' teaching if only they (and
we as their mentors) would use it as a blueptintin planning and con-
ductinglessons". The model was called the objectives model and opened
the road to ¢ficieny in teaching. Dunne, and good fellow teachers he
knew, felt that the objectives model ran up against their experience in
classrooms. This triggered him to examine closely representative texts
on the objectives model. This examination brought him to study a lar-
ger philosophical context and to write his book.

Later in his introduction Dunne summarizes his critical views of the
objectives model in pedagogy:

.. Nor is there any sense that ... something might be at work in
the pedagogic situation which cannot simply be made the ob-
jectof analysis but rather must be lived through — a kind of
subsoil which nourishes the fruits of explicit purposes but
which is notitself a fruit. It is as if action can be resolved into
analysis — that the problems of the first-person agent can be
solved from the perspective of the third-person analyst. As a form
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of action, then, teaching is no longer seen as embedded in pat-
ticular contexts or within cultural, linguistic, religious, or politi-
cal traditons which may be at workin all kinds of tacit and nu-
anced waysin teachers and pupils as persons. (p. 5) (Emphases
added here.)

Dunne's illustrative background uses an example from teaching, one
fom of informing people. However, this quotation to me seems, muta-
tis mutandis, applicable to other similar relations. For instance, there
are parallels here to the relations that exist between system analysts and
workers. The analysts remain third-person observers. The workers, as
first-person agents, have to make sense,in particular situations, of data
from data processing systems. To acknowledge this fundamental differ-
ence mightimprove mutual understanding and communication be-
tween the two parties. Advocates of participatory design (PD), as for
instance, Ehn (1988) based the notion of PD on this vety point.

Dunne (1993, p. 5-6) describes the logic behind the objectives model as
an instrumentalist one. Its adherents saw meansin themselves as value
neutral and hence substitutable in ptinciple by any other means. All
questions of value became located at the level of (or translated into)
ends. Value discussions, however, became attenuated by demanding
ends which had become cast into discrete, observable behavior. To
evaluate atomistic objectives requires study of their effects aggregated
over time. The adherents of the objective model did notinclude this
kind of evaluation on a higher level in the techniques they recom-
mended. Dunne admits that instrumental reason constitutes a oge. But
he does not accept it as a universal standard that should determine all
rational action:

.. the problem confronting me was to show that this standard
[of instrumental reason| constituted @ logic or @ form of ration-
ality — one which has its own biases, limitations, and (when
these limitations were not acknowledged) distortions — and
that it did not, therefore, define exclusively what is meantby
logical' or coincide with rationality as such. (pp. 7-8)

(Emphases in original. Text in square brackets added here.)

Dunne confronts his problem by a number of conversations with the
philosophers Aristotle, Newman, Collingwood, Hanna Arendt,
Gadamer, and Habemas. The supplementary form of rationality he
offers I roughly characterize as a historically, linguistically, and cultur-
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ally based rationality exhibited by people in their everyday action.
Dunne states that his critical analysis of forms of rationality applies not
only to pedagogy but to other fields too. He mentions political activity,
organizational and management practices, psychotherapy, and commu-
nity development (p. 8). All these fields involve people informing
themselves and others. The rationality of instrumental reason corre-
sponds to the view on rationality within LE traditions. (The supple-
mentary form of rationality offered by Dunne corresponds to the view
on rationality within HD traditions.)

Language use and calculi

Both in creating and in using informing systems we, as human beings,
predominandy use language. There are significant difficulties in analyz-
ing and changing habits of language use. From childhood we have be-
come socialized to communicate by talking and writing. Can there pos-
sibly exist any difficulties in this? A metaphor might help to highlight
the problems of analyzing, understanding, and changing habits of lin-
guistic communication. As Figure 3indicates we live and interactin
language like fish live and interact in water. Similarly as fish live in water
we live in languaging. (The Glossary at the end of this monograph gives
an explanation of this term borrowed from Maturana, 1988.)

Water?2?

Figure 3. Man in Languaging like fish in water?

In his conversation with Gadamer, Dunne (1993) writes about language
and language use in practical situations. Computerized parts of inform-

76



Nissen

ing systems notonly transmitlinguistic and other symbolic expressions
over space and time; they also transform some expressions into new

ones. For example, they can be programmed to follow ordinary or ma-
trix algebra. They can also be programmed to draw logical conclusions,

generally according to first order predicate logic. This, too,is a form of
calculus.

However, to petform calculation as computers do, entirely based on
syntactic form, puts severe restrictions on the language used. The phi-
losopher Wittgenstein reflected deeply over different language forms.
In Wittgenstein (1974, originally published 1921) the author devised a
language suitable for deductions by logical calculation. This becomes
clear when Wittgenstein (1974) in his statement 3.33 writes:

In logical syntax the meaning of a sign should never play aréle.
It must be possible to establish logical syntax without menton-
ing the meaning of a sign: only the description of expressions
may be presupposed.

Here the description of an expression tefers to the desctiption of its
form. By "logical syntax" Wittgenstein refers to rules of transformation
of a calculus. In his later writings, for instance, in Wittgenstein (1958,
1963), he stresses that language as used in everyday life does not re-
semble such a calculus:

.. For remember that we in general don't use language accord-
ing to strict rules — ithasn't been taughtus by means of strict
rules, either. We, in our discussions on the other hand, con-
stantly compate language with a calculus proceeding according
to strictrules.

This is a very one-sided way of looking atlanguage. In practice
we very rarely use language as such acalculus. For notonly do
we not think of the rules of usage — of definitions, etc. —
while using language, but when we are asked to give such rules,
in most cases we aren't able to do so. We are unable clearly to
circumscribe the concepts we use; notbecause we don't know
their real definition, but because there is no real 'definition' to
them. To suppose there mustbe would be like supposing that
whenever children play with aball they play a game according
to strictrules. (Wittgenstein, 1958, p. 25)
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This quotation illuminates, mutatis mutandis, why workers encounter
difficulties explaining everything they need to know in order to perform
a task. This depends on the specific circumstances in particular work
situations. Still, system analysts generally ask workers to describe their
work precisely as part of requirements engineering.

As a metaphor for language use in practical life Wittgenstein (1963)
introduces what he calls "language games". By means of these he puts
language use into the stream of everyday life situations. Here I will take
advantage of the way in which Blair (2006) explains Wittgenstein's
metaphor of language games:

The langnagegameis one of the most important components of
Wittgenstein's philosophy of language. Wittgenstein tesists, as
we might expect, giving a rigorous definition of it, but that
does notmean that it is not a rigorous notion. As usual, we
must see its figor in the examples Wittgenstein gives us. The
problem that Wittgenstein faced was how to reconcile the need
in language for a predictable structure that determines how
words in language go together, with the simultaneous need for
flexibility in usage. Further, the structure must be dynamic: it
mustbe able to account for regularities in language that extend
over time (such as holding a discussion). Structure in language
is necessary so that we can speak in predictable ways and be
understood, but flexibility is necessary, too,in order to permit
new or creative uses of language — something important when
we face new or different situations, or have to desctibe some-
thing we don'tunderstand well. These situations do not have
to be estirely new,butmerely new to the speaker. The notion of
a language-game provides both the predictable structure in lan-
guage as well the flexibility that allows us to talk about new or
unusual situations. Consider the game of baseball, for example:
there are rules, that can be codified and written down, but
within these rules there is enormous latitude for innovative

play... (p. 80)
Blair (2006) then goes on to make a list of the important aspects for

language games. He adds that this listis not meant to be regarded as
exhaustive or final. Nor is it necessary that all games exhibit all these

aspects. A brief presentation of the list follows:
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1. A predictable structure. Usually codified as a set of rules and may
be wiitten down in some sports, like baseball or football, or
may be proposed informally by casual players of a game, such
as two children playing catch. ...

2. A point or a goat This provides a focus for the intentions of the
"players", although not all games, as Wittgenstein rightly points
out, have a goal ...

3. Flexibility of performance: There is a wide latitude in terms of what
kind of performance is permitted within the boundaries of the
game's structure. ...

4. The need for training and practice: In order to "play" the game, one
needs to be taught how to play. Some of this teaching may take
the form of explanation, butmostof it takes the form of being
coached — trying to play the game and have a coach offer sug-
gestions. ...

5. Performance is not necessarily accompanied by conscious mental processes:
Many highly skilled athletes claim that they have litle con-
scious thought duting their petformance. ...

6. The ability to formulate families of games — to derive new games out of
old ones: Many games grow out of existing games and derive

their rules and intent from previous games. One needs only to
think of American baseball and its antecedent game of English
cricket. ...

7. Garmes can rely on other games for their codification. ...

8. Games are imbedded in, and influenced by the larger context of buman ac
tivities. This provides a way of instilling extraordinary complex-
ity into a game without having to codify all of the complexity ...

9. Games belp individuals build and refine their social andinterpersonal
skills, such as, the ability to follow rules reliably, the ability to
make and interpret rules, the ability to coordinate one's actions
with others, etc.

10. Games take place over time, ... (pp. 80-84)

T have incduded this lengthy excetpt from Blair (2006) for two put-
poses. It sheds lightupon Wittgenstein's conceptof language games'. It
also suggests a potentially useful similar concept of 'work-taskgames'.
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Workers have difficulties in describing their work tasks precisely to de-
signers of computer support. Moreover, they need to learn and acquire
skills in the modified work-task-game to play, once some new com-
puter support has become implemented. It falls outside the scope of
this paper to develop this suggestion further. Nevertheless Wittgenstein
offers developers some alternative ways to investigate work tasks.

Informing systems

Generalized informing systems. In the introduction I generalized the
concepts of 'informing science' and 'informing systems'. In the mean
time I have introduced Bateson's generalized conceptof mind. As one
of his criteria for minds he mentions circular (or more complex) chains
of determination. These I call "closed cause-effect chains". Bateson also
argued that to understand processes of learning it would help to look
for such chains. To learn means © know more, individually or collec-
tively. To inform oneself or othersimplies an intention to make people
more knowledgeable. By her autonomy of interpretation an orientee
has to safeguard herself against notwell supported messages and misin-
formation. Informing will be better understood if studied as compiising
circular and more complex closed chains of determination. I put this
forward as a conjecture of my own.

On this conjectute I based my way to delimit informing systems to in-
clude parts of closed cause-effect chains that are not confined to arti-
facts. In some subsystems of informing systems, however, closed
cause-effect chains are confined to artifacts, for instance, systems dedi-
cated to support artomatic control of machinery. Systems controlling
ignition in cars, or industrial robots, or executing programs of washing
machines offer examples of the latter kind of systems. (They might be
called "automatic control systems" rather than "information systems".)
Many more such systems, embedded to control functions of machinery,
will be designed over the years to come. For such systems to work re-
liably the interpretation of data has to follow formal rules based on
two-valued logic. The processes in what I have delimited as informing
systems operate at a logical level of adifferent type. Suffice it to indi-
cate that these processes must accommodate Hegelian didectics. In
other words such processes must be able to handle a thesis, its antithe-
sis, and the resolution of their appatent contradiction by an innovative
synthesis on a broader level of abstraction.
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In what follows I write about informing systems in the sense explicated.
Systems supporting automatic control of machinery should rather be
called "automatic control” or "data processing” systems. In the next
section I'will briefly sketch the history of the term "information sys-
tem" used so far. Informing systems including computers as parts will
form the main subject area for informing science. However, according
to my view, informing systems do not need to entail computers. Oth-
erwise, all comparisons with how people informed themselves and each
other before the event of digital computers would be excluded.

Describing informing systems. Next I will focus on two recurrent
sequences of processes which constitute creating and using informing
systems. As an area for academic studies information systems appeared
with the advent of computersin the middle of the 20th century. How
to define the term '"Information system" still seems open to debate.
Historically, when computers were offered to supportbusiness tasks,
vendors offered them as performing "electronic data processing”. After
a number of years vendors offered computers as capable of performing
"information processing". Lately computers have been offered as per-
forming "knowledge processing". During the last 60 years the amount
of data a computer can handle and the speed in handling them has in-
creased dramatically. This has certainly brought a great number of new
applications into the realm of digital) data processing. Has the success
of von Neumann computers warranted perceiving them as equivalent
to all kinds of human information or knowledge processing? (The ma-
jotity of computers in use today are built according to a von Neumann
architecture. For a brief explanation of a von Neumann computer, see
the Glossary at the end of this monograph.)

My answer to this question is: No! The reasons for this answer can be
briefly summarized. To petform processing acomputer needs a pro-
gram. A computer program directs a computer to operate strictly ac-
cording to the form of its input data or of some data in its data base. It
may also operate according to the form of data internally stored earlier
during operation of a program. Hnally, as a result of its operation it
presents some output data. Here Ilimit my discussion to cases in which
people have to interpret these data, i.e. in agreement with my delimita-
tion above of informing systems. Based on the outcomes or outputs
system users decide which action to take, if any. System analysts and
programmers have in designing a program assigned standard interpreta-
tions to different patterns of data. By these schematic interpretations
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they construct a schematic form of a 'language’. Such a conceptof lan-
guage' enables users of an application program to furnish inputdata
and to make sense of output data. This, however, is valid only in rela-
tion to some limited domain of application. To keep track of the events
in an inventoty of spare parts for a number of car models illustrates
one such domain of application. To keep inventory records for many
thousands of articles manually constitutes a task that demands work by
many people. No doubta computer program can support this kind of
task.

However, the expressiveness of schematized 'languages', which acom-
puter can process according to their form, is very limited compared to
that of natura languages. The reason is that contexts given in standard
intetpretations of programs are vety limited. The ways in which situ-
ational contexts offer cues to interpretation in human communication
are more complex and dynamic. A deeper analysis of the limits of
schematic languages, basic to computer programs, can be found in
Whitaker (1992, pp. 42-50). The schematisms used, moreover, exclu-
sively build on set-theoretically based categories.

These exclude all types of Lakoff's (1987) prototype categoties. This,
hopefully, indicates that output from computer processing may better
be looked upon as data in need of human interpretation before being
acted upon. Such a view helpsin assessinginformation system per-
formance with a critical attitude in light of the live situation of applica-
ton.

Lately the field of information systems has broadened to subsume also
journalism and education. Hence it seems appropriate to talk about
informing systems rather than information systems. This amplifies the
need to distinguish informing systems in the sense explicated above.
Such a shiftin terminology offers four advantages. First, it characterizes
the informing system as something people create to inform themselves
and others. Second, people have done so for thousands of years. This
opens a way for historical comparisons and a consideration of the role
that social and cultural context plays here. Third, it also allows for peo-
ple interpreting data they gather or receive before reotienting themselves.
However, the odientee's reorientation might differ from the one the
orienter intended to achieve. Fourth, changing informing systems today
will generally entail taking advantage of new affordances offered by
communication and computer technologies. The term "information
system", coined in parallel with computers, plays down the role of peo-
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ple involved in their use. IS experts, as designers, and company experts
consulted during requirements specification become the people who
count, relative to those people who will actually use the resultant com-
puter support. The term "informing systems" opens up apossibility for
studying people who use them at least as much as those involved in
their design. Moreover,in their work and life situations people should
be studied as professionals in their own work and life.

This brings me to how people become involved in the recurrent proc-
esses of use and redesign of informing systems.

Recurrent processes of informing systems use and redesign. In
Figure 4 I present, in a simplified way, some recurrent processes in in-
forming systems use and redesign. In it I distinguish two different flows
of human communication. The outet flows I have called "Face-to-face
and other communication not manipulated by computers". The inner
flows I have called: "Computer manipulated communication". The
words "outer" and "inner" T use only to refer to them in Figure 4. An
important difference exists between these two flows of communication.
The expressiveness of what can be mediated by the outer flowsis an
order of magnitude larger than what can be mediated by the inner
flows. This is particularly true when it comes to flows that are manipu-
lated by computers to reach conclusions by applying two-valued logic.
In the outer flows the often perceived gap between intellectual
thoughts and emotions can be bridged. Artists and poets are those
people who often best bridge this gap (See Bateson, 1972, pp. 448-465).

Figure 4intends to underline the fundamental non-separability of for-
mal, in the sense of based on explicit rules, and non-formal communi-
cation, guided by evolving Wittgensteinian language games. Both in
specifying rules for formal communication and in learning how to in-
terpret and actupon messages from formal systems non-formal com-
munication will always be needed.

Hence, studies of informing systems cannotentirely ignore non-formal
communication. This highlights one reason to approach the field of
informing scence as a transdisciplinary one.

Human communication I interpretin a very broad sense. Following
Watzlawick, Beavin, and Jackson (1967) I take it that people communi-
cate by all kinds of behavior. In a section on "The Impossibility of Not
Communicating” they write:
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Figure 4. Recurrent processes of informing systems
use and design

First of all, there is aproperty of behavior that could hardly be
mote basic and is, therefore, often ovetlooked: behavior has no
opposite. In other words, there is no such thing as nonbehav-
ior or, to putit even more simply: one cannot #of behave.
Now, if itis accepted that all behavior in an interactional situa-
tion has message value, i.e., is communication, it follows that
no matter how one may try, one cannot 7ot communicate. Ac-
tivity or inactivity, words or silence all have message value: they
influence others, and these others, in tum, cannot #of respond

54



Nissen

to these communications and are thus themselves communi-

cating. ... (pp. 48-49)

Moreover, according to Watzlawick, Beavin, and Jackson (1967) there
exists both a content and a relationship level of communication:

.. in the foregoing it was suggested that any communication
implies a commitment and thereby defines the relationship.
This is another way of saying that a communication not only
conveys information, but that at the same time it imposes be-
havior. Following Bateson ... these two operations have come
to be known as the "report" and the "command" aspects, re-
spectively, of any communication. ...

The report aspect of amessage conveys information and is,
therefore, synonymous in human communication with the con-
tent of the message. It may be about anything that is communi-
cable regardless of whether the particular information is true or
false, valid, invalid or undecidable. The command aspect on
the other hand, refers to what sort of a message it is to be
taken as, and, therefore, ultimately to the relationship between
the communicants. ... (pp. 51-52)

As indicated at the top of Figure 4 there exist many situations in which
people interact. This goes for work situations as well as for situations in
everyday life. In all of these, people inform themselves or become in-
formed by others by data from a number of informing systems. Data
from different sources sometimes suggest choosing (and enacting) dif-
ferentways of action. In such cases experience of the extent to which a
data source has proved reliable eadier comes into play.

Some data come from the execution of idealized, formal models on
computers. A new source of such data firsthas to eam trust by show-
ingits reliability. Formal models executed on computers have become
mote complex. This generally makes itdifficult to understand such
models and to evaluate the data they furnish. So far requirements engj-
neering has loomed large in research and education with its focus on
computerized parts of informing systems. However, idealized, formal
models never could or should cover all simations workers meet. Hence,
the workers and their managers need t understand the limits of appli-
cability of the computerized models. This goes far beyond the introduc-
tion, training, and on line help now given when introducing a new
computer application.
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Computer models only offer sensible advice for a partof the class of
situations they have been designed to cover. Moreover, the scope of
their successful application diminishes with ime. The answer to this
generally is that new, more advanced models will be developed. How-
ever, first-person actors still have to handle all situations occurring in
the mean time. Given a fair amountof autonomy and license to use it,
they can effectively handle situations outside the scope of the current
computer model. This, however, also presumes that they recognize,
within their frame of reference, the strengths and limitations of the
model.

Recall the discussion above about the limitations of the schematized
languages' intended to explain models embedded in computer pro-
grams. Recall also the rather common, but mistaken, belief that com-
puters handle information and knowledge the way people do. A com-
puter program cannot go outside of the restrictions and values embed-
ded in it. Generally computerized models evaluate situations only along
one value scale. Often this is a money scale according to prices esti-
mated as valid in some limited time period. People, however, scem ca-
pable of shifting between different mental models depending upon how
a situation develops. Admittedly, some mental models might be out-
dated and some simply wrong. The fact that people make mistakes is
often taken as a strong reason to let acomputer choose the 7ght dedi-
sion. Such aconclusion misses an important point. It is not possible to
predict the right decision for all possible sitnations including how to
evaluate them and the outcome of a decision. Moreover, the mote
types of situations a program has to handle the more complex itbe-
comes.

A majortity of casesa computer may decide automatically based on a set
of rules and values specified in advance. These, the workers responsible
for handling the cases can devote a small amount of their time and ef-
fort to monitor. A minority of cases, selected according t criteria given
by the workers, could be brought to the workers' attention and handled
by them. These criteria of selection the workers should be enabled to
adjust. In a sense these cases could be called exceptional cases. How to
handle them is part of the policy of the enterprise. Hence both the
workers and their managers can be involved in handling them. More-
over, they are particularly sensitive to the situation in which they occur.
Interactive programs have been technically feasible for quite some time.
Program designers might now relax the traditional ideaof trying to ap-

56



Nissen

proach 100 % automation of cases turning up during requirements en-
gineeting. Instead they could focus on a flexible interaction between
simple, understandable programs and the workers using them t© handle
their tasks.

The model or setof models a program implements and its variety re-
mains until the program is redesigned. The variety of concrete situa-
tions to be handled according to what the computer model suggests
increases with time. The additional vatriety in actions to handle them
adequately has to be generated by human actors. They may learn this
the hard way by trial and error. If these actors understood the models
embedded in programs and their limitations they would be able to de-
cide mote confidently when and how to use their full action repertoire.
At least that is a conjecture of mine. To achieve this, the models em-
bedded in the programs should be made visible (with respect to pres-
ence and coverage) and transparent (with respect to structure and im-
plications).

To this end it has to be made dlear which action alternatives amodel
generates and how it evaluates them. Moreover, it has to be stressed
that an embedded model cannot generate other types of action al-
ternatives or evaluate them in other ways. In order to bring this
home itwill help to lookupon what computers do as data processing.
As mentioned earlier, data processing differs from information or
knowledge processing, whatever these terms might refer to. Computer
program embedded models have to be made transparentby explaining
them in the language of their users. Such explanations offer what I will
call model transparency.

At least for some computer programs producing and making such ex-
planations assessable should be part of program design. Many programs
in which data output guides human action belong to this category. To
produce these explanations during program design 1 will call mwodel trans-
parency engineering. Today use cases, in some form, are collected during
requirements engineering. These form a basis upon which models are
constructed. They become embedded in programs in the form of mod-
els. The majority of those who will be supported by a computer pro-
gram do not know anything about these use cases. To present them and
the fact that the computer will treat all cases as one of these types
is part of model transparency engineering. How to do this and what
more may be needed lies outside the scope of this paper.
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Some aspects of the model transparency problem I have found dis-
cussed in Dinka (2006, chapters 7 and 8). Dinka studied a 3D visualiza-
tion tool offered in a program intended to support Gamma knife brain
surgery. He found that the professionals planning the surgery did not
use the 3D visualization. They relied instead on sets of 2D magnetic
resonance images. Briefly,it was found that the designers had built a
3D functionality which was notimportant to the professional users.
The functionality did not fit the professional experience of neurosur-
geons and physicists involved in the planning. Above, a distinction
made by Dunne (1993) between first-person and third-person perspec-
tives was mentioned. Dinka's study illustrates the tisks of designing
from a designer's perspective and not from that of a professional user.
There also mightexistlessons to be leamed from simulation programs
for training pilots, surgeons, and business managers.

So far I have only mentioned that people interact with computers as
one way of informing themselves or others. However, they also furnish
alot of data that gets processed by computers. If no computer applica-
tion returns support valuable to these people the situation entails a tisk
of low data quality.

Figure 4 also indicates how societies, cultures and un-computerized
parts of informing systems reproduce or change. Within societies and
cultures there exist anumber of sub-communities. To simplify Figure 4
IThave not explicilly indicated this. These processes differ from the
large partof interactions in everyday life. Most everyday interactions
people perform to achieve some kind of intended goals, or at least
something we can interpret as a goal. By the very way in which they do
this they mostly reproduce existing societies, cultures, and informing
systems. Most people will rarely — if ever - notice effects of their day-
to-day interactions in stabilizing or preserving the stamus guo. In stabiliz-
ing societies, cultures, etc. both non-computer manipulated and com-
puter manipulated communication play a role. In the course of chang-
ing societies, cultures, etc. face-to-face and other informal forms of
communication play the by far dominantrole. Among these informal
ways of communication I incdude use of cell phones, bulletin board
systems, and blogs. As I see it, these do notrepresentidealized, formal
models executed on acomputer.

To summarize, Figure 4illustrates the following points. Many inform-
ing systems today involve some computer supported data processing.
However, a responsible human actor using such a system always needs
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access to other channels of communication too. Two suggestions can
emerge. (1) Be selective in choosing which use cases, turning up during
requirements engineering, to implementin a particular application pro-
gram. Resist the professional temptation to cover all. Unforeseen cases
may always be expected to tum up soon. (2) Two computerized models
implementing different value criteriamight inform a human actor bet-
ter than one. This means studies of use could profit from focusing on
more than computerized parts of informing systems alone. Studies of
what workers or other people using computer applications actually do
will reveal such additional aspects of the use context. Researchers from
disciplines other than information and computer science will probably
help us understand this more easily. The figure also indicated the need
to focus on a new area to support effective use: wode/ transparency eng-
neering.

Conclusions

Informing science studies need to draw on traditions of inquiry from
several meta-scientific schools. In reporting studies and findings au-
thors should always make explicitwhose intetests have guided the in-
quiry. Moreover, they also should make known to what extent the in-
terests of other stakeholders involved have been used as restrictions.
Methods of investigation should be used in ways which support the
research guiding interest. If used according to a specifiable research
guiding interest, it does not matter within which tradition they were
firstdeveloped.

Researchers and practitioners in informing science have very different
backgrounds, training, and experience. This creates a problem of com-
munication in collaboration with colleagues from other disciplines. Fa-
miliarity with metascience could help in this communication by furnish-
ing all participants a kind of meta-language in which to discuss across
disdplinary borders.

The generic metaphor of a double helix can be used t© highlight impor-
tant distinctions. In this paper it has illustrated the distinction between
describing and reflecting and living in a complex here and now. A few
more distinctions, which could be highlighted by a double helix meta-
phor, have been indicated.

Both informal and formal channels of communication are needed for
people to inform themselves and others. These should be perceived as
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supplementing each other. By most everyday communication people
reproduce the societies and cultures in which they live, generally with-
out being aware of this. In stabilizing societies, cultures, etc. both non-
computer manipulated and computer manipulated communication play
a role, whereas face-to-face and other informal forms of communica-
tion play the dominantrole in changing societies, cultures, etc.

Finally, discussions of how to improve computerized parts of inform-
ing systems have to date focused on how to improve requirements en-
gineering. The use of these parts of informing systemsin the future
could more effectively support clientele by developing and implement-
ing methods for model transparency engineering.
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