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Foreword

With this Festschrift we wish to honour Professor Peter Ingwersen on his retire-
ment from the Royal School of Library and Information (RSLIS) and concomi-
tant appointment as the first Professor Emeritus at the Royal School.

Why we wish to honour Peter

As the list of contributors and congratulators demonstrate, Peter Ingwersen’s in-
fluences are manifold and widespread. He has been an active teacher and research-
er at RSLIS since 1973, and for nearly four decades Peter’s teaching abilities have
been appreciated by numerous students on all levels — among them the editors of
this volume. In fact Peter Ingwersen was one of the driving forces behind the es-
tablishment of a master’s degree in Library and Information Science in Denmark,
as well as a later PhD program. Peter Ingwersen has been a supervisor for several
PhD students in Denmark as well abroad. He has been an appreciated opponent
on numerous international PhD defences in information science, information re-
trieval and informetrics. And Professor Peter Ingwersen has also been a driving
force in establishing the South African information science community.

Peter is well known for his mentoring and especially social skills. Master stu-
dents, PhD students and colleagues, literally all over the world, has benefited from
Peter’s intellectual depth, always constructive comments, and not least wit. He has
an ability to fascinate and above all /nspire especially young researchers, always ask-
ing about their interests, giving comments and suggestions — thus learning about
the newest and brightest ideas. Many friendships have been initiated through Pe-
ter’s insistent networking abilities; he brings people together. Indeed collaboration
has been trademark for Peter Ingwersen. He has been a visiting professor at sev-
eral international research institutions. He has organized, or participated in, nu-
merous international conferences and PhD courses, as well as being an active host
for guest scholars and students at the RSLIS. As a testimony to his collaboration,
almost 60% of the 183 publications in his bibliography are co-authored.
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His contribution

Professor Peter Ingwersen is an interesting case when it comes to his research pro-
file; a recurring topics in several contributions in this Festschrift. He has been active
in the three main research areas of information science: “information behaviout”,
“information retrieval” and “informetrics”. More specifically, Professor Peter Ingw-
ersen has contributed to the integration of information retrieval and information
seeking research by advocating “Interactive information retrieval”’. Peter Ingwersen’s
theoretical stance is the cognitive view point, which he has a primer promoter of
since the early 1980s. Notably the later focus on “information interaction” and the
principle of “polyrepresentation” culminating in the co-authored book “The Turn,
contextualizes and gives a holistic framework for interactive information retrieval.
This unifying research is recognized in both the IR and IS communities.

Interestingly, Professor Peter Ingwersen’s research profile goes beyond “inter-
active information retrieval”. In the spirit of his holistic thinking, Peter Ingwersen
also has a research profile within “informetrics”, again trying to bring bond this
field with for example information retrieval. Peter’s research main areas have been
webometrics and scientometrics. He actually coined the term webometrics and
invented its first indicator, the Web Impact Factor. Together with colleagues, Peter
Ingwersen has worked persistently on developing science and technology indica-
tors, perhaps most notably the “diachronic impact factor”.

Peter Ingwersen is one of the most cited researchers in library and information
science. In the current bibliometric maps of information science, Peter Ingwers-
en’s position is often at the centre of the map or network, where the three major
subfields “Information behaviour”, “IR” and “informetrics” are placed around
him. His position in the maps indicates that he is active and cited in all three sub-
fields — testimony to his versatility, influence and integrative approach.

The Festschrift

Despite an impossibly short deadline the Festschrift contains more than 30 pa-
pers by 50 authors. This bears witness to the dedications that Peter invokes in the
people that know him. The contributions fall into three main themes: Information
Retrieval, Informetrics and Information Science. And there are broadly speaking
three types of contributions: regular scientific papers that report on the current
interests and future visions of the contributors, celebratory papers with congratu-
latory anecdotes about Peter, and finally those that have a bit of both. The topics
span very widely, from reflections on the nature of commmuting between Malmi and Copen-
hagen, the historic dimension in museum contexts over search procedures and chemoinformatics,
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blogometrics and web impact factors to a highly conceptual model of polyrepresentation
based on formalisms from quantum mechanics. The Festschrift concludes with a bibliog-
raphy of Peter’s impressing academic production — more 180 publications on all
levels and of all types. One may note that 2010 looks like a strong year with several
published papers and many accepted for publication already.

Dear Peter!

With this Festschrift, we wish to honour you on the retirement as Full Professor,
and to show our appreciation for you as a colleague, friend, mentor and teacher.
We find it apt that you will become the first Professor Emeritus at the Royal
School, and hope to draw on your wisdom and experience for many years to come.
We are many academics all over the world that owe you a lot. We hope that you will
enjoy this volume — there is plenty of Nagagga in itl

All the best wishes for your retirement, and your new role as Professor Emeritus!

Copenhagen, Aalborg and Lund, June 25, 2010

BIRGER LARSEN

Royal School of Library and Information Science,
Birketinget 6, DK-2300 Copenhagen S (Denmark)
Email: blar[at]iva.dk

JESPER WIBORG SCHNEIDER
Royal School of Library and Information Science,
Fredrik Bajers Vej 7K, DK- 9220 Aalborg @ (Denmark)

Email: jws|at]iva.dk

FREDRIK ASTROM
Lund University Libraries,
Head Office, P.O. Box 134, SE-22100 Lund (Sweden)

Email: fredrik.astrom[at]lub.lu.se
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On the Eualuation of
Interactive Information Retrieval Systems

Nicholas J. Belkin

Rutgers University, New Brunswick, USA

Abstract. This paper briefly discusses the history of the standard informa-
tion retrieval evaluation criteria, measures and methods, and why they are un-
suitable for the evaluation of interactive information retrieval. A new frame-
work for evaluation of interactive information retrieval is proposed, based on

the criterion of usefulness.

Keywords: Interactive information retrieval, information retrieval evaluation.

1 Introduction

Itis both a great honor, and a great pleasure for me to contribute to this celebration
of the career of my long-time friend and colleague, Peter Ingwersen. Furthermore,
it turns out to be, at least in one respect, a relatively easy task, in that Peter has made
significant contributions in so many areas of information science, that finding a
topic both relevant to his interests, and to my current research concerns, is not a
great problem. Of more moment, of course, is to achieve his level of insight.

Among Peter’s continuing concerns has been the evaluation of interactive in-
formation retrieval systems (e.g. [1] [2]), and it is this particular issue that I wish to
address in this paper. For well on 20 years now (see, e.g. [3]), it has been quite clear
that the standard Cranfield/TREC model of information retrieval (IR) system
evaluation is very badly suited to the evaluation of interactive IR systems. Since
IR is an inherently interactive activity, from a theoretical point of view (e.g, [4]),
and has been from a practical point of view since the 1970s, it is a severe problem
that almost all criteria, measures and methods used in formal IR system evaluation
continue to be those which have been designed to test non-interactive IR,

In this paper, I discuss just why the standard IR evaluation criteria, measures
and methods are not suited, in the general case, to the evaluation of interac-
tive IR (IIR), suggest that the criterion of relevance, long held to be the central
concept of IR, if not of information science itself (cf. [5]), is inappropriate
(again, in the general case), and propose that considering the wsefulness of an

13



IIR episode, and of its components, with respect to its contribution to the ac-
complishment of the task that led to the episode, can lead to both realistic and
informative evaluation of IIR systems.

2 Why have IR systems been evaluated as they have been?

There is a history to the evaluation of IR systems, and I believe that it is rooted in
the practices of documentation, and especially of science librarianship. Bradford’s
discovery of bibliographic regularities arose through his analysis of the work that
he did as a science librarian [6]. That work was the compilation of subject bibli-
ographies, primarily on request of a scientist or a group of scientists. The goal of
such bibliographies was to identify all of the documents pertaining to the subject,
and to not include in the bibliography any documents which did not pertain to the
subject. It is not difficult to see how Cyril Cleverdon, himself a science librarian
(and others, of course), could accept these as goals for an IR system, understand-
ing the phrase “pertaining to the subject” as meaning (eventually) “relevant to the
inquirer’s query”’, making relevance of a document the basic criterion of evalua-
tion, and therefore leading to the measures of recall and precision, emulating the
“all and only” of the subject bibliography.

The very first evaluations of IR systems, as at Cranfield [7] and Western Re-
serve [8], and their critics (e.g. Swanson, [9]), clearly recognized that there were
some inherent problems with this general analogy, and with the concept of rel-
evance, mostly having to do with the inherent subjectivity of relevance judgments.
The response to these problems by the IR research community was to attempt to
remove the person from the equation, thereby eliminating subjectivity. Both Clev-
erdon and his regular adversary, Jason Farradane [10] accepted that this was the
only manner in which “scientific” evaluation of IR systems could be conducted.

Salton’s SMART project recognized another difficulty with the standard model;
that is, that a person’s initial expression of an “information need” in some query was
quite unlikely to be the best possible such expression. In Rocchio’s [11] interpreta-
tion of this fact, the problem was seen as finding the “ideal” query, and the answer
was for the IR system to interpret the searcher’s evaluations of document relevance
(or not) as evidence for query modification. Thus, there was implied in this for-
mulation some idea of the searcher znteracting with the IR system, but in a strangely
passive mode. More substantive interaction, involving the searcher as an active par-
ticipant, and also one whose information need, as represented by a query, might
change through the course of an interaction, was explicitly not considered. Thus,
the evaluation model, even in this partially interactive mode, remained the evalu-
ation of the results of one specific query, with the same “all and only” measures.
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3 Why shouldn’t IR systems be evaluated as they have been?

The reasons which lead people to engage in information seeking, and therefore in
interaction with information retrieval systems, seem only rarely to be equivalent to
the goal of the subject bibliography (cf. [12] [13] [14] [15]). Indeed, a more apt ex-
ample from the same era as Bradford’s, might rather be the exploration of a library
in order to discover relationships among ideas which one had not thought of be-
fore, such as interacting in the library of the Warburg Institute [16]; another might
be to learn about a new domain of interest, through exploration of its canonical
texts; yet another might be the desire to find one document which answers a specific
question; a fourth could well be to obtain advice about possible courses of action in
a given situation. It would be simple to continue this list for quite some time, if not
quite endlessly. An alternative is to consider the possible circumstances underlying
the problematic situation, as initially described in Schutz & Luckmann [17]), and applied
in various ways to the contexts of information science and IR by, e.g., Belkin, Seeger
& Wersig [18] Wersig [19]. Schutz & Luckmann quite plainly outline at least the
knowledge-oriented reasons that might lead people to engage in information seek-
ing; none of them, however, seems to lead to that which underlies the standard IR
evaluation methods and measures. Even their quite extended and explicit discussion
of relevance is of a concept quite different from that normally used in IR. Indeed,
when considering the range of reasons that might lead people to engage with IR
systems, we find that the situations in which finding all of the documents relevant
to a query (or its underlying information “need”) constitute a rather small minority,
which suggests that a more general evaluation model, encompassing the range of
reasons or goals of information seeking might be more appropriate.

It is also the case that many, if not most information seeking interactions take
place not as isolated, single queries, but rather as information seeking episodes,
during which various activities, including, but definitely not limited to the pos-
ing of different queries, take place (cf. Belkin, 1996 [20]: Fuhr, 2009 [21]). It thus
makes sense to consider an evaluation paradigm which undertakes the evaluation
of the search episode as a whole. But the relevance criterion and the “all and only”
measures are suited (indeed designed) to evaluate the success of a single query, and
it seems at the very least exceedingly difficult to adapt them to the evaluation of
an entire search episode. The struggles, and eventual failure of the TREC Interac-
tive Track Dumais and Belkin 2005 [22] in its attempt to evaluate IIR within the
strictures of the standard evaluation paradigm give testimony to aspects of this
problem. Jirvelin, et al., 2008 [23] is an example, perhaps the only extant example,
of an attempt at directly using relevance as the criterion for evaluation of an entire
search episode, albeit with a quite different measure than recall or precision. The
difficulties that they faced, and the problems that arose in the test of their measure
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and methods, illustrate the extreme difficulty of using relevance for this purpose.
More often, when considering the evaluation of IIR, relevance and its companion
measures have just been discarded, or, as in the TREC Interactive Track, supple-
mented by a variety of alternative measures. Su [24] suggested a measure which
could, in principle, be applied to the entire search episode, “value of search results
as a whole’, which in fact does away completely with ideas of recall and pre-
cision, and perhaps even relevance, at least as commonly understood. Similarly,
“satisfaction”, measured according to multiple criteria, including satisfaction with
the search episode (often operationalized as the interaction with a library and a
librarian) has long been suggested (and used) as a more holistic criterion than just
relevance for evaluation of 1IR (e.g. Tagliacozzo [25]).

Furthermore, the nature of IIR is such that the information seeket’s state of
knowledge is quite likely to change during the course of the information seeking
episode [14], leading to new ideas of what might be useful, as could even the per-
son’s understanding of the problem or task that led to information seeking [18].
As Bates [12] and Oddy [20] have proposed, just seeing some new text during the
course of information seeking could lead to quite new ideas about what other
texts it would be nice to encounter. But the only kind of interaction that the nor-
mal IR evaluation paradigm readily allows, relevance feedback leading to an ideal
query, takes no account of these sorts of changes.

Thus, the standard IR evaluation paradigm fails to respond to the fundamental
nature of 1IR, in terms of the kinds of goals for information seeking that it pre-
supposes, in terms of its inability to evaluate entire information seeking episodes,
and in terms of its inability to account for the changes in the searcher that are
inherent in interactive information seeking.

4 Usefulness as the criterion for evaluation of interactive information retrieval

Assume that the ultimate goal of IR is to support people in the resolution of their
problematic situations [18] [20]. An operationalization of this goal that has been
accepted by the IR community is the provision of texts relevant to a query. But
quite different operationalizations can be, and have been imagined. Cooper [27], for
instance, suggested that the ##/ity of a search result is a more realistic criterion. My
colleagues and I at Rutgers have questioned relevance as an appropriate criterion for
evaluation of IIR, and suggested elsewhere that #sefulness could be a much more re-
alistic criterion [28] [29] [30]. Here, I draw on that work, sketching an outline of the
argument in favor of usefulness, with some discussion of how it could be applied.
We begin by considering the issue of how to evaluate an IIR system in terms
of the goal that we have assumed. The question that immediately arises is: how to
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relate what the system does (or doesn’t do) to the resolution of the problematic
situation. The issue here is how to know to what extent the problematic situation
has been resolved; already in 1974, John Martyn [31] pointed out that our concern
should be with the use of the information gained through interaction with the
information system, yet we still lack methods, or a sound framework for directly
understanding this relationship. One possibility for addressing this problem is to
specify, quite concretely, the Zas& which the searcher intends to accomplish, and
then to measure to what extent, or how well that task has actually been accom-
plished, after the information retrieval interaction. To some extent, the method
proposed by Borlund and Ingwersen [1] attempts to address this issue. The major
difficulty remains the ability to establish a direct connection between what the
system did, and what effect that had on the task outcome. Jean Tague’s [32] pro-
posal of a measure of znformativeness was an early step in this direction, which has
unfortunately not been followed up in subsequent research.

Our proposal for addressing this problem is to consider the wsefulness of the IR
interaction with respect to the motivating task at three distinct levels:

1. The usefulness of the entire interaction with respect to the motivating task;

2. The usefulness of each step in the information seeking episode with respect

to accomplishing the goal of the interaction, and with respect to its contribu-
tion to accomplishment of the motivating task;

3. The usefulness of system support with respect to the goal of each individual

step in the interaction.
Our contention is that, by decomposing the tasks/goals of an information seeking
episode in this way, it will be possible to relate system support behaviors associated
with each individual step during the course of the information seeking episode with
the extent to which the motivating task has been resolved, combining both summa-
tive (motivating task) and analytic (individual step goals) evaluation methods.

The method, in the abstract, is as follows. First, the motivating task is elicited
(in the case of participants searching for their own purposes) or controlled (as
proposed in [1]), as are criteria and measures for evaluating the extent to which the
task will be or has been accomplished, respectively. The goal of the information
seeking episode itself is treated in the same manner. Then, the searcher engages
in the IIR system, and the task (in the case of controlled searching) completed.
All activities during the information seeking episode are logged/recorded.! At this
point, task accomplishment is evaluated, and searcher evaluation of the usefulness
of the information seeking interaction with respect to task accomplishment is elic-

1 In the case of uncontrolled searching, at the end of the search, both motivating task and infor-
mation seeking goal are again elicited, in order to confirm that they did not change; if they did
change, we engage in the elicitation and measurement activity with respect to these, and consider
when and why the changed in subsequent elicitation.
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ited, as is the goal of the information seeking episode itself. Then, each step in the
information seeking episode is examined, sequentially, eliciting from the searcher
the goal of each step, in and of itself, and with respect to the accomplishment of
the episode’s information seeking goal, and the extent to which the goal of the
specific step was achieved, and the usefulness of that step toward the accomplish-
ment of the information seeking goal.

This procedure allows not only the establishment of the relationship of each
support technique (associated with the individual steps) with the outcome of the
searching process, and task accomplishment, but also can evaluate the sequenc-
ing of the steps, as a process leading to information seeking goal and task ac-
complishment. We have not considered in this description a number of factors
that would need to be controlled or taken account of, in order to interpret the
data appropriately. These would include, infer alia, characteristics of the searcher
such as searching, topic and domain knowledge, cognitive abilities, and other
individual differences. But we already have examples of how this could be done
in a variety of IIR experiments.

Clearly, the method as outlined above is likely to be too cumbersome to be
enacted in whole in a realistic (i.e. relatively large) evaluation exercise. But, one
can imagine how various aspects of the evaluation could be accomplished without
the great involvement of the searcher that is described. For instance, using the
method of [1], suitably enhanced, can eliminate searcher involvement in the first
step. Examining the search log to see what uses have been made of each step in
subsequent steps could substantially reduce searcher involvement in evaluation of
usefulness of each step toward the information seeking goal. Inferring individual
step goals from the specific behaviors within each step, and applying appropriate
evaluation measures, could again reduce searcher involvement. And, examining
the sequence of steps for “aberrant” sequences (e.g repetitions, backtracking)
could inform the identification of an “ideal” sequence, and an evaluation of the
system’s support for helping the searcher to engage in that sequence. Of course,
being able to do these sorts of abstractions will require substantial preliminary re-
search using the full, searcher intensive method, but this should not deter us from
moving toward the goal of truly good evaluation of IIR.

In summary, the criterion of usefulness, properly construed, can not only
incorporate previous criteria, such as relevance, as special cases appropriate for
evaluating specific steps within an information seeking episode, but also offers
the opportunity to evaluate the effectiveness of an IIR system in such a way as
to relate the support characteristics of that system to the success of the informa-
tion seeking episode as a whole, in supporting the resolution of the searcher’s
problematic situation, and the accomplishment of the task that led the searcher to
engage in information seeking behavior.
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The Cognitive Viewpoint:
The Essence of Information Retrieval Interaction

Pia Borlund

Royal School of Library and Information Science, Aalborg, Denmark

Foreword: A tribute to Professor Peter Ingwersen from a former student of his

This paper is in honour of Professor Peter Ingwersen on the occasion of his
retirement from the Royal School of Library and Information Science, Denmark.

Personally, I have known Professor Ingwersen since 1993. Meeting him the first
time was breath-taking, as he is in many ways an atypical Danish personage. Atypi-
cal in the sense of being flamboyant, charismatic, colourful, and proudly (as well
as loudly) confident of himself — this said in the most positive sense. In addition,
he presents himself with an undeniable enthusiasm (close to love) for Informa-
tion Science in general, and information retrieval (IR) interaction in particular.
This enthusiasm and dedication of his was (is) contagious, and is the very reason
why I ended up with an academic career in Information Science. A career which
he has strongly supported and helped along by his attention, advices, his generous
sharing of his world-wide network of colleagues, and by forming a stimulating
research environment with room for exciting, inspiring, and thought-provocative
discussions. For all this I am most grateful to Peter!

However, Professor Ingwersen is not only a benefactor and of importance to
me, but also to the field of Information Science and the IR community, in that
he is the leading proponent of the cognitive viewpoint, and tirelessly carries on in the
further development and promotion of this viewpoint.

The present paper builds upon a chapter on the introduction to the cognitive view-
point from my doctoral thesis [11] of which Professor Ingwersen was my supervisor.

1. Introduction

The cognitive viewpoint is user-centred and acknowledges the user’s personal per-
ception of the information need, the consequently subjective relevance assess-
ments of information in response to that information need, and the context that
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surrounds the user, creates the given situation, and shapes the information need.
As such the cognitive viewpoint is concerned with the concept of the informa-
tion need and its formation process as perceived and acted upon by the user — at
a more abstract level referred to as the changes or transformations of knowledge
structures of the recipient by the act of communication and the processes of
perception, evaluation, interpretation, and learning [25]. In essence, the viewpoint
is about the user’s desire for information, and hence is a platform for authentic in-
formation studies of users’ retrieval, search and seeking interactions in the process
of achieving this goal of desired information.

The objective of the paper is to introduce the cognitive viewpoint within the
field of Information Science, and the research area of IR, by outlining the main
characteristics of the viewpoint. Hence it is not an ambition of the paper to pro-
vide an exhaustive literature review of the cognitive viewpoint. The presentation
of the viewpoint and its impact on Information Science and IR is based on the
selective, though representative works of the four predominant scholars: B.C.
Brookes, N.J. Belkin, M. De Mey, and P. Ingwersen.

1.1 The cognitive viewpoint: a contribution to the field of Information Science

The history of Information Science is characterised by its concern with itself as
a discipline and its scope of study. Over the years this has resulted in various pro-
posals of what Information Science should study, and how that should be done.
One of the proposed epistemological approaches to Information Science is the
cognitive viewpoint [e.g., 3-6; 12-17; 22; 23; 25; 27; 28]. Within the research area of
IR the viewpoint was introduced as an alternative to the mainstream system and
document-driven IR research tradition [19].

It is impossible to name anyone specifically as the originator of the cognitive
viewpoint in Information Science. Belkin [7, p. 11] points out that a number of
publications started to appear from the mid-1970s that explicitly called for, or
proposed, a cognitive view of Information Science [2; 12-14; 18]. Although they
did not have precisely the same definition of what such a view is, or what it entails,
there was consensus of the meaning common to them all. Later Wilson summa-
ries the cognitive viewpoint as “...the idea of human perception, cognition, and
structures of knowledge” [34, p. 197].

Over the years some of the contributors have achieved the recognition of be-
ing personalised with the cognitive viewpoint, e.g., Brookes, Belkin, De Mey, and
Ingwersen. Brookes is one of the earliest proponents of the view, and of great in-
spiration to many others who also advocate for this view. Brookes’ contribution, in
this context, is his ‘fundamental equation of information science’ which embodies
the explicit form this view takes for him [12-15]. Belkin is personally inspired by

24



Brookes [7]. Belkin has received great acknowledgment for his proposal of the
ASK hypothesis which is to be seen as the result of his definition of the rela-
tionships and phenomena with which Information Science should be concerned
[2-3; 8; 9]. De Mey is primarily associated with the epistemological aspects of the
viewpoint [16]. He is often ascribed as the originator of the viewpoint. Ingwersen
has in several cases demonstrated the applicability of the cognitive viewpoint to
Information Science cither in his own work or by reference to the work of fellow
researchers. As such, Ingwersen in recent time is seen as the leading and most ac-
tive proponent of the cognitive viewpoint to Information Science. The following
four sub-sections present the four scholars’ basic ideas of the cognitive viewpoint.

1.2 Brookes: The fundamental equation of Information Science

Brookes” contribution to the theoretical development and identification of the
scope of the field of Information Science is his proposal of the fundamental equa-
tion of Information Science. The fundamental equation is a model equation, which
expresses how knowledge structures are affected and become modified as the
consequence of the intervention of externally added information. From Brookes’
point of view the fundamental equation is a tool to the field of Information Sci-
ence to help in uncovering and understanding the scope of the field. Brookes
proposes and discusses in detail his fundamental equation in a series of articles
[12-15]. The final form of the equation is published in 1980 [15, p. 131], and is
expressed as follows:

K[S] + AI=K[S + AS]

The equation “...states in its very general way that the knowledge structure K [S]
is changed to the new modified structure K [ + AS] by the information Al the AS
indicating the effect of the modification” [15, p. 131]. Brookes comments that the
equation implies that information is #hat which modifies what is denoted by K [§],
which is a knowledge structure; that knowledge and information have the same
dimensions; and that information is, as is the knowledge discussed, structured
[14; 15]. As pointed out by Belkin [7] this implication demonstrates the power
of the cognitive viewpoint with its emphasis on knowledge structures and their
interactions with one anther. However, Brookes at the same time as formulat-
ing the equation also explicitly says that the fundamental equation does not solve
problems for Information Science, but rather poses them. He says “...the inter-
pretation of the fundamental equation is the basic research task of Information
Science...” [13, p. 117]. In his own work he attempts to do this. Brookes reaches
his aim with the fundamental equation as the equation has over the years have led
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to various discussions and proposals of clarifications of the scope of the field.
Even improvements and adjustments of the equation can be included, such as the
suggestions by Ingwersen [23; 25].

Another cognitively based contribution to the field of Information Science as
a discipline and to its scope of study is proposed by Belkin.

1.3 Belkin: The relationships and concepts of Information Science — ASK

Belkin contributes to the identification of the scope of the field of Information
Science by outlining the problem of Information Science as well as its implica-
tions. Belkin takes the fundamental problem of Information Science to be the
“...effective transfer of desired information from human generator to human
user...” [2, p. 197; 3, p. 187]. According to Belkin [3, p. 187] the problem implies
at least the following set of concerns for Information Science:

1. the relationship between information and the generator of that information;
2. the concept of desired information;

3. the relationship between information and user; and

4. the concepts of effectiveness of information and of information transfer.

In 1978 Belkin [4, p. 58] adds a fifth set of concern, which is:
5. the information in human, cognitive communication systems.

Like Brookes, Belkin is occupied with the processing of information, though ex-
pressing it more specifically than Brookes by restricting his study to the transfer
and processing ““...from human generator to human user...” [3, p. 187]. Belkin op-
erates with the concept of ‘knowledge state” which briefly explained refers to the
user’s mental model (a wotld model or image) of him/herself and his/her world
of conceptual knowledge and prejudices. In this connection Belkin introduces the
concept of an ‘anomalous state of knowledge’, shortened to the acronym ASK,
and commonly known as the ASK hypothesis [5; 8]. He explains how the ASK
concept is a synthesis of previous works by, e.g., Taylor [32] and Wersig [33]. Bel-
kin [5, pp. 136-137] describes how an ASK shares characteristics of the ‘problem-
atic situation’ suggested by Wersig [33], and the need development level one and
two outlined by Taylor [32]. An ‘anomalous state of knowledge’ is a conceptual
state, which the user realises is deficient and wishes to correct. For example, the
user’s recognition of an insufficient knowledge model, which results in a need for
information in order to reduce uncertainty or solving a problem. A change in the
user’s state of knowledge due to the impact of new information is identical to the
change of knowledge structure of Brookes.
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It is due to the ASK concept that the cognitive viewpoint achieves a break-
through in IR, and the cognitive revolution becomes a reality [30]. The result of
the ASK idea is that the uset’s information need is seen as a reflection of an anoma-
lous state of knowledge. This is a change of the scientific perception of the in-
formation need from a static concept (as viewed and applied in the system-driven
approach to IR) to a user-individual and potentially dynamic concept (as employed
by the cognitive user-oriented approach to IR).

The work by Belkin has had a great impact on past and present research. In addi-
tion to the ASK hypothesis, Belkin contributes to the understanding of the concept
of information which, like Brookes, he views as a communicated and transformed
knowledge state in the form of a structure |2, p. 198; 4, p. 80]. In parallel to Belkin’s
proposals of the relationships and phenomena to study in Information Science, De
Mey successfully frames the philosophical foundation and rationale of the cognitive
viewpoint which the ideas and works by Belkin (and Brookes) are based on.

1.4 De Mey: The cognitive paradigm’

According to De Mey [16, p. XVI] a strong movement, establishing itself as a
cognitive science, is seen within a diversity of fields (e.g, psychology, artificial
intelligence (Al), sociology, and anthropology). De Mey suggests that attention
is brought to this approach as it might be of use also to the field of Information
Science. To De Mey the central point of the cognitive view is .. .that any processing
of information, whether perceptual or symbolic, is mediated by a system of categories
or concepts which, for the information-processing device, are a #zode/ of his world’
[16, pp. XVI-XVII]. In order for De Mey to understand as well as to illustrate the
power and impact of the cognitive viewpoint, he adopts the view to Al (more
specifically to ‘visual perception and language understanding). This leads to the
extension of a classification by Michie [29] on the stages through which the think-
ing on information processing has developed. The four stages are:

“1. A monadic stage] during which information units are handled separately and
independently of each other as if they were simple self-contained entities.
2. A structural stage] where the information is seen as a more complex entity con-
sisting of several information units arranged in some specific way.
3. [A contextual stage] where in addition to an analysis of the structural organiza-
tion of the information-bearing unit, there is required information on context
to disambiguate the meaning of the message.

1 De Mey refers to the approach of the cognitive viewpoint as a paradigm; however the meaning
of the word is not to be understood as strictly as in the Kuhnean sense of the paradigm concept.
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4. A cognitive or epistemic stage] in which information is seen as a supplementary
or complementary to a conceptual system that represents the information-
processing system’s knowledge of its world” [17, p. 49].

The stages are to be seen as evolutionary stages, as each new stage draws upon
the features of the foregoing one. De Mey [17, pp. 49-51] explains the implica-
tions of the stages: stage 1) implies template matching; stage 2) feature analysis;
stage 3) contextual analysis; and stage 4) analysis by synthesis. Gradually, the de-
velopment goes from sign and object in the message toward world knowledge of
the information-processing system. De Mey [17, p. 54] puts it as follows: “From
clearly delineated units handled in isolation toward handling information process-
ing in terms of world models”. This corresponds to how the cognitive viewpoint
is to be seen as an alternative to the traditional system-driven view of information
handling and processing. Generally speaking, the fourth and final stage illustrates
the level on which most human information processing takes place [25, p. 23] in-
cluding the processes of the information need formation and development. This
is perfectly in line with the works and ideas of Brookes and Belkin, and is also to
be seen as the reason why the cognitive approach to Information Science has be-
come so useful to the increasing community of user-centred IR research.

1.5 Ingwersen: The cognitive view as a holistic view

At the time of De Mey’s work on the epistemological aspects of the cognitive
viewpoint, and Brookes and Belkin’s attempt to identify the scope of Information
Science, Ingwersen was one of the young researchers who entered the community
of user-centred IR research.

The contribution by Ingwersen can be roughly divided into two categories of
contributions. The first category contains contributions of works where Ingwersen
further develops and adds to the works of his own and fellow scholars [e.g., 23; 25;
27]. The second category covers and refers to the works where Ingwersen demon-
strates the applicability of the viewpoint’s philosophical framework to cognitive user-
centred studies and investigations of information use and transfer |e.g,, 22-24; 20].

With reference to the first category, the following are illustrative examples of
how Ingwersen has further developed the works by his three fellow scholars. In the
section on Brookes’ contribution it is briefly mentioned that Ingwersen has suggest-
ed improvements of the equation. Ingwersen’s suggestions are carried out in regard
to the 1977-version of the equation and not the final version otherwise reported on
here (Brookes’ 1977 equation reads: [Al] + K — [K+AK] [14, p. 197]). Ingwersen
finds the expression of the 1977-version to be more dynamic. Ingwersen inserts
to the equation the element of potential information (pl), and hence the equation
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reads: pI — 81 + K(§) — K(S + 8S) — pI’ 23, p. 468]. The idea is that a uset’s new-
generated information might be potential information to others. In 1992 Ingwersen
further modifies the equation with the adding of the concept of data or designation
(D), which leads to the following expression: pI — D + K() — K(§) + 6§ — pI’
[25, p. 32]. Hereby representing the system’s handling of the user’s input.

Ingwersen also adds specifications to the model of the cognitive communication
system by Belkin [5, p. 135]. Later the modified model (please see Fig. 1) becomes
sort of a trademark of Ingwersen’s research and view of IR, as he in several cases
uses it to present his holistic view of IR interactions [e.g, 22, p. 171; 23, p. 469; 24,
p. 222; 25, pp. 16, 135, 148; 27, p. 9]. Most recently, the model appears in Ingwersen
and Jdrvelin’s book [28]. Here it exists in several versions and with various detail
levels according to the given focus and objective of illustration of the model.

Another example of further development is Ingwersen’s extensions to the
MONSTRAT-model by Belkin and colleagues [10], which leads to the more com-
prehensive Mediator model. The objective of the Mediator model is to be a tool
for identification of topical domain, system models, feedback generator, requests,
and user characteristics [25, pp. 206-220]. And in relation to De Mey’s definition
of the cognitive view, Ingwersen emphasises that the world model consists of
cognitive structures that are determined by the individual and its social/collective
experiences, education, training etc. [22, p. 168]. The modifications and further
developments by Ingwersen to the works of his fellow scholars show his holistic
view of the cognitive viewpoint to Information Science.

In regard to the second category of contributions by Ingwersen, the applica-
bility of the cognitive viewpoint, one example is the empirical investigation of
the transfer processes involved in reference work in public libraries [22]. Another
example is the proposal of the cognitively based principle of poly-representation
le.g., 25-27]. The poly-representation principle is an information searching strategy
based on the idea of cognitive overlaps. That works by means of the conscious ex-
ploration of cognitive inconsistencies of a variety of knowledge representations/
knowledge structures and interpretations by the involved agents in IR. Further,
the principle implies that cognitive overlaps of information objects, originating
from different interpretations of such objects (i.e., simultaneous use of different
methods of knowledge representation, and a variety of different IR techniques of
different functional and cognitive origin), may lead to retrieval results that decrease
the degree of uncertainty inherent in IR. Recently, Ingwersen has moved into the
research area of Informetrics (scientometrics, bibliometrics and webometrics). In
these areas he demonstrates the applicability of the poly-representation principle
with the merger of different types of knowledge structures / representations in the
form of citations seen as evidence of interpretations [e.g;, 1; 20; 21; 31]. Another
fine example of Ingwersen’s demonstration of the applicability of the cognitive
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viewpoint is the book titled “The turn: Integration of information seeking retriev-
al in context” that is co-authored with Jarvelin [28]. “The turn” aims at integrating
research in information seeking and IR by providing a research framework based
on the cognitive viewpoint and by posing research questions to be addressed in
order to take the IR and information seeking research a step further.

INFORMATION OBJECTS
- Text/Knowledge representations/thesaural nets
- Full text, pictures/ passage:

4 Models —
/ Individual user’s
COGNITIVE SPACE:

Interface’ - Work task/Interest Soc./Org. environm.

Intermediary - Current Cognitive State - Domains/Goals

Query gy Request g—p < - Models = g < - Models ->

functions - Problem/Goal - Tasks

< - Models -> - Uncertainty - Preferences

- Information need
- Information behaviour

w |

IR SYSTEM SETTING

- Retrieval engine(s)

- Database archtecture

- Indexing rules/comput. logic

T Models —
— scognitive transformation
and mfluence
+ > rinteractive ommunication

of cognitive structures

Fig. 1. Ingwersen’s holistic cognitive model of IR interaction.

The modifications and further developments by Ingwersen expand as well as spec-
ify in detail the conditions of the cognitive viewpoint. In other words, the further
developments illustrate Ingwersen’s holistic view of the IR interaction scenario
within the field of Information Science. With his holistic cognitive view Ingw-
ersen emphasises how each of the involved cognitive agents (e.g., the information
generator, the information re-presenter, the intermediary, and the information re-
cipient/user) are of equally importance in order to achieve successful and optimal
IR. To Ingwersen, the purpose of IR is to find the vortex of the appropriate har-
mony among the cognitive agents involved in the IR interaction.

1.6 The developing cognitive viewpoint

The cognitive viewpoint is concerned with the dynamic and interactive processing
of information. The viewpoint is based on human involvement, e.g,, the generator
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of information, the intermediary, and the recipient/user of information. The pro-
cessing of information goes from the generator of the information towards the
recipient of the information, with the purpose of causing an effect in the state of
knowledge of the recipient. Hence, information is defined as #hat which changes
a knowledge state. In addition, each of the involved agents in the information
processing process is seen as individual recipients and generators. Individually, the
recipients perceive the information according to their own model of the world.
The concept of an information need is defined as the outcome of a change in the
state of knowledge which results in an ‘anomaly state of knowledge’ (ASK) [5].
The change that results in an ASK, which is a cognitive development internal to
the user/recipient, is happening due to an external situation, e.g., a given work task
situation. In other words, an external situation causes a change in the knowledge
state and in the knowledge structure of the user/recipient, which results in an
ASK. An ASK is the user’s recognition of an insufficient knowledge model which
results in an information need, for instance, in order to reduce uncertainty. As the
result of the impact of further externally added information, e.g., retrieved infor-
mation, the information need may change or develop over time in order to satisty
the present problem situation as perceived by the recipient. This means that the
concept of an information need, within the cognitive viewpoint, is understood as
a dynamic and potentially developing concept — as indicated by the cognitive revo-
lution presented by Robertson and Hancock-Beaulieu [30]. Basically, an informa-
tion need is born out of a situation, and may develop during the process of reach-
ing the requirements of that situation. The user’s perception of an information
need is thus triggered by the perception and interpretation of a given situation, a
problem to be solved or a state of interest to be fulfilled, under influence of the
user’s current cognitive and emotional state. This state is affected by the cultural
and social context within which the user acts.

The works of the four scholars show that the cognitive view to Information
Science satisfies a demand of a socio-cognitive oriented approach to IR. The schol-
ars’ works define the cognitive viewpoint to be about the processing of informa-
tion. Quite often this has been (mis-)interpreted in a very narrow way, in terms
of a strictly user/ recipient viewpoint, concerned with the information processing
from the sender to the user/recipient. Brookes” ‘fundamental equation’ [15] has,
for instance, often been understood in this restrained way in spite of his emphasis
of the occurrence of cognitive processes “[a]t both ends of the channel...” [14,
p. 195]. However, it is central to the viewpoint that both the generation and the
perception of information are acts of information processing, just as the informa-
tion processing depends on the actual agent’s world model. The latter statement
implies that all of the involved agents also function as a recipient applying their
own world model. This is due to the viewpoint’s basic notion of what information
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is (the interpretation of ‘sense-data’), and its basic notion of what the informing
effect on the recipient is (the change of knowledge structures/states). As such,
the cognitive viewpoint is holistic by nature, as pointed out by Ingwersen [e.g., 25].
Ingwersen [27, p. 5] concludes, based on the changing roles of the involved agents
in the IR scenario, that “[t]his interchange of [generator and recipient| positions
makes the viewpoint a forceful theoretical foundation for IR interaction...”.

Afterword: The positioning of the Royal School of Library and Information Science, Denmark

As stated in the foreword Professor Ingwersen has been of importance not only
to me, but to the field of Information Science and the IR research community,
too. And so has he been to the Royal School of Library and Information Science,
Denmark. He has, as nobody before him, managed to position the Royal School
as the world leading school in Library and Information Science. An achievement
he has managed through his continuing advocacy for, and further development
of the cognitive viewpoint. Every time he advocates for the cognitive viewpoint,
that being via the publishing of journal and conference papers, and books, at pre-
sentations or as invited keynote speaker, when submitting research applications,
and carrying out research projects, supervising students, and by being a dedicated
mentor (to many of us, world wide) he represents and positions the Royal School.
The Royal School is indebted to Professor Ingwersen. Hence it is a privilege that
Professor Ingwersen continues as Professor Emeritus of the Royal School of Li-
brary and Information Science, Denmark.
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Genre Searching: a Pragmatic Approach to Informa-
tion Retrieval

Luanne Freund

University of British Columbia, Vancouver, Canada

Abstract. This paper explores the idea of a pragmatic approach to informa-
tion retrieval (IR), drawing upon the case of genre searching as a task-based
information seeking strategy within a workplace setting. Making use of genre
in IR systems is proposed as a means to strengthen pragmatic communication
among the cognitive actors involved by building common ground, supporting

joint action and increasing relevance’.

Keywords: information retrieval, genre, pragmatics

1 Introduction

The keyword matching approach to information retrieval makes use of syntactic
and semantic features of texts to predict relevance. However, much of the mean-
ing in human communication is determined outside the realm of the text per se,
through pragmatics: the use and interpretation of language by individuals in con-
text. While information retrieval research has begun to address aspects of context,
user behaviour and information use, dubbed the “IR ecology” by Sparck-Jones
[1], and mapped out as a research agenda by Ingwersen and Jirvelin in The Turn
[2], there is still little consideration of pragmatics as a model for IR interactions.
One way in which pragmatics is expressed in written communication is through
the use of document genres: recognizable categories of texts that share common
elements of form, content and communicative function.

This paper will explore the idea of a pragmatic approach to IR, drawing upon the
case of genre searching as a task-based information seeking strategy. I propose that
making use of genre in IR systems has the potential to strengthen pragmatic com-
munication among the cognitive actors involved. The paper concludes with a brief
discussion of how task-genre relationships can be situated within the General Model
of Information Seeking and Retrieval (IS&R) proposed by Ingwersen and Jarvelin |2].

1 This paper is adapted from a talk given by the author at the University of Glasgow in October 2008.
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2 Pragmatics and Information Retrieval

Pragmatics is the branch of linguistics concerned with language usage and the
meaning that is derived from the relationships between the language, its users and
the context of use [3]. Two examples of pragmatics at work are the ability to infer
meaning from referential pronouns such as be, she or 7, and from utterances that
carry no implicit meaning, such as “my goodness!” by relying on shared context
and mutually accepted patterns of interaction [4]. Cognitive pragmatics studies
how hidden meaning is extracted from language through the workings of the
mental inference mechanism and Socio-pragmatics studies the ways in which lan-
guage use and interpretation are shaped by social norms [5].

One of the key ideas in pragmatics is that human communication is a social
undertaking, or a Joint Action, according to Clark [6], which is based on a shared
intentionality to communicate and a willingness to cooperate in achieving this goal
[4]. Simply put, we assume that people are trying to communicate things that are
meaningful and we make the effort to infer their intent, even when it is not obvi-
ous. A closely related concept is that of common ground: “the sum of mutual,
common or joint knowledge, beliefs and suppositions” [6] held between two or
more people. Without common ground, it is very difficult to frame meaningful
utterances or to infer meaning from them, so a prerequisite to effective commu-
nication is the establishment of some shared awareness. Common ground can be
established through shared experience, personal acquaintance, or membership in
cultural or professional communities [0].

Sperber and Wilson [7] built upon these ideas to develop the communicative
relevance principle. The central idea is that communicative acts carry the presump-
tion of relevance: we expect people to communicate things that are informative
and in some way connected to the context of what is going on around us, and
we cooperate by interpreting what is said accordingly. Because human cognition
is tuned to seck out the greatest possible effect for the smallest possible effort,
people will tend to settle on the most efficient interpretation that is closely related
to the current context. Furthermore, information that is easier to process will have
a greater chance of being relevant and producing a “contextual effect,” by chang-
ing or adding to existing knowledge.

Pragmatics assumes that people have efficient ways of communicating, inter-
preting and extracting meaning and that they do this by relying heavily upon as-
sumptions based on known or shared context and through situated inference.
It provides insight on how people focus their attention, construct meaning and
distinguish between relevant and non-relevant information.

Current IR systems do little to support pragmatic channels of communica-
tion. Interactions between authors and readers via IR systems tend to be heavily
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mediated, asynchronous and remote. Document retrieval is carried out by reduc-
ing documents and queries to tokens, which are stripped out of their context of
creation and use. Similarly, the context of the cognitive actors is usually unknown
and uncontrolled, so that common ground cannot be assumed. Drawing upon the
discussion above, a pragmatic approach to IR might establish the following goals:
* Build retrieval algorithms that can take into account the functions and uses of
information objects;
* Preserve and provide to the searcher evidence of the intents and context of
creation of documents;
* Facilitate and make use of context and assumptions that are shared by au-
thors, searchers and system designers;
* Minimize the cognitive effort of searchers when assessing relevance.

3 Genre Searching

One approach to strengthening the pragmatic dimension of information retrieval
is to make better use of genre. Document genres are distinctive forms of commu-
nicative acts that are recognizable within information use communities [8], [9], [10]
and which serve important pragmatic functions [5]. Authors make use of genre
conventions to design information objects which can accomplish their goals and
can be easily recognized, interpreted and used by their readers. From a socio-prag-
matic perspective, we know that members of discourse communities are socialized
to create and use specific genres for particular purposes and in certain situations
[8] . Within these communities, genres help to establish common ground and
shared intentionality between authors and readers. From the cognitive pragmatic
perspective, genres are used to trigger sets of assumptions used to infer meaning,
prime expectations of relevance, and provide cues to support reading and use.

Unger [5] argues that genres develop initially as cognitive pragmatic phenom-
ena designed to support particular communication goals and later as communi-
ties become accustomed to their use, they become established as socio-pragmatic
phenomenon. Following Sperber and Wilson, it is possible to claim that genre use
increases the relevance of information, because genre helps to make explicit how
the document is meant to be used and the standardized features help users process
the information with less cognitive effort [10].

Genre-based communication is not well supported in most IR systems to date,
although it is an active area of research [11], [12]. Despite the lack of system
support, genre searching is a common information seeking strategy. In a study
of workplace information behaviour, I found that software engineers sought out
particular genres as a shortcut to locate information suited to particular situations
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and tasks [13]. Fig, 1 places genre searching in the context of a broader model of
information behaviour developed for this domain. On the left are the categories
of contextual factors found to influence the information access constraints and
the information characteristics sought. On the right are the strategies used to find
the required information, one of which is genre searching.

To illustrate how this occurs, consider an engineer faced with the task of fig-
uring out how to install a new product. In this case, he is likely to be seeking
information with particular characteristics: concrete, specific, sanctioned by the
company, and containing instructions. As a member of this information use com-
munity, he knows that these characteristics can be found in the product documen-
tation genre, and so sets out to search for that genre. He has expectations of rel-
evance and utility based on his familiarity with the genre, which also allows him to
extract meaning efficiently from the document. So, genres, which are informal and
constructed categories of information objects within this community, are used
as implicit short cuts to finding information objects with characteristic (level of
specificity, purpose, etc.) suited to particular situations. Tasks are related to genres
because they determine which information characteristics are needed.

Workplace Information Environment
Contextual Factors Information Behaviour
Person Accessibility Strategies
awareness ch |
v | Project findability a"l""" 8
| D abundance poopis
o] Task cooperation GG IEBEE
g | N permission
2 Problem q time Sources
® | P L . specific repositories
@ <’ r{ quantity Relevance intranet/internet
o search .+ i 4 =S
E b topic effectiveness topic personal libraries
<’ P timing level of detail
T sanction Genres
e situatedness specific genres
specificity
purpose

Fig. 1: Model of Contextual Effects on Searching and Selecting Behavionr [13]

Considering this relationship between tasks and genres in the framework of the
General Model of IS&R [2] helps to explain it further (Fig.2). On the right of
the Fig. 2 is the organizational and domain context out of which tasks arise and
are imposed on the cognitive actors (searchers), prompting them to search for
information. The genre types emerge out of the same context to add meaning
and context to the information objects, which are created by cognitive actors
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(authors) and added to the information system. Shared intents and purposes
motivate both the actors who are engaged in task-performing actions and the
actors who are making use of genre to engage in communicative actions. Task
— genre associations act as implicit links between information objects and cog-
nitive actors performing tasks, based on the common context out of which
they emerge. This implicit relationship can be modeled as an explicit set of
associations and embedded in an information system, as we did with the X-Site
system developed for this domain [14]; however, other implementations could
be developed based on this general model.

It follows, that use of task — genre associations is likely to be most effective
when the contexts of document creation and of document use are overlapping.
This is the case in this setting, as the cognitive actors are all drawn from the same
work group within the company. Similar situations certainly exist within other
professional groups and communities of practice. However, when this is not the
case, it is possible that bridges could be constructed to map tasks and genres
across a contextual divide. Further work will be needed to explore the extent to
which genre searching in effective in other types of settings.

_ genres
Information

Objects Organizational
v.
e &
task-genre Domain

Cognitive

associations
Actors

Context

Information
System

Fig. 2: The task-genre relationship mapped onto Ingwersen and Jarvelin’s General Model of 1SR (Adapted from |2])

4 Conclusion

The idea of supporting pragmatic communication through an IR system is appeal-
ing, but problematic. It is appealing in that it would build more directly on natural
human communication behaviours and skills, which are inherently social and co-
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operative [4]. As Benoit [15] notes, this might help to redress a power imbalance
between system designers and system users who tend to have conflicting notions of
language and meaning: ““To most designers, language is subjected to tests of ‘techni-
cal rationality” Word units, or semantic tokens, are taken in groups removed from
other contexts, and processed. To users, it is the utterance situated in a relational
context” [15]. The very notions of common ground and joint action imply greater
agency and awareness on the part of searchers than has been afforded them to date.

On the other hand, the extent to which the preconditions for pragmatic com-
munication exist when communication is asynchronous, indirect and mediated by
a retrieval system is not clear. It may not be meaningful to suggest that a shared in-
tentionality exists in this case; however, it offers something to work towards. Some
work has been done to use pragmatic principles in Human Computer Interaction
design [16], so this is a possible avenue for further exploration in IR.

Genre is clearly an important pragmatic phenomenon that is situated at the
intersection of the cognitive and social realms. The concept of genre is intuitive
to information seckers and all large, organic document collections contain genres,
so there is potential to make better use of them to support IR. As context carriers,
genres help to bridge the gap between cognitive authors by establishing common
ground and priming expectations of relevance and use strategies. However, there
are many challenges in working with genres: they are organic, dynamic and only
loosely defined. Ongoing research on genre classification [12] and labeling [11]
seeks to address these issues, but there is more work to be done before genre
searching becomes a standard feature in IR systems.
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Abstract. Ingwersen’s cognitive framework is regarded as the beginning of a
turn which eventually should bring together classical system-oriented and user-
oriented IR communities. One of the consequences of this framework is the
polyrepresentation principle. The Logical Uncertainty Principle (LUP) is regarded
as a compatible model with the cognitive framework. Recently it was shown how
LUP can be expressed using the mathematics of Hilbert spaces. This formalism,
which is applied in quantum mechanics, harmonises geometry, probability theory
and logics. Apart from being a way to express LUP, a further potential arises from
a quantum perspective of IR. We present an interactive framework as an example

of a quantum-inspired approach which also supports polyrepresentation.

1 Cognitive Framework in IR

One of the main assumptions behind Ingwersen’s cognitive framework for IR in-
teraction, as introduced in [3], is that processing takes place on a symbolic or sign
level, whereas communication between humans may in addition take place on a
cognitive level. This inevitably leads to a cognitive ‘free fall” as during the translation
of a message into signs, any of its presuppositions, meaning and intentionality is
constantly lost. Conversely, a human’s interpretation of a message may restore the
meaning and intention at the cognitive level, but there is increase in uncertainty
which is an inherent feature of any communication process and hence also IR.

To tackle this problem, the principle of polyrepresentation exploits different cog-
nitive and functional representations within the information and the cognitive
space. In an information space, different actors (e.g., author, indexer, user) with
different tasks and goals in mind (e.g, tagging, indexing, commenting, reviewing)
provide various document representations. In a cognitive space, different repre-
sentations comprise the user’s information need, the problem state, the current
cognitive state and the work task. Information needs are often (but not always)
unstable and may be ill-defined and only vaguely formulated.

Polyrepresentation makes use of different representations in different spaces,
which are all a result of different interpretations by the actors involved. As a con-
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sequence, the polyrepresentation hypothesises, that the more representations point
to a set of documents, the higher the probability that these documents are relevant.
Thus the basic idea of polyrepresentation is to facilitate a multitude of cognitively
and functionally different representations, provided by different actors. This is done
by determining the so-called cognitive overlap, which is the intersection of various sets
of documents which are relevant with respect to their single representations.

2 Geometry, Logics and Probabilities in IR

Ingwersen’s cognitive framework is
regarded as the beginning of a turn i

which eventually should bring to- y g \\\
gether the classical system-otiented Geometry
and the user-oriented IR communi- " Sen

ties in order to develop an integrated I < N :
view of information seeking and re- QT
trieval [4]. Such a view needs a strong Prob. [ twP

methodological framework or a new
“language” going beyond  classical
prevalent models. A step towards this
goal is the formulation of the Log-
cal Uncertainty Principle (LUP) [7]. The
L.UP starts from the consideration Fig. 1: Probability theory, logics and geometry

that logic by itself cannot fully model

IR. In determining the relevance of a document 4 to a query ¢ the success or failure
of the logical implication ¢ — ¢ is not enough. It is necessary to take into account
the uncertfainty inherent in such an implication. To cope with uncertainty a logic for
probabilistic inference was introduced. If 4 — ¢ is uncertain, then we can measure
its degree of uncertainty by Pr(d — ¢). In [7] van Rijsbergen proposed the use of a
non-classical conditional logic for IR. This would enable the evaluation of Pr(d — ¢)
using the LUP, that was defined as follows:

Theory Logics

“Given any two sentences x and y a measure of the uncertainty of y — x re-
lated to a given data set is determined by the minimal extent to which we have

to add information to the data set, to establish the truth of y — x.”

This principle was the one of first attempts to make an explicit connection be-
tween non-classical logics and IR modelling. However, when proposing the above
principle, van Rijsbergen was not specific about which logic and which uncer-
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tainty theory to use. As a consequence, various logics and uncertainty theories
have been proposed and investigated. The choice of the appropriate logic and
uncertainty mechanisms has been a main research theme in logical IR modelling
leading to a number of different approaches over the years (for a detailed descrip-
tion of some of these models see [1]).

It turns out that the LUP is fully compatible with the cognitive framework. In fact,
Ingwersen described uncertainty as “which and how much context needs to be added
to retrieve those semantic values which provide the information searched for” [3, p. 30].

A broader view is provided by looking at the mathematics of Hilbert spaces and
linear operators, as used in quantum theory (QT). This potentially combines different
directions underlying the most important models in IR, namely geometry, logics and
probability theory [8], as indicated in Figure 1. On the geometry side, there are vec-
tors, subspaces and projectors. While these can be used to model many of the well-
known retrieval approaches like the vector space model, Gleason’s Theorem builds a
bridge between geometry and a generalisation of probability theory. By applying this
theorem, so-called density operators are able to induce a probability distribution on
subspaces [8, ch. 6] which gives, if certain conditions (like vectors being normalised)
are met, geometric approaches to probabilistic interpretations. Moreover, a condi-
tional logic can be established based on the notion of subspaces [8, ch. 5], which
together with Gleason’s Theorem gives rise to a geometric interpretation of the LUP,
seamlessly combining geometry, probability theory and logics. For example, if and
g can be represented as subspaces, one way of estimating Pr(d — ¢) is using the trace
function to compute an inner product between ¢ and 4 [8, p. 96].

3 Quantum-Inspired Interactive Polyrepresentation Framework

As an example of a quantum-inspired approach which also facilitates polyrepre-
sentation, we present an interactive geometrical framework called IQIR (Interactive
Quantum Information Retrieval) [6]. Its aim is to address certain aspects of the cog-
nitive framework, applying the mathematical formalism known from quantum me-
chanics, so that it supports interactive retrieval. In terms of the Venn diagram in Fig,
1, the IQIR framework lies in the intersection of probability theory and geometry.
The core assumption of the IQIR framework is that there exists a Hilbert
space ‘H of so-called pure information needs (pure INs). This resembles the idea
from quantum mechanics, where physical systems are represented as vectors in
a Hilbert space. Each such system can be in a certain state, which is indicated by
a state vector ¢, a unit vector in the corresponding Hilbert space. In the IR case, ¢
represents the system’s view of the user’s information need. It can be shown that a
state vector induces a probability distribution on the subspaces of H [8]; each such
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a) Before observation b) After observation
Fig. 2: Example mixed state. The dashed arrow shows the projection of ¢, onto R.

subspace R represents an event, for instance the event that we measure a certain
physical property (like the location of a particle) or, more IR-related, the event
that a document dis relevant. Given a state ¢, we can now compute Pr(R| 4, ¢), the
probability that 4 is relevant given the current system state, as the square of the
length of the orthogonal projection of ¢ onto the subspace K.

Usually a system cannot know precisely the information need, thus there will
always be uncertainty about the user’s intention (as a result of the cognitive free
fall and for other reasons). In quantum mechanics, we face a similar problem as
there is often uncertainty about the state a physical system is in, so it is assumed
that the system is in a certain state with a given probability. This means that we
deal with a set of state vectors and associated probabilities (the so-called ensenble S
of states); the system is said to be in a mixed state if there is more than one possible
state vector. An example can be seen in Fig. 2a, where we find five possible state
vectors, each of them has a probability assigned that the system is in the respective
state (omitted here). Transferred to an IR scenario, the system would assume the
user to have one of the 5 different pure information needs each represented by a
corresponding state vector. To compute the probability of relevance Pr(R|d, ),
here a generalisation of the law of total probability is applied using the squared
length of the orthogonal projection of each state vector onto R, which in this
example represents document relevance as a 2-dimensional subspace.

As discussed in [3,4], information needs are usually unstable. To reflect this
situation, in the IQIR framework, we can borrow another notion from quantum
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mechanics, the measurement postulate, which says that each observation of an
event usually implies a state change. In interactive IR, such events can, for in-
stance, be the submission of query by the user or a relevance judgement. Given
that we can describe such an event as a subspace in our Hilbert space, the realisa-
tion of the event would cause the ensemble of state vectors to be projected onto
the corresponding subspace and to be renormalised. Suppose in the example in
Fig. 2a the event that a user judges a document as relevant is represented by the
subspace R. Fig, 2b describes the situation after this event was observed by the
system - the state vectors are now all within the 2-dimensional plane determined
by R, and one vector, ¢, even disappeared as it was orthogonal to R. Two effects
result from this kind of dynamics. First, the system gains more certainty about
the user’s IN as now all state vectors are bound to a lower-dimensional plane, and
some state vectors even disappeared. Second, slight shifts in information needs
are supported as well, for instance if the vectors in Fig. 2b are later projected onto
another 2-dimensional subspace which is similar to R.

The IN space discussed so far is very abstract. There are several ways to create a
concrete instantiation of the IN space. For example, in [5] it is shown how a topi-
cal IN space can be constructed in a standard term space well-known in IR, where
queries are represented as state vectors and documents as subspaces. But we are not
bound to topical IN spaces. In fact, to satisfy different aspects of information needs,
one may need to refer to non-topical information (like user-given ratings). In [2] it
is shown how different topical and non-topical representations can be expressed as
IN spaces in the IQIR framework with the aim to support polyrepresentation of
documents. These component spaces can be combined into a composite space by
means of a tensor product to create the cognitive overlap. This composite space can
be regarded as an IN space in its own right as discussed above, with all its properties
regarding user interaction. It further allows for the system state to become non-sepa-
rable; the system is said to be in an entangled state then. Entanglement and composite
spaces are further important mechanisms borrowed from quantum mechanics. In
our case, entanglement can be used to express possible interdependencies between
different representations in a polyrepresentation scenario.
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Is There a Label Effect?
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Abstract. In interactive information retrieval experiments, subjects typically
test retrieval systems or interfaces. An information need, triggering a search
process, is given to the subjects because the test environment and setting may
not allow the subjects to search on their own topics. The form of the infor-
mation need descriptions, often known as tasks, vary according to the level of
abstraction. This may affect the search key selection in the experiments and
even induce a label effect; namely a detailed search task description may cause
a loss in the variability of queries. We analyze queries of 124 subjects of an
interactive retrieval experiment and compare their search keys to the words
of task descriptions. The results show that there is a substantial overlap and

the task description may induce the label effect.

Keywords: Label effect, Interactive information retrieval experiment, Search

key selection, Information need, Simulated work task, Search task, Search topic

1. Introduction

Information retrieval research emphasizes evaluation as a part of the research
process. This is probably due to the practical nature of the area. In recent years,
user-centred evaluation has gained popularity beside the traditional IR evaluation,
which is based on test collections without interaction. This trend is most welcome
because the traditional evaluation model has neglected many important aspects of
information retrieval, or more broadly, information access.

The interactive information retrieval (IIR) evaluation comprises a range from
field studies to tests in a laboratory environment; the former type offers more
realism, and thus more generalizability, the latter more control on variables, and
thus more explanation power. Laboratory tests, or IIR experiments, are typically
executed to evaluate retrieval methods, systems or user interfaces, which cannot be
tested in an operational environment. Such a test may involve from few to dozens
of subjects, search topics or themes and one or several search environments.
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In many IIR laboratory test settings, the subjects search information in experi-
mental systems. Query formulation is crucial for the outcome. Therefore the
search topic, or the information need behind it, is an important factor. How is the
information need mediated to the subjects? In the early days of IIR research the
subjects were given topics from non-interactive test collections (e.g. the first inter-
active track in TREC, see [13]). Later on Borlund and Ingwersen [2], also Borlund
[1], suggested a new way to introduce more realism into laboratory type tests. This
method, known as the sizulated work task situation, was soon adopted widely in the
interactive information retrieval (IIR) research (see e.g. [5],[6],[14])".

The simulated work task is a description of a work situation where the actor
has an information need [1], [2]. The purpose of the task is to give the test subject
a context for searching instead of giving a plain search topic. The subject should
be somewhat familiar with the work task type, so that he can imagine himself
in the task situation. The context of the simulated work task adds realism into
the search task because it gives situational relevance conditions (see [3], [11]) for
searching in addition to topical relevance.

As researches have adapted the simulated work task method in their test set-
tings, there has often been confusion about the work task and the search task, the
former being sometimes neglected. This tends to simplify the task to resemble
a search topic. In such a case, the subjects may miss the personal interpretation
of the context and purpose of the work task, and merely conduct a search based
on the search task description. The difference between an information need, a
search topic — often referred to as a request — and a query is important regarding
the experimental setting. To summarize, in IIR experiments where the subjects
search information, an information need or a search topic is given to the subjects
in varying formats: as a plain topic, as a search task or as a search task embedded
in a simulated work task.

In 1982 Ingwersen introduced the concept label effect [9]. In Information Retrieval
Interaction Ingwersen describes the label effect as follows [8, p. 299]: “The phe-
nomenon that reguest formulations may often consist of one or several concepts
which are of a more general nature or out of the context which constitutes the real
information need.” We stretch the scope of the concept to explore the search key
selection in an IIR experiment. More specifically, we hypothesize that the search
topic or search task descriptions influence search key selection in the query for-
mulation phase. We call this the label effect although the original concept was
devoted to situations where the searcher has his own information need. In I1IR
experiments the subjects are given the information need and their unfamiliarity or
uncertainty with the need leads to choose the search keys from the description.

1 These are a few examples; the number of studies employing simulated search tasks is much greater.
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However, there is a clear analogy to the original meaning: Ingwersen [8, p. 117]
states that the label effect is typical for “muddled topical needs ... i.e. the user wants to
explore some new concepts or concept relations outside £nown subject matter.” The
subjects in IR experiments are more or less searching outside the known subject
matter because the information need is given.

In the present study we analyze queries from an interactive information retriev-
al experiment and compare the search keys of the queries to the words of the task
descriptions. The aim is to find out to what extend the tasks influence the search
key selection. In Section 2 our case and analysis methods are introduced. Section
3 presents the results. The last section discusses the findings.

2. Data and methods

We are interested in how an information need is described to the subjects of an
IIR experiment and what is the relation between the description and queries for-
mulated by the subjects.

2.1 TIR experiment at INEX 2004

Initiative for the evaluation XML retrieval (see [7], [4]) has attracted research groups
around the world to participate in the development of the retrieval methods for
structured documents. INEX has several tracks ranging from ad hoc retrieval to
interactive retrieval. In the present study, we focus on the 2004 interactive track.

The aim of the track was to investigate how searchers interact with the com-
ponents of XML documents [12]. This was done through an experiment where
subjects were given modified topics from the ad hoc track and asked to search on
the topics with a single retrieval system provided by the INEX organizers. Partici-
pating research groups enrolled at least eight subjects who were given two topics
each. The test collection consists of 12,107 scientific articles from IEEE Com-
puter Society’s publications in XML format. The collection affected the topics and
also the choice of subjects. During the experimental procedure, the subjects were
to answer questionnaires concerning their background, familiarity with the topic,
satisfaction with the search results, and some other details of minor concern for
the present study.

In the track report the information need descriptions are referred to as ‘tasks’.
There were four tasks falling into two information need types: background cat-
egory (B) — classic topical search — and comparison category (C) — search for
differences between x and y [12]. The subjects selected one task from both cat-
egories. We analyzed the most popular tasks from each category further. The exact
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formulation of these tasks is given in Appendix. The two tasks differ regarding the
specificity of the description. Task C2 is more like a simulated work task whereas
task B1 resembles more a search task.

2.2 Analysis of the queries

The queries formulated by the subjects were collected into a log file. We analyzed
all the queries of all the participants who had searched on the tasks B1 and C2.
The number of subjects who chose the B1 task was 54, and 67 subjects chose the
C2 task. Time allocated per task was 30 minutes. The number of queries for Bl
was 292, and 460 for C2. Further details about the queries are given in Table 1.

G @un pew D oy SR Gmery
(stdev) query (stdev)
Bl 54 292 5.4 (3.6) 933 3.2 (1.5) 851 2.9 (1.4)
C2 67 460 6.9 (3.5) 1538 3.3 (1.7) 1438 3.1 (1.6)
Both 121 752 6.2 (3.6) 2471 3.3 (1.6) 2289 3.0 (1.6)

Table 1. Details of query data

We adapted the three level model suggested by Jarvelin [10] for the comparison
of queries and tasks. The three levels of the model are the concept, expression
and occurrence level. Of these, we employed occurrences and concepts. Occur-
rences are character strings separated by spaces; generally they correspond to
word forms. For simplicity, we refer to occurrences as search keys (in queries)
and words (in tasks). First, all search keys from each query were identified and
compared with words appearing in the corresponding task. Then the proportion
of the search keys of the query appearing also in the task was calculated. We call
this proportion an overlap between the query and the task. In other words, let O
be a set of search keys in the query, and T be a set of words in the task. Then,
the overlap was calculated as:
(1@ TN/ 12|

The overlap is asymmetric because queries have less search keys than tasks have
words; thus it is reasonable to calculate the overlap from the perspective of the query.

At the concept level, word form normalization was executed. That is, single and plu-
ral forms of a search key/word were conflated (treatment - treatments), as well as different
tenses (develop — developed). Also obvious misspellings were corrected to their proper form
(lannage — langnage), and spelling variations unified (sideeffect — side effecd). Phrases, marked
with quotes in queries, were considered as concepts. Further, search keys and task words
were conflated into the same concepts according to the following rules:
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1. a synonym for the word appearing in the task (advantage — benefi?)

2. aderivation of the word appearing in the task (therapeutic — therapy).

The overlap of concepts was calculated analogously to the calculation at the oc-
currence level; only search keys/word sets were replaced by concept sets.

Table 1 shows the total number of search keys and concepts in the queries,
as well as the number of keys and concepts per query. The difference between
the occurrence and concept level is not great. The identification of concepts in
queries is problematic and we did not want to ‘over-interpret’ the intentions of
the subjects (e.g. we considered only phrases marked with quotes), and thus the
interpretation is conservative. The number of queries per subject varies from 1 to
21; the average is higher for the C2 task, which is obviously more difficult. The
average number of search keys and concepts per query is rather steady.

3. Overlap between search keys and task words

We report the overlap figures at the occurrence and concept levels for all que-
ries, and for the first and last queries. Table 2 shows the asymmetric overlaps be-
tween the queries and tasks. The overlap at occurrence level varies from 0.75 to
0.82, which is considerably high. At the concept level the overlap still increases,
which is to be expected. Out of 752 queries, the overlap is 1.0 for 404 queries
at the occurrence level, and for 548 queries at the concept level. These results
provide evidence for the label effect.

Task  # Queries  Overlap at occur. level (stdev) Overlap at concept level (stdev)
B1 292 0.75 (0.31) 0.81 (0.30)
C2 460 0.82 (0.25) 0.90 (0.23)

Both 752 0.79 (0.27) 0.87 (0.20)

Table 2. Overlap between queries and tasks at occurrence and concept level.

The overlaps are slightly higher for the task C2 than for the task B1 although C2
has more work task flavour. Obviously, there is not much variation in naming the
two basic concepts in C2: Java and Python. Other concepts are more auxiliary in
nature and not always helpful in queries (development, large application, comparison, effi-
czency). In B1, the word given in the task for one of the main concepts, ¢ybersickness,
is not the only or the best search key for the concept.

The average over all queries favours subjects with many queries. In the course of
interaction there might also be changes in the features of the queries. Therefore we
analysed the first and last queries of each subject separately. Table 3 shows that there
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is a change in the course of interaction: the overlap between the last queries and
tasks is minor compared to the overlap of the first queries and tasks. The difference
in the overlaps of the first and last queries is statistically significant (t-test, p<0.001).

How did the queries evolve? Search keys were deleted, added, misspellings cor-
rected and single search keys combined into phrases. Most interesting here is the
adding of new search keys: In the second and later queries the percentage of search
keys not present in the task is 22; the percentage of such words in the first queries
is 13. Obviously, the seen result documents had an impact on query formulation.

4. The effect of the description

We analyzed the overlap between the search keys of queries and the words of task
descriptions, all originating in one of the IIR experiments of INEX. The results
reveal that from 75 to 82 % of the search keys of the queries can be found in the
task descriptions. There was, however, a difference between the first and last que-
ries: the first queries had more overlap with the task than the last queries.

Occurrence level Concept level
Task # Queries First query Last query First query Last query
(stdev) (stdev) (stdev) (stdev)
B1 54 0.88 (0.20) 0.67 (0.34) 0.93 (0.19) 0.76 (0.32)
C2 67 0.88 (0.19) 0.82 (0.20) 0.95 (0.106) 0.86 (0.28)
Both 121 0.88 (0.20) 0.75 (0.31) 0.94 (0.17) 0.82 (0.30)

Table 3. Overlap between first queries, last queries and tasks at occurrence and concept level.

Our case data are several years old, yet the basic experimental setting is typical for IIR
experiments: the collection at hand affects search topic selection, probably more than
the expertise of the subjects. In such situations, the subjects meet information needs
they may not be familiar with. Their natural, and only, starting point for the search
process is the task description given to them. Therefore the description is critical for
the outcome of the experiment. The information need may be embedded in a search
topic, in a search task or in a work task encompassing a search task. These all differ
with respect to the context they offer for the subjects to build on. Also, there may be
variation in the specificity of the description of the search task embedded in the work
task; indeed, the search topic may be stated explicitly or the work task may be given at
such an abstraction level that the subject has to create the information need(s).

A counterargument could be that the number of ways any concept can be ex-
pressed is limited, and if the main concepts of the topic are described in the work
task, their most likely linguistic expressions are already given. Further, one may argue
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that the search topic has to be more or less fixed in order to restrict too large varia-
tion in queries, or searching in general; in other words to control the variables for
the sake of the experiment. Yet, if we fix the search topic, do we need subjects? If
search keys originate from tasks, why not simulate interaction?

Simulation is tempting for experimenters. However, as our case shows, queries
evolve during the interaction to some extent. Simple search key selection from the task
description is not enough for simulating interaction. The IIR experiments should do
better but the experimental setting has pitfalls: If the task evokes the label effect by
encompassing a too enforcing search task description, the subjects are likely to select
search keys from the description and act similarly. As a consequence, their queries re-
semble automatically generated queries, and the experiment outcome is more likely to
confirm the traditional, non-interactive laboratory test results. More realistic work tasks
with less explicit search tasks may give more reliable information about interaction.
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Appendix

Task B1

You are writing a large article discussing virtual reality (VR) applications and you
need to discuss their negative side effects.

What you want to know is the symptoms associated with cybersickness, the
amount of users who get them, and the VR situations where they occur. You
are not interested in the use of VR in therapeutic treatments unless they discuss
VR side effects.

Sample queries

First: VR cybersickness
Last: kennedy “simulator sickness”

Task C2

You are working on a project to develop a next generation version of a software
system. You are trying to decide on the benefits and problems of implementation
in a number of programming languages, but particularly Java and Python.

You would like a good comparison of these for application development. You
would like to see comparisons of Python and Java for developing large applica-
tions. You want to see articles, or parts of articles, that discuss the positive and

56



negative aspects of the languages. Things that discuss either language with respect
to application development may be also partially useful to you.

Ideally, you would be looking for items that are discussing both efficiency of
development and efficiency of execution time for applications.

Sample queries

First: java python application development
Last: “large application” development python java

Address of congratulating anthor:

Jaana KEKALAINEN

Department of Information Studies and Interactive Media
University of Tampere, Finland

Email: jaana.kekalainen|at]uta.fi
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Introduction

In this paper we pay tribute to our friend, colleague and mentor, Professor Peter
Ingwersen, by examining one of our favorite of his papers, Search Procedures in the
Library — Analyzed from the Cognitive Point of 1/iew originally published in Journal of
Documentation in 1982 [4]. Like many of Peter’s articles it is characterized by a
strong theoretical basis that drives and informs empirical investigation, and includes
thoughtful discussion of previous research in addition to the research findings.

Search Procedures reflects on a series of studies carried out over a four year period
in the late 1970s. It was published at an interesting time for Information Retrieval.
Written before Information Retrieval became synonymous with online informa-
tion seeking it focuses on Information Retrieval within Public Libraries, then the
major location for everyday information seeking, While many of his contempo-
raries focused on information seeking in academic or special library settings, Peter
chose instead to focus a setting that was visited by a more diverse set of people
with a broader range of information needs.

Search Procedures focuses particularly on the role of the librarian as an intermediary
for finding information and the techniques used by intermediaries to understand a
library patron’s information need. However, already around this time Peter was dem-
onstrating the foresight for which he is known: he predicted (prior to the Internet and
Web search engines) that Information Retrieval machinery would become a main-
stream technology and that end users would be required to learn how to navigate online
searches without the assistance of intermediaries. If Information Retrieval was not to
become an elite activity, as he described it in [5], then Information Retrieval interfaces
would be required to capture something of the intelligent mediation he investigates in
Search Procedures or Information Retrieval would become ‘a kind of gamble.” [5, p472].
Fortunately, Information Retrieval did not become an elite activity but instead has be-
come one of the most important and popular ‘inventions’ of the 20" century. Today,
information search is a normal part of many people’s daily routines and millions of
searches are performed daily. While typical search engines are capable of some media-
tion through features such as spell correction and term suggestion, such mediations
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are quite rudimentary compared to the kind that Peter studied and are focused primar-
ily on the query and search results, rather than the person and the information need.

In this article we summarize the main arguments of Search Procedures and, almost
30 years after it was written, reflect on its continuing value.

Search Procedures

Like many of Peter’s articles, Search Procedures is informed by the Cognitive View
of Information Retrieval. The Cognitive View is based on knowledge structures
or individual cognitive models of parts of the world. Peter observed that each
individual’s image of the world consists of a ‘conglomeration of different knowledge
structures |4, p170]. This observation was to be the basis for his subsequent theory
of poly-representation. Peter identified three major knowledge structures pertain-
ing to the library intermediary: (1) structures around the professional library ac-
tivities, such as knowledge of documents available for access, knowledge of how
surrogates are created, knowledge of how to conduct standard search routines;
(2) structures that reflect the librarian’s conceptual or domain knowledge; and (3)
knowledge structures that reflect the librarian’s understanding of the library pa-
tron’s stated information need and problem situation.

The Cognitive View is concerned with how these three knowledge structures can
help mediate between the two other important sources of knowledge structures,
those of the library patron who requires information and those of the document
authors, which are reflected in the material available from within the library. Search
Procedures investigates how the intermediaries negotiate these knowledge structures.

Employing a variant of the think-aloud protocol, the study investigates the infor-
mation search procedures of 13 librarians conducting searches on written informa-
tion requests and 5 non-expert searchers searching on their own information needs.
The non-expert searchers conducted their own searches and only consulted with the
librarians if they found no relevant material, leading to the negotiations which were
studied. Peter uses the term ‘search procedures’, giving the paper its name, to reflect
combinations of search actions that are performed within a problem-solving task as
opposed to ‘search strategies’ which infer some conscious series of actions. The con-
centration is, therefore, on the unfolding cognitive reasoning involved in the media-
tion process as well as the behavioral actions that embody such cognitions.

A particular interest in this article was the creation of what Taylor [17] referred to
as the ‘compromised information need’, a representation of the enquirer’s informa-
tion need. As Peter notes, ‘the skill of the reference librarian is to work with the enquirer back to
the formalized need. . . possibly even to the conscious need. . .and then to transiate these needs into usefil
search strategy’ [4, p178]. That is, the process of negotiation is to help turn the enquirer’s
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information need into a form that can be used to search the available information,
given knowledge of how the information has been represented in the formal systems.
This Jabeling effect, requiring enquirers to verbalize their information need into a search
statement that may not reflect accurately their information need, is still the subject of
much debate; see for example the recent work by Nicolaisen [10]. In Search Procedures,
Peter does, however, take the position that the labeling effect can misrepresent the
actual information need and the role of the intermediary should be to elicit the true
information need by a carefully structured dialogue. The label, Peter emphasizes, may
be well outside the context of the searcher’ real need and the role of the intermediary
is to find the right context. Thus, we see in Search Procedures an early recognition of the
importance of context, a persistent theme throughout Peter’s work.

Search Procedures notes that there is not one single patron-intermediary dialogue
that is appropriate for all situations. It may be the case, for example, that the librarian
is a domain and search expert and, in this situation, will take the lead in the dialogue
with the enquirer filling in details. This type of dialogue is referred to as asymmetrical.
Alternatively, the librarian may be an expert in search but have low knowledge of
the search domain, in which case the dialogue is likely to be more symmetrical between
the patron and librarian. Interestingly, Peter observes that in some cases librarians
engage patrons in asymmetrical dialogue because they have too much confidence in
their own understandings of patrons’ information needs, essentially short-circuiting
the process. This, in particular, is a danger when an emphasis is put on speed and
least effort. Peter also observes that ‘a conscions effort to keep the negotiation on equal-footing
would improve the user’s chances to provide useful insertions’ [4, p182].

Search Procedures shows that librarians use both open and closed questions to ac-
tively build a conceptual understanding of the enquirer’s need with concepts being
introduced, analyzed, retained or deleted until a suitable understanding emerges
that can be used to interrogate the documents. This is described as a type of prob-
lem-solving, A surprising feature of the negotiations studied was the low use of
‘open’ questions: questions that start with “Why, How, Where, which should lead
to useful information about the context of the information need. Peter’s analysis
points to the strengths and weaknesses of open questions within the mediation
approach as studied: the low use of open questions can limit the enquirer’s ability
to introduce new concepts and important situational information, whereas over-
use of open questions can risk overloading the librarian’s original understanding
of the need with too much information.

Far more common were ‘closed’ questions, which Peter divides into normal
closed questions and leading closed guestions. Normal closed questions lead to yes or
no responses, while leading closed questions present the librarian’s expectations
about the searcher’s answer. In symmetrical dialogue, closed questions can either
confirm the librarian’s initial understanding of the enquirer’s information need
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or open up more specific or newer search directions. However, in asymmetrical
dialogue when the librarian has a false sense of the enquirer’s information need,
closed questions can make it difficult to redirect the search.

In the study of librarians searching for the written information requests, Pe-
ter points to two search muotives; what he called ‘open search motives” which were
actions relating to the discovery of information which could be used to enable
the search process and ‘fixed search processes’ which were actions intended to
discover documents themselves. Both motives related to expectations of whether a
document answering the request may exist at all or what form the answer may be
present within documents. Interestingly, different librarians engaged in different
modes of operation based on these characteristics: some librarians operated an
‘open search mode” where they used heuristic processes to expand their cognitive
structures and, then, later in the search, moved towards solving the information
problems. In this case the librarians were open to learning throughout the infor-
mation interaction and often found relevant information later in their searches.

Other librarians were characterized by ‘fixed and semi-fixed search modes’
where the search routines were more algorithmic in nature with fixed modes de-
scribing librarians attempting to immediately retrieve documents that provide an-
swers. This infers a fixed expectation about what answer may be appropriate and
in what form the answer will appear. In some cases, semi-fixed modes were em-
ployed where librarians would move from fixed mode to open mode for parts of a
search, to re-orientate a search, and then move back into a fixed mode. Noticeably
open search modes resulted in more search concepts being introduced from the
process of searching and less reliance on the written information request.

Revisiting the Findings

How does a study of Public Librarians performed in the late 1970s help Infor-
mation Retrieval in the 2010s? Firstly, we should note that the relevance of the
approaches and debates in Search Procedures have persisted since it was published
— Michels [9] paper investigating sources of information used by searchers during
cognitive processing, Lin et al’s paper on the value of reference interviews for
understanding information needs [8], Kelly and Fu’s work on using open questions
to elicit better descriptions of searchers’” information needs and contexts [6] and
most recently, Nicolaisen’s paper on compromised information needs [10] — are
only four examples of work that have extended the lines of enquiry developed in
Search Procedures.

Secondly, the work in Search Procedures llustrates the important distinction be-
tween what a searcher wants, that is, his information need, and what a searcher
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says he wants, that is, his search request. Within operational search systems, the
consequences of the label effect is often tackled as a corrective feature; search en-
gines ask for an initial search request and then offer functions to modify this re-
quest to something closer to the original information need using techniques such
as relevance feedback or behavior modeling. What we see far less of in current
search engine design are good approaches to obtain the best /zitial search request.
Modern search engines, in general, support very well what Peter called fixed-mode
searching: immediate access to documents that may provide an answer. There are
strong reasons for this: a lot of search requests, such as finding a particular web-
site, are naturally fixed-mode searches which do not require complex interactions;
it is easier to develop algorithms for such searches; and, perhaps, giving immediate
access to documents gives the impression that search success is close at hand.

In Search Procedures Peter points to the weaknesses of relying on fixed mode search-
ing; In particular, fixed mode searching can result in relevant results being overlooked,
possibly because the searcher has not been sufficiently informed by the search envi-
ronment to make good relevance choices, and there appears to be a relative over-reli-
ance on the original search request. This latter point is a frequent concern in Interactive
IR evaluations where experimental participants often form queries based on written
search requests rather than on the information need that lies behind the request.

Peter points to the fixed mode of searching being a mental attitude rather than
a critetion for a good search solution. As he notes: ‘I7is not possible to rank the search
modes in order fo point out the qualitatively best one. No doubt each serves specific aims—as
their dependence on the working domain shows. The main problem seems to be awareness of the
search consequences they cause’ [4, p189]. That is, given a search request or information
need, there may be a variety of ways in which we can conduct the search, each of
which will have consequences in terms of search success or search satisfaction.
Search modes are a choice and choices have consequences. Information Retrieval
systems have typically not supported a reflective process into the choice or devel-
opment of search strategies, providing little feedback on alternative search actions
or encouraging searchers to consider the quality of their interactions. Or, as Peter
concludes ‘the user needs more assistance and better conscionsness in these tasks’ |4, p189].

Peter further notes that ‘For Gntelligent’ online assistants employment of some kind of
open search mode seems likely to be the most efficient, because it combines henristic features in
the beginning of the search process with more formal solutions later, using the search algorithms
built into the IR systens in a flexible way' [4, p189]. This claim is interesting in light of
what has occurred in online searching. The majority of search interface design, the
‘intelligent’ online assistance Peter predicted, has not supported open-searching
but fixed-mode searching, The ‘intelligence’ has taken the form, not of informa-
tion dialogues, but of complex statistical modeling of interaction to automatically
change search procedures or offer limited forms of interactive query support.
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Peter’s observations about the types of dialogues that occurred — symmetrical and
asymmetrical — also demonstrate a problem with the current interactions people
have with search engines. By and far, such interactions are asymmetrical, with lead-
ing closed questions being presented to searchers in the form of term suggestion,
spell correction and other query variants. Peter points out that the problem with
asymmetrical negotiation is that “far too little new information is exchanged becanse of the
mode of questioning applied’ [4, p181]. Leading questions are compared to the type
often asked during a patient-doctor interaction, where the doctor does not allow
the patient to clarify his answers, but rather looks for complementary information
that supports the initial diagnosis. The principle problem with search is that too
much faith is put into the initial interpretation of the information need and subse-
quent interactions are used to force the need to fit this interpretation.

Revisiting the Method

The methods used in Search Procedures are also worth revisiting since they demon-
strate a patience and carefulness that is often missing from contemporary investiga-
tions of information needs and search behaviors. Data were collected in a real-world
setting and included the search procedures used by a mixed group: 13 librarians
conducting searches on written information requests and 5 patrons searching on
their own information needs. Audio recordings of searchers as they thought-aloud
formed the principle data for the study. Peter also observed searchers, documenting
their behaviors and actions. In addition, searchers engaged in something Peter called
self-confrontation, where he and the searchers elaborated on the think-aloud recordings
by making ‘repetitive runs of the recorded tape immediately after recording, adding comments |4,
p173]. These supplemental activities — observation and self-confrontation — were
designed to enhance the accuracy and validity of the think-aloud data and reflect Pe-
ter’s ever-present concern for capturing a holistic understanding of search behavior.
The importance of this micro-level, intensive perspective on search behavior can be
lost at a time when studies of massive search log data are common. However, more
of these types of studies are needed if current Information Retrieval systems are to
be responsive to searchers, the variety needs they bring to systems and the diverse
contexts in which these needs arise and are addressed.

Variations of the methods used by Peter were later used in several studies that
examined patron-intermediary interactions including studies by Belkin, et al. [1],
Kuhlthau, et al. [7], Saracevic, et al. [13], Spink, et al. [15], and Wu and Liu [19].
The method itself was presented in several review articles of methods used in
library and information science including Fidel [2], Harter and Hert [3], Nozomi
[11], Saracevic [12], and Wang [18].
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Conclusion

Recently, we see a zrn in Information Retrieval and a re-recognition that searches are
often complex processes requiring more cognitive support for searchers and more
emphasis on understanding information needs. While Peter and other pioneers of
interactive IR have claimed all along that queries are often impoverished representa-
tions of a searcher’s information need, it has taken a while for IR research to catch-up
and acknowledge that single queries often do not tell the whole story and very often
even tell the wrong story. New developments in intellectual property searching, legal
searching, literature based discovery, biomedical searching, and exploratory searching
have demonstrated that only supporting ‘fixed mode’ searching with ‘asymmetrical ne-
gotiation’ is insufficient for complex search tasks and that very often people are trying
to do more than find an answer to a routine question or navigate to a popular resource.

Web search engines are Information Retrieval’s most visible success story: they are
useful, efficient and we struggle to imagine how we coped without them. However,
for many search situations we also need Information Retrieval tools that treat us like
adults. That is, we need tools for those situations where we know that our informa-
tion needs are complex and multi-faceted, where we know that we will need to engage
in difficult cognitive work and where we do not expect our need to be satisfied within
1 second and with the exact same search results that were presented to the previous
searcher who entered a similar query. The strength of Search Procedures is it recognizes
that complex searching is a norm not an exception and that good design is not neces-
sarily simpler and faster but more integrative, dynamic and symmetrical.

Suchman [14, p316] claimed that ‘.znteraction between people and computers requires essen-
tially the same interpretative work that characterizes interaction between people’. 1 we are interested
in designing intelligent, useful tools for complex search problems then we can find guid-
ance in studies of human-human information interaction of the type described by Peter
in Search Procedures. In this paper, as in so many others by Peter, we see how research
conducted from the cognitive perspective can support modern Information Retrieval.
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Simulations as a Means to Address Some
Limitations of Laboratory-based IR Evaluation

Heikki Keskustalo & Kalervo Jirvelin

University of Tampere, Tampere, Finland

Abstract. We suggest using simulations to address some of the limitations of
test collection-based IR evaluation. In the present paper we explore the effec-
tiveness of short query sessions based on a graph-based view of the search-
ing situation where potential queties (query key combinations) constitute the
vertexes of a graph G describing each topic. “Session strategies” are rules
which determine the acceptable query reformulations. Query reformulations
manifest as edges in G, and they express the allowed transitions between the
vertexes. Multiple-query topical sessions manifest as paths in G. We present an
example of this approach assuming session strategies based on limited query
modifications (additions, deletions, or substitutions of few query words). We

end by discussing the significance of our approach for IR evaluation.

1 Introduction

In their seminal book The Turn Ingwersen and Jirvelin point out some of the
main problems related to the laboratory-based IR evaluation, including the lack of
modeling explicit users and tasks, and the lack of modeling interaction ([1]; see [2]
for the original discussion). Recent studies suggest that in real life users typically
prefer short queries, try out more than one query if needed [3-7] and often prefer
making only small modifications to their queries [3]. Furthermore, even experts
encountering the same task may use very different wordings in their searching,
They may also consider finding only a few reasonably good documents as success
[4]. Users also try to compensate for the performance deficiencies of the systems
by adapting their search behavior [5, 7, 8]. The traditional Cranfield-style experi-
ments based on one query per topic are not well-suited to study such behavior.
We suggest using simulations as a solution towards some of the limitations of
Cranfield-style experiments discussed in Turn. By simulations we refer to experi-
mentation based on using a symbolic model of a simplified real life search sessions
in order to answer research questions. We assume multiple-query search sessions
based on alternating querying and browsing phases. In the present paper, in par-
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ticular, we will simulate search sessions assuming the shortest queries (including
several one-word query versions for every topic). We allow several queries for a
topic, assume limited modifications to the queries, and define success as being able
to find one (highly) relevant document for a topic.

In other words, we restrict our attention to a simulation where short queries
are used in various combinations in sessions. We assume that the searcher issues
an initial query and inspects some top-N documents retrieved; if an insufficient
number of relevant documents are recognized, the user repeatedly launches que-
ries until the information need is satisfied or the user gives up.

The motivation behind our approach is that due to the costs involved during
query formulation, the user may optimize the total cost-and-benefit of his ses-
sions by rapidly trying out short queries. In other words, the user is willing to take
chances with the quality of the result, and he is prepared to try out several short
queries to see if something relevant is to be found.

Formally characterized, we utilize a graph-based approach in test collections
explained in Section 3. In the experimental part of the study we will utilize the
TREC 7-8 corpus with 41 topics having graded relevance assessments.

Next we will briefly review literature on user behavior and justify our approach.
This is followed by defining our research problem. Section 3 explains the graph-
based simulation method. Results of our experiments are given in Section 4. Dis-
cussion and conclusions are presented in Section 5.

2. The Significance of Multiple-Query Sessions
2.1 User behavior

Searchers behave individually in real life: their information needs may be unclear
and dynamic as the users may learn as the session progresses, and the users may
switch focus. In practice, a particular searcher may try out several queries during a
search session, and different searchers may try out different wordings even when
they face the same (well-defined) search task. It may be difficult for the searcher
to predict how well a particular query will perform [8] because even assuming
that the query does describe the topic well, it may be ambiguous [9] and therefore
not retrieve documents serving the particular searcher in his searching context.
Therefore, multiple query sessions are commonplace and may be unavoidable in
practice in real life.

It has also been observed that real searchers often make use of very short que-
ries and they prefer making small modifications to the previous queries. Jansen and
colleagues [3] analyzed transaction logs containing thousands of queries posed by
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Internet search service users. They discovered that one in three queries had only
one term; two in three had one or two terms. On the average the query length
was 2.21 terms per query. The average number of terms used in a query was even
smaller, 1.45, in a study by [6] focusing on intranet users. Less than 4 % of the que-
ries in Jansen’s study had more than 6 terms. Because very short queries are com-
monplace, focusing on them in a test collection environment study seems justified.

Real-life searchers also avoid excessive browsing. They may stop browsing if
the search result does not look promising almost immediately [10]. The stopping
decisions regarding browsing the retrieved document list depend on the search
task and the individual [4]. Jansen and colleagues [3] observed that most users
did not access results past the first page presenting the top-10 results retrieved.
Users may stop the search session after finding one or a few relevant documents.
In particular, real searchers very rarely browse the top-1000 documents, although
in some cases they do (e.g., patent searchers). Therefore, it is important to study
situations where the search is successfully completed after only one or few relevant
documents are found.

2.2 Motivation and research question

Generally speaking, valid instruments and study designs used to explain or evalu-
ate some phenomenon should incorporate major factors affecting the phenom-
enon under study and systematically relate them to each other. We justify our
present study design by the following observations. First, in real life users often:

* prefer very short queries (often only 1-2 keys)

* try out more than one query per topic, if needed

* cope by trying out limited modifications to queries

* avoid browsing a long list of documents, and

* stop after finding one or a few relevant documents
In traditional Cranfield-style experiments, it is common to (implicitly) assume funda-
mentally different kind of user behavior. These studies are typically based on using:

* longer queries (at least somewhat longer, e.g., even title queries typically have

more than one word)

* one query per topic (and presenting the results averaged over topics)
Therefore, in the present paper we suggest modeling user behavior, in a test col-
lection, but using:

* the very short queries

* several queries per topic

* limited word-level edit operations to modify queries

* shallow browsing, and

* one or a few (highly) relevant documents as the success criterion
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Regarding the first two items, we will construct several alternative one-word que-
ry candidates, and slightly longer queries, for each topic. One way to approach
searching is to use one-word queries as the starting points for sessions. Regarding
the third item we assume that queries are modified by performing limited word
additions, deletions, or substitutions.

Regarding the last two items, we assume that if any particular query within a
session fails, the user will stop browsing almost immediately (N.B., this makes sense
because the simulated user is aware that a short query attempt may very well fail).

If a query is successful, the user will stop searching after finding one (highly)
relevant document. We use precision at 5 documents (P@5) as out primary suc-
cess criterion and experiment with two separate relevance thresholds — liberal and
stringent (see Section 2.3) [11].

A successful end result for any search session may require a different number
of queries for individual topics. For one topic the first query candidate may be
successful — as we will show - while for the next topic additional query candidates
may be required.

Research question

Our overall research question in this paper is: How successful are short queries as sessions
when we assume limited query modifications, limited browsing and success defined as being able
to find one (highly) relevant document?
In studying this problem, we will assume that:
* the topical requests remain unchanged during a session - the simulated search-
er neither learns nor switches focus during the session;
* the relevance of the documents for the simulated searcher is defined by the
recall base of the test collection; and
* the simulated searcher scans the ranked list of documents from the top to
bottom — behavior observed via eye-tracking [12].

2.3 The test collection and search engine

We used the reassessed TREC test collection including 41 topics from TREC 7
and TREC 8 ad hoc tracks [11]. The document database contains 528155 docu-
ments organized under the retrieval system Lemur. The relevance judgments are
done on a four-point scale: (0) irrelevant; (1) marginally relevant: the document
only points to the topic but does not contain more or other information than
the topic description; (2) fairly relevant: the document contains more information
than the topic description but the presentation is not exhaustive; and (3) highly
relevant: the document discusses the themes of the topic exhaustively. In the recall
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base there are on the average 29 marginally relevant documents, 20 fairly relevant
documents and 10 highly relevant documents for each topic [11].

2.4 Collecting the query data

All test topics were first analyzed intellectually by two sets of test persons to form
query candidate sets. Our intention was to collect a reasonable set of query candi-
dates together with user estimations regarding their appropriateness. During the topic
analysis the test persons did not interact with a real system. They probably would have
been able to make higher quality queries, if they had had a chance to utilize system
feedback. However, this is no limitation to the method described in this paper.

We demonstrate here our graph-based method based on data collected from a
group of seven undergraduate information science students. Regarding each topic
a printed topic description and a task questionnaire were presented to the test
persons. Each person analyzed six topics (one person analyzed five topics) thus 41
topics were analyzed. The users were asked to directly select and to think up good
search words from topical descriptions; to create various query candidates; and to
evaluate how appropriate the query candidates were.

The test persons were asked to form query versions of various lengths. We used
the long query version requested to have three or more words as a starting point:
first we selected its first three words A-C for each topic. To get the needed fourth
and the fifth word we selected randomly distinct words from the remaining words
in the long query version, or, if its words run out, from the other query versions
requested from the users. Our goal in using the data collected from the test persons
was to define a set of five query words for each topic. The procedure produced
some obvious bad keys for topics (see Appendix) but this only makes our argument
stronger - if the empirical results show that as sessions these words, tried as various
combinations, often produce a rapid success despite some bad keys included.

3. Graph-Based Simulation

Our suggested procedure described next is inspired mainly by two main points:
(1) real users cope with short queries, and (2) they prefer small query modification
steps. In brief, our graph-based method to study multiple-query session effective-
ness in a test collection consists of the following steps:

1. Words are collected to describe the test topics. Sources of data include using
topic descriptions of test collections directly; utilizing test persons performing
simulated or real tasks, etc. We asked test persons to create realistic content for
short topical queries.
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2. Query candidates are formed for each topic. We formed all possible word
combinations (of 5 wotd) using the bag of words operator #sum of Lemur.
However, queries may have some other structure, e.g,, the #and or prox-
imity operators. The basic idea is to create an extensive listing of possible
query types (cf. [13]).

3. A search is performed using each query combination for each topic. We used
the Lemur retrieval system in our experiment producing a ranked list of re-
trieved document, but other types of retrieval engines, e.g., Boolean systems,
could be utilized.

4. Each distinct query is interpreted as a vertex of a (topical) graph.

5. The effectiveness results (regarding each distinct query) are expressed along-
side the vertexes.

6. Sessions are now considered - in retrospect. To do this, we study the proper-
ties of the graphs.

To simulate sessions we need to (1) select start vertex; (2) determine the traversal
rule(s); (3) define the stopping condition(s), and (4) consider the vertex traversal
for each topic. For example

* One-word queries may be considered as start vertexes.

* “One word can be added/deleted/substituted at time” is one example of a
traversal rule (a query modification rule).

e “Stop if 1 highly relevant document is found” is an example of a stopping
condition.

7. The properties of sessions (paths) can be studied by using various effective-
ness metrics.

If all word combinations are formed, their number increases rapidly as the num-
ber of keys increases. We limit our experiment to 5 query keys for each topic thus
producing 25 graph vertexes.

Veertexes of the graph

In more detail, the simulation process goes as follows. First, the set of vertexes is
formed for each topic. We assume unstructured (Hsum) queries. Each distinct query
(query key combination) constitutes one vertex v, € ”in a directed acyclic graph G =
(V; E). The query reformulations are reflected as edges (¢; € E) in G and they express
the allowed transitions between the vertexes. Multiple-query topical sessions manifest
as paths in G. We have an ordered list of 5 query keys A, B, C, D, E available for each
topic in our test data. These five keys produce 25 query combinations. In other words,
32 vertexes of the (topical) query graph are created (31 vertexes if the empty query is
excluded). The vertexes are arranged in Table 1 into a diamond-shaped figure so that
the number of keys increases in the query combinations from top to bottom.
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[ a8 clp]@® |

| aB | ac | ap | aE | BC | BD | BE | ¢c» | cE | DE |

| ABC | ABD | ABE | ACD | ACE | ADE | BCD | BCE | BDE | CDE |

| ABCD | ABCE | ABDE | ACDE | BCDE |

Table 1. Query combinations (graph vertexes) arranged by the number of keys.

The figure consists of 6 rows - from top to bottom - one empty query vertex; 5
one-word vertexes; 10 two-word vertexes; 10 three-word vertexes; 5 four-word
vertexes and one 5-word vertex. Top-1000 documents are retrieved using each
query. For each individual topic the diamond-shaped graph below is formed, and
the selected effectiveness values are computed for each vertex. Also the corre-
sponding average figures over 41 topics (liberal relevance threshold) or a subset of
38 topics (stringent relevance threshold) may be computed.

For example, assuming an ordered list of individual query keys A, B, C, D,
E, the vertex BC is used to denote an (unstructured) two-word query consist-
ing of the second and the third query key. For example, the query keys A-E for
topic #351 constitute an ordered set {petroleum, exploration, south, atlantic,
falkland} (see Appendix). In this case the vertex BC cotresponds to the query
#sum(exploration south).

Edges of the graph

Based on literature, we hypothesize that topical query sessions are often consti-
tuted by implicit / educated / learned “moves” between the vertexes. Obviously,
the user has to start somehow. We assume that the user proceeds from one vertex
and moves into another (creating a directed edge) by applying some acceptable
(albeit implicit) rules or heuristics. One such possible user rule would be — based
on the principle of least effort - to allow word-edit operations that have a cost of
one - compared to the previous query. Such a user would add, delete or edit one
word compared to the previous query formulation. In other words, the user tries
to cope with a situation by making small, incremental steps.
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Session strategies

The success of various query sequences as topical sessions may be analyzed in
relation to the start vertexes, the traversal rules, and the stopping condition:

o Selection of the start verfex. The effects of selecting the start vertex from some
particular level of the graph may be immediately inspected.

*  Traversal rules. We restrict our attention to consider traversal rules based on
small modifications. According to [3] modifications to successive queries are
done in small increments; it is common to modify, add or delete a search key.

o Stopping condition. As explained, in the present paper we consider the task of
finding one (highly) relevant document.

Regarding the graph, we know the exact form of the query in each node (both
the “identity” and number of words in it), and its success (measured, e.g., as P@5
using the stringent relevance threshold). We can perform retrospective analyses
regarding query sessions after defining the traversal rules (how to move from one
node to another) and the stopping condition (what constitutes success). Our pur-
pose is to consider the concept of a session using the data in the graph in retro-
spect. The vertexes allow us to see what would happen assuming various session
strategies and criteria for session success. The graph gives an overview of success
assuming different types of queries (e.g, several alternative one-word queries).

4. Results

Next we will discuss three kinds of results. First, we show general results for P@5
values (averaged over topics) using two relevance thresholds (Tables 2-3). The cells
in the figure correspond to the query combinations explicated in Table 1. Second,
we concentrate on the case of highly relevant documents required. Table 4 shows
the share of successful topics, i.e., when a particular query combination was suc-
cessful in finding a highly relevant document in the top-5.

Last, we will study how successful small query modifications are within ses-
sions (if the current query fails). This analysis needs to be performed topic by
topic. Therefore, we first illustrate the results for one topic (Table 5), present the
data as a binary phenomenon, and finally present session information for all topics
as a binary map (Table 0)

Liberal relevance threshold

In Table 2 following general trend emerges: P@5 gets higher values when we
move downwards (i.e., towards the longer queries) and towards left in the graph.
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[ -]

| 137 | 132 | 39 | 39 | 49 |

| 342 | 278 | 268 | 244 | 215 | 195 | 170 | 98 [ 107 | 68 |

| 449 | 400 | 400 | 366 | 342 | 203 | 317 | 273 [ 229 | 112 |

| 483 | 439 | 444 | 351 | 288 |

49.8

Table 2. Effectiveness (P@J5) (%) averaged over topics (N=41) for the various query combinations (liberal rel-
evance threshold). See Table 1 for the queries in each cell.

On the one hand, it seems that our one-word queries were a “bad call”’, because
even in the best case (the first individual word selected for each topic) the P@5
figure is low (13.7 %). On the other hand it seems that we selected the query keys
in the correct order: the first single words selected (the left-most keys) are, on the
average, more successful than the last words (P@5 figure 4.9 % for the 5th indi-
vidual keys). We next repeat the previous experiment but this time accepting only
the highly relevant documents as success (Table 3).

Stringent relevance threshold

In Table 3 the same kind of pattern as in Table 2, only weaker, emerges. Again,
obviously, basically it seems that we can state, regarding the query length, “the lon-
ger the better”. Yet, a problem with the numbers in Tables 2 and 3 is that they are
impossible to interpret regarding individual topical sessions. Because of this, we
will next look at the number of topics for which (at top-5 documents) the queries
succeeded. We count the share of topics, out of 38, for which at least one highly
relevant document was found in top-5.

Failures become rarer as the queries get longer. This happens rapidly: by using
two reasonable keys (e.g., any one of the combinations AB, AC, and AD) the user
succeeds for slightly less than half of the topics (failures for 21, 24, and 22 topics
corresponding to success in case of 45 %, 37 %, and 42 % of the topics). Interest-
ingly, the distinction between the best 3-word and 4-word queries seems to disap-
pear measured this way, and they are almost as successful as the 5-word queries.

We would like to draw the attention of the reader to the fact that it is not
possible to interpret the data in Table 4 much more deeply without considering
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| 74 | 68 | 05 | 11 | 16 |

| 37 | 120 | 1ta | 105 | 47 | 90 | 74 | 42 | 47 | 21 |

| 158 | 147 | 163 | 168 | 163 | 105 | 116 | 79 [ 105 | 63 |

| 179 | 163 | 179 | 158 | 111 |

19.5

Table 3. Effectiveness (P@J5) (%) averaged over topics (N=38) for various queries (stringent relevance threshold).

queries as sequences, and regarding individual topics. For example, one may claim
that queries of type E are generally inferior compared to the queries of type A.
While this indeed is true, e.g., for the individual topic #351 query A fails but query
E succeeds. Also in real life sometimes a (short) query succeeds, sometimes it fails.
In that case the user may start reformulating queries. We will next enter into this
territory through retrospective session analysis.

Table 4. The share of successful topics (%) for which at least one highly relevant document was retrieved at
top-5. N=38 topics.

Sessions are next considered as traversals (paths) where the user continues the
topical session and launches the next query if and only if any current query
fails. We start by showing how to present the success of the component queries
for one topic (#351).

78



Individual query example

Our analysis is limited by the assumption that the user considers only the set of
words (5 in our case) available. Although we limit our experiments to 5 words,
larger word sets could be used. However, it is not unrealistic to assume that a user
may cope in a retrieval situation by indeed using a limited set of query keys. As our
results show, if the user is able to invent one or two good keys, (s)he may succeed.

Table 5. Effectiveness (P@5) (%) for topic #3517 (“petrolenm exploration south atlantic falkland”) measured at
stringent relevance threshold, for various query combinations. 14 highly relevant documents exist for the topic. Legend:
cells with a value above zero indicate success (+) and zeros indicate failure (-) for any particular query combination.

Table 5 allows studying, in retrospect, the effects of using various session ap-
proaches. We may analyze the general level of success through the number of
words in queries and traversals via word-level substitution, addition and deletion.

Binary session map

Numbers in the graph vertexes in Table 5 can be interpreted as binary success
(e.g., when at least one highly relevant document is found within the top-5, i.e.,
P@5>0) or failure (otherwise). By labeling the successful vertexes by a plus (‘+7)
sign and the failed vertexes by a minus (*-°) sign, information in Table 5 can be
expressed in form of a character string:

#351 ————4 ———t——f——— ——f—tt—tt- —ttt +

To make the diagram readable we arranged it into groups of 5, 10, 10, 5, and 1
symbol, corresponding to query combinations having one, two, three, four, and
five query keys. By expressing the topical data this way for every topic a visual map
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is created. It gives information regarding the query combinations available for

topical sessions based on a specific success criterion (Table 6).

#351 —==—+ ———t——F——— ——F—tdt—tt— —t++t
#353 === ———————- R e e
#355 +++—+ Fhttttrttt AR
#358 ——--- e i e e M
#360 —t——= F————tt-—— —t—————t— ——f—— -
#362 ——--— ———-———— Fm e - -
#364 +-——= ++tt-—————= FHtttt-——— -+
#365 —t+-—— +-t—tt+-——— F++tttttt- FHHE+ +
#372 ————= —F——F——t-— F——tt—t——F ++-++ +
#373 +==—== —dtt—————— fo—ttt———— ++—t- -
#377 —+=—= +=———F++——— b=ttt F++-+ +
#384 ——=--— ————- e e i it S el
#385 ——--- Fttt—————— R R o R R o o e e A S
#387 —t+-—= t+-tt—tt——— Ftttttttt- tt-— +
#388 —--—= —mmmmmmmmm —mmm oo oo -
#392 —+--= —————- fomm ——m—— - - -
#393 ———++ t+Htt-ttttt At bbtbE At b +
#396 —t+—+- —Ft-——ttt-— FHtttto—t++ Sttt - +
#399 ----- ---—- Fommmm s - -
#400 ++--— ++-——————- -ttt - -
#402 —=--= —mmmmmm s e oo -
#403 ----- Fottt————— R R e e e e A 5
#405 === —————————— —— Fo————— —++-= +
#407 +=—== Fhtt———Ft— FHEttttto— -+
#408 ——-== ———mmmm——m tomm - + +
#410 +--—— +dtt-—————= Fttt————— -+
#415 === —————————— tt————t——— +—+-+ +
#416 +-——= —F++-—————= Fh—t—————— +-++- +
#418 +--—— ++++-—————— Fhtttt———— -+
#420 ----- e o o 2 o o e S o A
#421 —-—-- e ommmmmmem oo -
#427 ————= ———————— ++ = +=t+ ==+t -
#428 —---- R Fomm ++--- -
#431 +-——= +—t-—————— Ft—tt-——— -+
#440 ———-— ——mm—mmmmm - e -
A e -
#445 ————- R e e St R o e S
#4488 ———m— mmmm e e -

Table 6. Binary session map for 38 topics and all query combinations. 1egend: plus (“+) or minus () synbols cor-
respond to the 31 non-empty vertexes in the topical graph, traversed left to right, and rows traversed from top to bot-
tom. Plus indicates success, i.e., P@5 > 0 (stringent relevance threshold) and minus indicates a failure (P@5 = 0).

In Table 6 the very first symbols of each group are especially interesting, For ex-
ample, the first symbols of the first three groups represent, correspondingly, the
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queries of type A, AB, ABC. As the test persons were requested to express each
topic by using three or more words, these three query types are formed from the
very first words (left to right) as listed by the test persons. We will next briefly dis-
cuss the properties of one to three word queries in sessions.

One-word queries

Table 6 shows the success of one-word queries (the first group of five symbols
in each line) in sessions. We can see that the very first single-word query (‘X)) suc-
ceeded for 9 topics (#355, #3064, #373, ...) (the first symbol of the first group).
Assuming that the user started the session this way and in case of failure contin-
ued by trying out the second single-word query (‘B’)(substitution of the key), it
succeeded for 6 additional topics (#360, #3065, #377, ...) (the second symbol of
the first group). Assuming, that the user continued instead by adding one word
(‘AB’), it succeeded even better, for 10 additional topics (#360, #3065, #377, ...)
(the first symbol of the second group). Obviously, there are limits for this one-
word approach as in case of 17 topics out of 38 at least one of the one-word
queries succeeded.

Two-word queries

If the session was started by trying out a two-word query (the first two words
given by the simulated users: ‘AB’) it succeeds for 17 topics (#355, #3060, #3064,
...)out of 38. Assuming that the user continues in case of failure by trying out the
second two-word query (‘AC’)(substitution of the second query key), it succeeds
for 6 additional topics (#358, #372, #373, ...). For 21 topics every one-word
query failed, but a successful two-word query can be found for these in 13 cases
(#353, #358, #3062, ...).

Three-word queries

If the session was started by a three-word query (the first three words given by
the simulated users: ‘ABC’) the session immediately succeeds for 21 topics (#355,
#3064, #3065, ...) out of 38. Assuming that the user continues, in case of failure, by
trying out various substitutions and uses three-word queries extensively, (s)he will
succeed for 11 additional topics (#351, #353, #358, ...). In other words, at least
one of the three-word queries succeeds for 32 topics.

We justify the binary view of success shown in Table 6 by the fact that in real life:

* query sessions have a limited length

* after any query, success or failure may be considered
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* success/failure regarding the session may depend on the history of the ses-
sion, all the retrieved documents collected so far, etc.
* success/failure may not be a binary thing, e.g, the retrieved set of relevant
documents may have value of various degrees
Above, we studied a2 more limited case where:
* sessions have a limited length
* each query within a session succeeds or fails
* the session ends successfully whenever a query succeeds
* the session fails if none of its queries succeeds
* the criterion for binary success is defined as follows: finding one highly rel-
evant document is counted as success (P@5 = 0.2, 0.4, 0.6, 0.8, or 1.0) for any
one particular query combination for the topic. Note that the binary success
criterion can be defined in many other ways, e.g., as P@10 > 0, using liberal
relevance threshold.
Last, we will show the traditional average precision interpretation of the effective-
ness of the query combinations (Table 7).

| n2 | 72 | o8 | 13 | 13 |

| 185 | 150 | 131 | 105 | 77 | 112 | 65 | 42 | 43 | 27 |

| 190 | 187 | 159 | 157 | 153 | 111 | 121 | 81 | 88 | 58 |

| 211 | 205 | 170 | 164 | 116 |

17.9

Table 7. Non-interpolated average precision (%) for the various query combinations averaged over topics (N=38)
(stringent relevance threshold, top-1000 documents retrieved).

Table 7 presents the non-interpolated average precision results based on the top-
1000 documents retrieved (stringent relevance threshold). Very short queries ap-
pear as inferior compared to the longer queries.

5. Discussion and Conclusions

The list of limitations of Cranfield-style experiments discussed in The Turn sug-
gests that the effectiveness of IR methods and systems should be evaluated
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through several short queries, and assuming multiple-query topical sessions, be-
cause such an approach better corresponds to real life IR. We suggested in this
paper that a graph-based simulation allows refrospective analysis of the effectiveness of
short-query sessions. We assumed that a set of alternative queries is available for each
topic, and the simulated user may try them in various combinations. The effects of
word-level modifications in sessions may be considered systematically (e.g., one-
word additions, deletions and substitutions, or more expensive operations) using
the graph-based approach.

Note that the shortest queries in our experiment differ from utilizing, e.g., title
queries of test collections. In the test data only three topics had a title field con-
taining one word (#364: rabies; #392: robotics; #403: osteoporosis); for 19 topics
the title field had two words, and for 19 topics three words. We experimented by
trying out, e.g., several one-word queries for each topic. If we use P@5 > 0 as the
success criterion (one highly relevant document required), in case of 15 topics (out
of 38) success is reached by either the very first one-word query candidate (‘A), or
the second (‘B’), if the first one failed.

Our approach offers an instrument for comparing IR system performance
when we assume input from users who behave by trying out one or more queries,
as a sequence, but which may be very short, ambiguous, or both. The graph form
allows presenting alternative query versions and considering their systematic mod-
ifications. By using a binary success criterion (e.g,, P@5 > 0) we may investigate
what kind of an IR system should be rewarded. For example, assume an IR system
which is able to disambiguate query keys, cluster documents, and offer distinct
interpretations for the query key (e.g., jaguar) — to offer one document as a repre-
sentative for each cluster. The binary success criterion rewards this kind of system,
because one correct interpretation in top-5 suffices for success but the system is
not rewarded for finding more than one relevant documents (unless the threshold
is raised). An IR system performing well — measured this way — is interesting from
the user’s point of view, because real searchers do use ambiguous words as queries
— even as single words. Note that a set of alternative topical queries are needed
because in real life the users consider keys from among several alternatives.

Peter Ingwersen [14] identified a phenomenon called the Label Effect. He wrote
that searchers tend to act a bit at random, to be uncertain, and not to express every-
thing they know. Instead, searchers express what they assume is enough and/or suit-
able to the human recipient and/or IR system. They compromise their statements
under influence of the current and historic context and situation. In addition, the
label effect means that searchers, even with well-defined knowledge of their infor-
mation problem, tend to label their initial request for information verbally by means
of very few (1-3) words or concepts. This description fits well what other studies [3]
[6] tell about searcher behavior in the Web or intranets. It also closely matches the
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simple query session strategies that we propose to simulate in the present paper. In
other words, we propose simulation of searching under the label effect.

We focused on retrieval situations where the searchers take their chances by
repeatedly trying out short queries. We used a very limited set of query keys in our
experiments. However, in the future IR test collections can be extended so that
the facets of the test topics and their expressions are suggested by test searchers.
Furthermore, the expressions of the facets in the relevant documents can be rec-
ognized. This kind of data could be used for more extensive graph-based session
simulations. Our initial results indicated that even one-word queries often bring
rapid success if they are considered as sequences. We suggest that the effective-
ness of IR systems and methods should be compared, in test collections, from this
perspective in the future.

Appendix

The five query words corresponding to A, B, C, D, E in Figure 1 are listed below
for 41 topics. Due to lemmatization sometimes one user-given key produced more
than one word. Due to the limited number of distinct search words given for some
topics, some keywords are repeated. For topics #378, #414, and #437 no highly
relevant documents exist in the recall base.

#351: petroleum, exploration, south, atlantic, falkland
#353: exploration, mine, antarctica, of, research

#355: remote, sense, ocean, radar, aperture

#358: alcohol blood, fatality, accident, drink drunk, drive
#360: drug, legalization, addiction, drug, drug

#362: realize, incident, smuggle, incident, gain

#364: rabies, cure, medication, confirm, confirm

#365: el, nino, flood, drought, warm

#372: native, american, casino, economic, autonomy
#373: encryption, equipment, export, concern, usa

#377: popular, cigar, smoke, night, room

#378: opposite, euro, reason, use, refuse

#384: build, space, station, moon, colonize

#385: hybrid, automobile, engine, gasoline non, engine
#387: radioactive, waste, permanent, handle, handle
#388: biological, organic, soil, use, enhancement

#392: future, robotics, computer, computer, application
#393: mercy, kill, support, euthanasia, euthanasia
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#396:
#399:
#400:
#402:
#403:
#405:
#4072
#408:
#410:
#414:
#415:
#416:
#418:
#420:
#421:
#4272
#428:
#431:
#437:
#440:
#442:
#445:
#448:
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Abstract. The paper investigates empirically two basic approaches how to use
a thesaurus in information retrieval. The study is an experimental retrieval test
comparing the performance of three search strategies: searching by controlled
metadata derived from domain-specific thesaurus, searching by natural lan-
guage terms, and natural language searching using domain-specific thesaurus
for query expansion. The comparison shows that the performance is lower for
searching based on controlled metadata compared to searching based on natu-
ral regarding recall as well as precision. Higher performance of the expanded
queries indicate that it might be sufficient to base subject retrieval on natural
language queries enhanced by a domain-specific thesaurus, or to base metadata

indexing on rule-based automatic categorization using thesaural information.

1. Introduction

Controlled metadata has several roles in enterprise information systems. Metadata
enhances the retrieval performance, provides a way of managing the electronic
digital objects, help to determine the authenticity of data, and is the key to interop-
erability (Hunter, 2003).

Subject metadata may be applied manually by human examination, or the as-
sighment may be partially or fully automated. Another solution to describe the
features of documents is to extract terms from the documents algorithmically.
These two basic approaches to represent the content, meaning, and purpose of
documents are often called human, intellectual indexing and automatic, comput-
er-based indexing (Lancaster, 2003). By human assignment indexing an indexer
analyses the text and assigns metadata terms to represent the content. By auto-
matic indexing words and phrases naturally appearing in the text are extracted and
used to represent the content of the text. Thesauri are frequently used to support
both indexing and retrieval methods. The metadata terms used in human, assigned
indexing are commonly drawn from some form of controlled vocabulary such as
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thesauri to control synonyms and homonyms and ease the burden of searching,
Natural language searching based on automatic, extracted indexing can be con-
siderably improved through searching aids like thesauri by suggesting additional
search terms, especially synonyms and narrower terms (Bates, 1980).

Research comparing the strengths and weaknesses of these two basic indexing
and searching methods fail to provide conclusive results in relation to retrieval ef-
fectiveness (Anderson & Pérez-Carballo, 2001ab). There is a general recognition
that the two approaches should be used in combination to obtain the best retrieval
performance.

In this study we seek to expand upon previous investigations about the two
basic approaches. We want to explore the performance in the context of subject
retrieval in a work-place retrieval system. The empirical setting is a pharmaceutical
research and production enterprise. Specifically, we want to provide information
about the use of a thesaurus to improve, respectively, retrieval based on human
assignment of subject metadata and to expand natural language queries. The study
seeks to address the questions:

* How does a tailored, domain-specific thesaurus perform in information re-

trieval when used for automatic query expansion of natural language queries?

* How does a tailored, domain-specific thesaurus perform in information re-

trieval when used for retrieval based on human assigned metadata
The paper is structured as follows: section 2 provides background information
about the two approaches to using a thesaurus in information retrieval and ratio-
nale for the study, section 3 presents the case study, section 4 the methodology and
the last sections present and discuss the findings, followed by concluding remarks
and recommendations for further research.

2. Rationale and related research

Only few studies compared the performance of humanly assigned metadata and
automatically extracted keywords in the context of work-place retrieval systems.
Stephenson (1999) investigated the effectiveness of metadata on a US agency’s
public access web site in answering 24 known-item queries formulated from real
reference questions posed by members of the public to EPA librarians. She found
that only eight queries retrieved a responsive answer when the metadata reposi-
tory alone was searched, compared with 22 for full-text search. Precision was also
found to be higher for full-text search. In a recent study Hawking & Zobel (2007)
evaluated subject metadata on two Australian institutional web sites. The study
showed that subject and description metadata performed worse compared to oth-
er types of natural language indexing terms: terms from the full text, title terms,
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and anchor text terms. Subject metadata only outperformed terms of the URLs.
An additional analysis of a subset of queries showed that for metadata to be use-
ful in search, it needs to be accurate, and to add something to the data that cannot
be deduced from the visible text. The authors question whether it is possible to
obtain appropriate metadata, whether subject metadata can be any more specific
than text content or anchor text.

The fact that computers are clearly faster and cheaper compared with human
indexers that, in turn, are costly and not necessarily produce better indexing, sug-
gests that it is central still to explore the qualities of the two indexing methods;
especially as the conditions for human indexing are changing with the introduction
of networked information systems such as digital libraries, intranets and electronic
document management systems (EDMS). In networked systems the indexing task
is frequently distributed and shared by people (e.g. the author or assistant) with
varied experience and knowledge about indexing.

The most important disadvantage of automatic indexing is that it shifts more
intellectual effort on the searcher compared with indexing using a controlled vo-
cabulary (Lancaster, 2003). One of the means to meet these semantic problems
and enhance searching based on automatic indexing is to expand the search query
with additional search terms, e.g, synonym variations or other terms that are closely
related to the search topic. Thesauri are one of the tools that are often used to as-
sist searchers (Bates, 1986). A number of studies have investigated the thesaurus as
a source for expansion of queries (Kristensen & Jirvelin, 1990; Kristensen, 1993;
Spink, 1994; Kekiliinen & Jirvelin, 1998, 2000; Greenberg, 2001a, 2001b; Nielsen,
2004; Skov, Larsen & Ingwersen, 2000), Tudhope, Binding, Blocks & Cunliffe, 20006).
These studies demonstrate the usefulness of thesauri both in term of providing us-
ers with alternative search terms and in obtaining improved retrieval performance.
None of the previous studies compared retrieval performance of searches based
on, respectively, humanly assigned subject metadata and computer extracted index
terms expanded with thesaurus terms, but they demonstrate the potential of using
a thesaurus for query expansion. Based on the findings it seems obvious to put the
question whether thesauri are better used as support for retrieval than for human
indexing that is costly, time-consuming, and by its nature, subjective and variable.

3. A pharmaceutical EDMS as a case study

The contextual framework of the study is the EDMS of a pharmaceutical research
and production enterprise. The EDMS provides access to a range of document
types, and metadata indexing is targeted to the information tasks of a well-defined
set of knowledge workers within the department of research and development.
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A varied group of indexers carry out the metadata assignment: authors, librarians,
assistants, and research staff that act as coordinators for a group of researchers.
All indexers have been trained, but the skills of the indexers are varied. Due to
demands from regulatory authorities, recall is the most important performance
measure. The indexing should retrieve as many relevant documents as possible;
support retrieval of documents across units, work tasks, and document types.

The corporate thesaurus was established in 2001, and contains 16.000 terms,
of which 5600 constitute the preferred, controlled terms (concepts) that are used
for human indexing. The thesaurus provides semantic information about hier-
archically broader and narrower terms, related terms, synonyms variations, and
definition. The thesaurus structure is shown in Figure 1.

hm Lu 00-012

Thesawrus news
Homm Fllmenﬁ‘lxol .m:lwn! A thioxanthene, D 1 /D 2 /5-HT 2 antagonist. Strong inhibitor of the adenyloyclase activity by dopamine
Sources ¥ (Ed| wnvalving anxiety, asthenia and lack of initistive. Chronic neuroses with snxiety,
e depression and mawwty Dswhosoma!lc disarders with asthenic reactions. Schi and allied h
= delusions and thought disturbances along with apathy, anergy, lowered mood and
Feadback formn withdrawal. (Cor\: SmPC) Project numbers: 326, 328, 336. CAS registry number: 2709-86-0. ATC Code: NOSAFOL
Help Subject category:
RA Dperations €1 Lundbeck compounds
| buda Synonyms and used for:
- LuDo subject cbjacts 00-012, Frusnxol 2HCL, § EET, UL 448, Ly 000J2C, Lo 00-012-C, (0 0-012, ¥ 7000
- subject processes Generic (INN) name:
- Job roles

Trademarks (selected):
Depixol, fuany

Related terms: . .
€0 Pharmacalogy, toxicology and chemistry, general
Drug resistance

€1 Lundbeck compounds

Lack of initiative
ental disorders
aod episodes
factors affecting medical condition
otic disorders
Schizophrania
Somatoform disorders

rf

e

Broader terms:

Lu 00-012

n
Lu 00-012
Narrower terms:
B-Lu 00-012
Lu 00-011
Lu 01-025
Lu 01-131
Lu 03-052
Lu 28-159

% Local intranet

Figure 1: Record from the corporate thesanrus.

90



4. Research methodology

The evaluation framework was experimental. We developed ten realistic search tasks,
standardized using the methodology by Borlund (2003). The researchers carried
out the test searches, using a TREC style single query search strategy (Ingwersen &
Jarvelin, 2005). The queries were formulated with use of the terms that the original
searcher in real life used to formulate the first search query. Each search session con-
sisted of one search query that was put forward to the retrieval system with no further
interaction between the test searcher and the retrieval system. We used the Verity
K2 search engine for the full-text searches IDOL K2, 2007), and performed the
metadata searches in a Documentum based EDMS (EMC Software, 2006). The test
collection consisted of 25,384 documents: some born in the EDMS, others scanned
into the system and processed by optical character recognition (OCR). We calculated
precision and recall in order to measure the retrieval performance.

4.1.1. Comparison of three search strategies

We searched the search scenarios by use of three different search strategies:

1. Metadata search strategy, based on human, controlled indexing. The
searcher used controlled subject metadata from the corporate thesaurus to
search the retrieval system.

2. Simple natural language search strategy, based on automatic index-
ing. The searcher used terms from the original search query to search the
retrieval system.

3. Advanced natural language search strategy, based on automatic index-
ing and with use of corporate thesaurus for query expansion. The search-
er expanded the simple natural language search query with additional terms
drawn from the corporate thesaurus. The query was expanded by synonyms
and narrower terms (including their synonyms) to the original search terms

We transformed the search jobs into search queries by dividing them into appro-
priate search concepts (facets). The facets were combined by the Boolean operator
AND, and the expansion terms for each facet were combined by OR.

4.1.2. Data gathering

Precision and recall measured retrieval performance. Relative recall was calculated,
based on the union search result of each search job (Kristensen, 1993). Calcula-
tion was based on 4-scaled relevance assessments (Sormunen, 2002). To avoid
subjective judgments, we asked the relevance assessors to assess the documents
retrieved according to the work task situation and the indicative request.
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5. Findings

On average the test searches retrieved 77.5 unique documents per search jobs,
ranging from 18 to 207 documents, (Table 1). Table 1 shows the number of docu-
ments retrieved for each of the ten search scenarios. The list divides the docu-
ments according to relevance score.

Number of documents retrieved

SJUSJ2 SJ3 Sj4 SJ5 Sj6 SJ7 SJ8 SS9 SJ10 Al All%

3 Highly relevant 8 3 12 11 18 1 0 160 7 76 10
2 Fairly relevant 1 2 6 45 7 3 1 9 8 2 84 11
1 Marginally relevant 10 6 2 105 3 4 3 7 0 19 159 20
0 Irrelevant 59 8 43 46 77 10 72 20 25 17 455 59
Total 78 97 63 207 105 18 76 52 33 45 774 100

Table 1: Number and relevance of documents retrieved for the ten search jobs (SJ1-10)

Table 2 and Table 3 summarise the results concerning search performance. Con-
cerning recall the expanded natural language search performed best, followed by
the simple natural language search. This applies to seven out of the ten search
jobs. In four cases the search strategy based on metadata resulted in zero hits.

In one case, search scenario 7, the metadata search obtained better recall com-

pared with the expanded search. In two other cases, the metadata search obtained
better recall, compared with the simple natural language search strategy. In all
cases this was due to the fact that the Verity K2 does not recognize search terms
with slashes as prefix, e.g. ‘drug therapy/arrhythmia’.
The results reflect previous findings that none of the basic approaches how to apply
a thesaurus in information retrieval perform convincingly better. In this case typo-
graphical formats challenge the performance of automatic indexing, as the search en-
gine is sensitive to typographical formatting. Additionally, the OCR processing caused
noise in retrieval by translating terms wrongly, for instance Tu 00-012’ to lu 00-011".

In general, the expanded search queries perform best. This is not surprising,
but it is thought provoking, because the indexing policy, the metadata scheme, the
indexing checklist, and the corporate thesaurus, are tailored specifically to meet
information tasks as the ones investigated. The indexing policy instructs index-
ers specifically by the tailored checklist to index the subjects appearing in the ten
search scenarios. The subjects represent the primary focus of pharmaceutical re-
search, and to index these topics should be straightforward.

With respect to precision the simple natural language search strategy performed
best in seven cases out of ten. In most cases precision is low, only in three cases
was precision 50% or more. The metadata searches resulted in the lowest precision.
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Recall (%)

Search strategy Sjt §Jj2 §J3 S§J4  SJ5  S§j6 - §j7 S§J8 §J9  S§J10
Search stategyl, metadata 0 0 0 33 29 61 100 1 0 45
Search strategy2, NL 42 52 88 38 79 54 39 3 12 7

Search strategy3, NL expan. 100 95 100 88 89 100 39 100 100 77

Table 2: Recall measures per search job

Precision (%)

Search strategy §jt §Jj2 §J3 §j4 §J5 S§Jj6 §J7  §J8  §J9  §J10
Search stategyl, metadata 0 0 0 39 15 24 3 33 0 30
Search strategy2, NL 12 13 34 50 43 29 1 33 68 50

Search strategy3, NL expan. 16 7 26 38 30 24 1 47 16 34

Table 3: Precision measures per search job

Documents of relevance 3 (%)

SjI SJ2 S]3 S}4 SJ5 SJ6 Sj7 SJ8 SJ9 SJ10

Search strategy n=8 n=3 n=12 n=11 n=18 n=1 n=0 n=16 n=0 n=7
Search stategyl, metadata 0 0 0 18 17 100 - 0 - 43
Search strategy2, NL 62 67 92 45 83 100 - 0 - 14
Search strategy3, NL expan. 100 100 100 100 94 100 - 100 - 71

Table 4: Documents of relevance 3 retrieved per search strategy

This finding is remarkable, as human indexers should be better at weighting the
significance of subjects, and be more able to distinguish between important and
peripheral compared with computers that base significance on term frequency. This
is especially true in the context of enterprise retrieval, where retrieval is embedded
in and targeted to specific information tasks. Compared with retrieval systems with
a more general, broader scope it should be easier for a human indexer to interpret
and relate document content to work domain characteristics. These results sup-
ports findings by Stephenson (1999); in the US agency case 16 out of 24 metadata
searches resulted in zero hits and in low precision for the rest of the searches.

Additionally, it is unexpected that the expanded search strategy retrieves the
largest number of highly relevant documents, with relevance score 3 (Table 4). It
seems natural that the exhaustive expanded search retrieves the largest number of
documents, and also relevant documents, but the fact that the expanded search
retrieves more of the highly relevant documents is discouraging. From an indexing
point of view, we could expect that the human indexing retrieves specifically the
limited number of highly relevant documents.
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6. Conclusion and future research

Being a case study these findings do not provide any conclusive results as to wheth-
er a thesaurus is better used as support for expanded natural language searches
compared to controlled metadata searching. The study indicates that it is not easier
to obtain high quality in human indexing in EDMS and workplace environments.
In general, the findings do not change the general opinion that the two approaches
should be used in combination. However, the high performance of the expanded
natural language searches indicate that it might be feasible to base subject retrieval
on automatic indexing enhanced by a domain-specific thesaurus during searching,
The expanded searches provided high recall, including the highly relevant docu-
ments of relevance score 3.

In general, the precision is low and the expanded retrieval strategy could be
enriched by some form of ranking. The present results are based on structured
concept-based queries and inclusion of all search aspects, but still precision is
not satisfactory. Freund & Toms (2005) suggests ranking documents according
to contextual factors rather than uniquely basing it on frequency and position of
search terms. Going through comments from the relevance assessors we can ob-
serve contextual relationships between information task, document type, source,
and study techniques. We will pursue this finding in future research to see if con-
textual factors can improve ranking or precision of expanded searches. As human
indexing is costly, it could be useful and productive to use the human indexer to
assign other types of metadata such as contextual metadata, and leave the subject
indexing to the computer.

The thesaurus used for query expansion is tailored to meet the needs of the
test environment. Domain-specific thesauri are costly to produce and maintain,
and another issue to study is to compare retrieval performance of query expan-
sion with use of a tailored, manually constructed thesaurus and a statistically con-
structed thesaurus, as suggested by Kekildinen & Jarvelin (1998, 2000).

A third issue to investigate is whether the semantic information of the thesau-
rus may be used as basis for automatic assighment of metadata terms. Investiga-
tions of rule-based automatic categorization shows promising result, but an im-
portant drawback is the work involved in generating categorizations rules (Golub,
2000). The present findings suggest that it might be possible to base the genera-
tion of categorization rules on semantic data from the domain-specific thesaurus.
Compared with automatic extracted indexing that requires that the searcher knows
the words to use, automatic categorization techniques assign metadata terms from
an existing vocabulary. In some instances, it is easier to find information about a
particular subject if you know the search terms on beforehand, or can see it in the
context of related information (Bates, 1986). This is an important advantage of
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using controlled vocabularies for information retrieval and stress the importance
of developing the automatic, rule-based categorization techniques.
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Polyrepresentation and Interaction

Ryen W. White
Microsoft Research, Redmond, USA

Abstract. Information seeking is traditionally conducted in environments
whete search results or recommendations are primarily selected and presented
independent of context. The principle of polyrepresentation (Ingwersen, 1994)
suggests that Information Retrieval (IR) systems should provide and use dif-
ferent cognitive structures during acts of communication to reduce the uncer-
tainty associated with interactive IR. This interaction can occur between a user
and a search system or more broadly between people and resources as they
explore document collections. In this paper we describe two research projects,
each strongly related to polyrepresentation and each demonstrating the poten-
tial of polyrepresentation to enhance search interaction. First we describe the
creation and evaluation of content-rich search interfaces that can display mul-
tiple representations of the retrieved documents simultaneously on the results
interface. Then we describe research on leveraging overlap between multiple
contextual sources to boost performance in a Web page recommendation set-

ting, where pages are suggested to users as they navigate the Web.

Introduction

Ingwersen’s theory of polyrepresentation (first published in 1994 and in fully-ex-
panded form in 1996) suggests that overlaps in users’ information needs and over-
laps between document representations can improve information retrieval (IR)
effectiveness. The theory fundamentally altered how the IR community regarded
information redundancy and helped underscore the importance of cognitive pro-
cesses in information seeking. The cognitive structures around which polyrepre-
sentation is based are manifestations of human cognition, reflection or ideas. In
IR they are typically transformations generated by a variety of human actors with
a variety of cognitive origins. Author text, including document titles and their full-text
are representations of cognitive structures intended to be communicated. These
portions of text, have different functional origins; they have the same cognitive origin
but were created in a different way or for a different purpose.

Polyrepresentative theory has been implemented through plausible inference
techniques applied on networks of document representations (Turtle & Croft,
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1990), or across networks of citations where those who cite documents have
unique cognitive structures (Larsen & Ingwersen, 2002). More recently, research-
ers have applied the theory to context modeling (Skov, Larsen & Ingwersen, 2000),
data fusion (Larsen, Ingwersen & Lund, 2009), and geometric retrieval (From-
mholz et al., 2010). While such research has benefit to searchers, more work is
needed to investigate the value of polyrepresentative principles in interactive set-
tings. Belkin and colleagues (1993) established that the polyrepresentative extrac-
tion of information needs is potentially more effective than eliciting the solitary,
isolated query statements gathered by most IR systems. In a similar way, offering
thesauri (Jones et al., 1995) and clarification forms (Kelly et al., 2005) during query
formulation have been shown to lead to more effective query statements.

In this paper, we describe some of our research on leveraging the principles
of polyrepresentation to support more effective search interaction. In particular,
we target two of the theory’s defining elements: overlap between document rep-
resentations and overlap between users’ information needs. We first describe a
polyrepresentative search interface capable of showing multiple representations
of top-ranked search results and a series of studies of this approach with human
participants and user simulations. We then describe a large-scale log-based analysis
of search behavior in which we examined the use of multiple document contexts
for a user on a Web page — task, historic, social, collection, and interaction — and
combinations of these contexts to support user interest modeling in a recommen-
dation setting. Both of the studies described use sources with multiple cognitive
and functional origins, and both studies demonstrate the potential of polyrepre-
sentation for enhancing search- or recommendation-related interaction.

Content-Rich Search Interfaces

Search result presentation plays an important role in influencing search interac-
tion and ultimately, search success. Polyrepresentation suggests that representations
of different cognitive structures should be offered to searchers, and used by them
during their interaction with IR systems. We developed polyrepresentative search
environments comprising multiple representations (or views) on each of the most
highly-ranked Web documents (see White, 2004 for a detailed summary). Many of
the systems we developed monitored user interactions with the elements in those
search interfaces (document representations of differing granularity) and used that
interaction to construct models of user interests through implicit relevance feed-
back. A screenshot of an example search environment is shown in Figure 1. As well
as being represented by their full-text, documents are also represented by a number
of smaller, query-relevant representations, created at retrieval time. These comprise
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the title (2) and a query-biased summary of the document (3) (White, Jose & Ruth-
ven, 2003). A list of sentences extracted from the top-ranked documents retrieved
scored in relation to the query, called Top-Ranking Sentences (TRS), include sentences
from each document (1). Each sentence included in the top-ranking sentence list is
a representation of the document, as is each sentence in the summary (4). Finally,
for each summary sentence there is an associated sentence in the context it occurs in
the document (i.e., with the preceding and following sentence from the full-text) (5).
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Figure 1. Content-rich search interface.

The document representations were arranged in interactive relevance paths (the or-
der of which is denoted by the numbers in Figure 1), and encouraged interaction
with the content of the retrieved document set. We call this approach content-driven
information seeking (CDIS) since it is the content of the retrieved documents that
drives the information-seeking process (White, Jose & Ruthven, 2005). This is in
contrast to query-driven information-seeking, where searchers proactively seek
information through the query they provide. Typically Web-search systems use
lists of document surrogates to present their search results. This forces searchers
to make two steps when assessing document relevance; first assess the surrogate,
then perhaps peruse and assess the document (Paice, 1990). Such systems enforce
a pull information seeking strategy, where searchers are proactive in locating po-
tentially relevant information from within documents. In CDIS, it is the system
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that acts proactively, presenting the searcher with potentially relevant sentences
taken from the document set at retrieval-time. The system uses a push approach,
where potentially useful information is extracted from each document and proac-
tively pushed to the searcher at the results interface. Searchers have to spend less
time /ocating potentially useful information. As the users explore the top-ranked
search results through this interface, the system uses their interaction to make
suggestions about additional query terms that may be appropriate to add to the
original query, or retrieval strategies related to the estimated level of change in
their information needs during the search session. Depending on the amount of
divergence from the original request the system estimated, it would either take no
action, recommend that the user reorder top-ranking sentences extracted from the
top documents, reorder the top-ranked search results, or if the estimated change
in need was sufficient, then re-search the Web.

We performed five user studies on variants of this interface, involving over 150
participants over the course of three years. Fach user study targeted a particular
aspect of the interface, from the use of document representations to facilitate
more effective information access (White, Ruthven & Jose, 2005), to different
amounts of user control over aspects of the search process (relevance indication,
query formulation, and action selection) (White & Ruthven, 2006). The findings
of our research suggested that users found these content-rich interfaces useful for
tasks that were exploratory in nature (i.e., where they needed to gather background
information on a particular topic or gather sufficient information to enable them
to make a decision about the best course of action). However, the interfaces were
not as effective in known-item searches where users had to find a specific piece of
information. In addition, users wanted to retain control over the strategic aspects
of their search such as the decisions to conduct new searches, but were willing
to delegate control for less severe interface actions to the system. A number of
our studies compared this interface with a traditional Web search interface. The
findings showed that searchers benefited from the additional information both in
terms of subjective measures such as task success and more objective measures
such as task completion time.

In addition to the user studies, we also developed simulations of searchers’
interaction behavior with this environment that afforded us greater control over
experimental variables. Simulations provide a way to evaluate systems, interac-
tion metaphors, and suchlike prior to system building. We used these searcher
simulations to select the best performing implicit relevance feedback algorithms
from a set of alternatives (White et al., 2005) and in re-designing the layout of
the interface to maximize implicit relevance feedback performance (White, 20006).
User simulations are a potentially powerful technique for assessing aspects systems
without the need for user studies and prior to large-scale deployment. An alterna-
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tive source of information on system effectiveness are interaction logs that record
users’ interactions with deployed systems. In the next section we describe research
on leveraging log data and reference information (from hyperlinks) to model and
use another important aspect of polyrepresentation: context.

Modeling Context Combinations

A key aspect of the principle of polyrepresentation is the use of agnitive overlap
between multiple contextual elements to strengthen the relevance signal of certain
items. We have studied the use of these overlaps to support more effective model-
ing of user’s short-, medium-, and long-term search interests in a Web page recom-
mendation setting (White, Bailey & Chen, 2009). Although our study is aimed at
providing better Web page recommendations for users engaged in browsing activity,
the findings could also potentially improve the design of context-sensitive search
applications. The situation we addressed was given that a user is on a Web page, ,
predict their future interests using context for that page. We developed user interest
models based on and the five sources of contextual information used in our study.
The sources were chosen based on elements of a nested model of context stratifi-
cation proposed by Ingwersen and Jirvelin (2005). The dimensions of that model
represent the main contextual influences affecting users engaged in information be-
havior: (i) object structures:signs (i.e., discrete units of meaning), page features, and
coghnitive structures (user); (ii) zter-object contexts or structures: between-object relations
such as hyperlinks or citations; (iii) zzzeraction: evidence of interaction behavior during
the search session; (iv) socal, systemic, domain-work task: peer group, retrieval system
(systemic), real work or daily-life tasks; (v) economic techno-, physical-, and societal context:
prevailing infrastructures that influence all elements in the nested model of context,
and; (vi) bistoric: the experiences of the cognitive actor (user) that affect how they
perceive and interpret situations. The context stratification is illustrated in Figure 2,
with the user at a given Web page, at the core of the model, and with the dimensions
used in our study underlined and shown in boldface. The dimensions not chosen
(e.g., intra-object structures, signs, and emotions) could not accurately be modeled in
a log-based study since we lacked access to Web page content (only their URLs), the
user’s cognitive and affective state at session time, or infrastructure details.
Understanding which sources and source combinations best predict future user in-
terests is critical for the development of effective Web page recommendation methods.
We studied the value of the current page and five distinct context sources in predicting
future interests at different temporal granularities. The contexts were interpreted given
the log and link data available in our study as: (i) zteraction: recent interaction behavior
preceding the current Web page; (ii) colection: pages with hyperlinks to the current page;
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(iii) Zask: pages related to the current page by sharing the same search engine queries;
(iv) historic: the long-term interests for the current user, and; (v) soca/: the combined in-
terests of other users that also visit the current page. This was the first study to system-
atically assess contextual variants for user interest modeling. Interests were modeled as
a distribution of Open Directory Project (ODP, dmoz.org) category labels. Perhaps
more interestingly from a polyrepresentative perspective, we also studied the use of
overlap between multiple sources as a stronger source of contextual signal.

"'\‘ E : h
Historic (user) conomic techno-

physical- and societal
1 (infra-structures)

" Interaction (u):
4 I

560i3| (u,) " Inter-object (u,)
— t)
Systemic, h
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Conceptfual, . Intra-object
Emotional 1 structures
- | (user & uy)

. User at Web page u,

Figure 2. The nested model of context stratification for information seeking and retrieval
(based on Ingwersen and Jirvelin, 2005).

The findings from our study suggested that: interaction context most accurately pre-
dicts short-term future interests (within the next hour), Zask context most accurately
predicts medium-term interests (within the next day), and historic context most ac-
curately predicts long-term future interests (within the next week). We also system-
atically varied the combinations of contexts used, such that over 50 context com-
binations were tested. We selected the ODP category labels and their respective
frequencies for labels that appeared in all relevant interest models; giving us the overlap
between context sources. The findings of our analysis show that using a combina-
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tion of multiple context sources leads to more accurate future predictions in the
short-, medium-, and long-term. For each time duration, there exists at least one
context combination that significantly outperforms all contexts in isolation; this
supports the principle of polyrepresentation. In addition, our findings demon-
strate that certain contexts are required to obtain high prediction accuracy (current
page and #nteraction context in short-term predictions, zask context in medium-term
predictions, and social context and historic context in long-term predictions).

Conclusions and Future Directions

It is clear that Ingwersen’s seminal work on polyrepresentation has inspired a sig-
nificant amount of information-seeking research. In this paper we have summa-
rized some of our work on leveraging the principles of polyrepresentation in the
design and evaluation of search and recommendation systems. The breadth of the
research described emphasizes the range of research areas and application domains
that can benefit from extant and future polyrepresentation research. To realize the
potential of polyrepresentation, more research is needed on ways to more com-
pletely model it in IR, on evaluation methodologies capable of measuring the po-
tential benefit of polyrepresentative search interfaces prior to costly development
and deployment, and on tools to elicit polyrepresentative representations of infor-
mation needs from searchers either explicitly or implicitly. Of particular interest to
us is how log data on existing search interfaces can be leveraged to build accurate
simulations of peoples’ search behavior that can be useful for evaluating aspects
of new polyrepresentative search interfaces in the formative stages of their design.
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Information Retrieval and Chemoinformatics:
Is there a Bibliometric Link?

Peter Willett
University of Sheffield, Sheffield, United Kingdom

Abstract. There are obvious links between the database processing required
for information retrieval (IR) and for chemoinformatics, and this might have
been expected to result in a fair degree of cross-citation between the Journal
of Chemical Information and Modeling, the core journal for chemoinformatics,
and leading IR journals. While this was true in the eatly days of chemoinfor-
matics, current IR researchers would appear to take no account of develop-

ments in chemoinformatics, ot vice versa.

Keywords: Chemoinformatics, Database searching, Information retrieval.

1. Introduction

I first made Peter Ingwersen’s acquaintance when attending the annual ACM SI-
GIR (for Special Interest Group on Information Retrieval) conferences entitled
Research and Development in Information Retrieval, and we subsequently worked
together on many occasions as members of the conference organising or pro-
gramme committees. The conferences have always included a series of workshops
and seminars. For several years, Peter and I collaborated on a seminar that provided
an introduction to information retrieval (hereafter IR) for those delegates new to
the field, he covering the cognitive aspects of information retrieval whilst I covered
the more computational aspects of the subject. Much of the material presented in
these enjoyable sessions was included in a subsequent review [1]. A further recollec-
tion from SIGIR days is the 1992 conference. This was held in Copenhagen during
the closing stages of that year’s European Football Cup, with the conference dinner
coinciding with the competition final. Fach course of the dinner was accompanied
by an update from Peter on the progress of the match, the last of which was suit-
ably celebratory as Denmark won 2-0 against the Cup favourites, Germany.
Whilst being heavily involved in IR during the early part of my career, I had
also developed strong interests in chemoinformatics (vide infra) and my research
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efforts became increasingly focused in the latter area, with the result that I ceased
to be active in IR by the late Nineties. I do, however, maintain a watching brief
since I believe that there are links — actual or potential — between some aspects of
IR and some aspects of chemoinformatics. In this note, I shall explore the extent
of these links, both from my personal viewpoint as a researcher and from a bib-
liometric viewpoint as evidenced by a brief inspection of the citation linkages that
exist between the literatures of the two subjects.

2. Chemoinformatics

Contributors to this festschrift will be familiar with IR, but chemoinformatics
is probably much less familiar, so I shall begin with a brief introduction to the
subject before assessing the extent of its overlap with IR |2, 3].

Chemoinformatics has as its principal focus the processing of information
about the structures of chemical molecules, in much the same way as bioinfor-
matics focuses on the sequences and structures of biological macromolecules,
and many of the techniques that have been developed reflect the very close
relationship that chemoinformatics has with the pharmaceutical industry. Thus,
much work over the years has focused on the specific task of identifying novel
molecules with biological activities that address therapeutic needs, e.g., lowering
blood pressure or cholesterol levels, shrinking specific types of tumour, or al-
leviating the effects of stomach ulcers. Typical chemoinformatics applications
include methods for: searching databases of molecules and databases of reac-
tions; deducing statistical relationships between the structures of molecules and
their chemical and biological properties; suggesting novel chemical syntheses;
predicting the shape and the thermodynamic stability of molecules; designing
cost-effective biological testing strategies; exploring the interactions between a
potential drug and a biological receptor site; and deducing the identity of an un-
known molecule from its spectrum, znter alia [4, 5]. While many of these topics
have a strong chemical and/or biological focus that is far removed from even
the broadest definition of IR, there are substantial similarities in the methods
that are used for database searching, as I shall now exemplify.

Text databases can be queried in three ways: an exact match search for a specific
document; a partial match search for all those documents containing a Boolean
combination of search terms; and a best match search for those documents that
are most similar to the query statement. Current chemoinformatics systems pro-
vide the same three modes of access to chemical databases, some of which contain
millions or even tens of millions of different molecules. Searches can hence be
carried out for specific molecules, for all molecules containing some particular sub-
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structural pattern (e.g., a benzodiazepine ring system), or for those molecules most
similar to a given molecule (e.g., molecules structurally related to an existing drug).

Molecules are stored in a chemical database as labelled graphs, in which the
nodes and edges of a graph are used to denote the atoms and bonds of a mol-
ecule (or the atoms and inter-atomic distances when representing a 3D molecule),
and graph representations are used for many applications in chemoinformatics.
However, while graphs provide an exact representation of molecular topology,
many of the search algorithms for processing graphs have running times that are
factorial in the numbers of atoms involved. Extensive use is hence made (either as
an alternative or as a complement) of a simpler representation in which each mol-
ecule is represented by a binary string, called a ‘fingerprint’, that encodes the pres-
ence or absence of a few hundreds of substructural fragments in a data structure
that is analogous to the manner in which a text signature describes the presence
of words in a document. The fragments encoded in a fingerprint hence provide a
summary representation of a molecule’s structure in just the same way as a few se-
lected keywords provide a summary representation of the full text of a document.

At the heart of IR is the ability to identify those few molecules in a database
that are relevant to a user’s query. In just the same way as a document is relevant
or non-relevant to a query, so a molecule is either active or inactive in some
particular biological test, and identifying molecules with a given activity is one
of the principal functions of chemoinformatics systems. The performance of
chemical searching methods can hence be evaluated using performance mea-
sures that mirror closely those used to evaluate the effectiveness of IR systems
[6]. Moreover, in just the same way as the IR community has made use of test-
collections ever since the early Cranfield experiments almost a half-century ago,
so the chemoinformatics community has recently started to use analogous da-
tasets containing sets of molecules that are known to be active or inactive in a
biological test. For example, the National Cancer Institute distributes a database
of circa 40K molecules that have been tested for HIV-1 activity as part of the US
government’s anti-AIDS programme.

A final area of commonality is the fact that the well-known Cluster Hypothesis,
which states that similar documents tend to be relevant to the same requests and
which underlies the use of clustering methods in IR [7, 8], has a direct equivalent in
chemoinformatics. This is the Similar Property Principle [9], which states that similar
molecules tend to exhibit the same biological properties. The equivalence means that
just as there has been much interest in IR in identifying groups of similar molecules
using the methods of cluster analysis, so there have been extensive studies (and sub-
stantial industrial applications) of methods for grouping similar molecules; indeed,
my group’s extensive work on the clustering of chemical databases [10] was driven
in large part by eatlier studies of the use of such techniques in the IR context [8].
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The similarities that I have noted mean that many approaches that are applicable
in the IR context are also potentially applicable in chemoinformatics, and vice versa.
Thus, in a paper published in 2000, I summarised work in Sheffield on chemical
applications of data fusion, of relevance feedback weights and of Zipfian word-
frequency distributions, and on an IR application of work on measures of chemi-
cal similarity [11]. I argued than, and continue to believe now;, that the two research
communities have much to learn from each other: in the remainder of this note I
report a small-scale bibliometric study that seeks to ascertain whether this belief is
shared by others in the two communities.

3. Citation Links

Material on chemoinformatics is scattered very broadly across the chemical lit-
erature, as might be expected given the central role that the computer plays in
any modern-day scientific discipline. However, a recent bibliometric analysis [12]
showed that the subject’s core literature comprises just four journals: the Journal
of Chemical Information and Modeling, the Journal of Computer-Aided Molecular Design,
the Journal of Molecular Graphics and Modelling, and OSAR & Combinatorial Science.
Of these, the first journal is by far the most important and I have hence
investigated the extent to which there are citation links between it and five of
the key periodicals in IR, specifically the Annnal Review of Information Science and

Citin, e
Articles S5 ARIST  IPM JASIST D JIS citing
articles .
articles
JCD 900 2139 69 33 96 34 27 12.1
JCICS 3432 25524 43 30 46 16 34 0.7
JCIM 1320 5251 2 0 0 0 0 0.0

Table 1. Citations from IR journals to the Journal of Chemical Information and Modeling

% of citing

Articles  Citing articles JCD JCICS JCIM articles
ARIST 525 3423 4 16 6 0.8
IPM 3124 12336 16 56 5 0.6
JASIST 5553 21176 105 70 10 0.9
JD 3577 7985 16 8 0 0.3
JIS 1939 5510 0 34 4 0.7

Table 2. Citations to IR journals from the Journal of Chemical Information and Modeling
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Technology (ARIST), Information Processing and Management (IPM), the Journal of of
the American Society for Information Science and Technology (JASIST), the Journal of
Documentation (JD), and the Journal of Information Science (J1S).

The Journal of Chemical Information and Modeling celebrates its 50™ anniversary in
2010: it started life in 1961 as the Journal of Chemical Documentation, became the Jour-
nal of Chemical Information and Computer Sciences in 1975, and adopted its current title
in 2005; for brevity, these three names will be referred to as JCD, JCICS and JCIM
respectively in what follows, with the Journal of Chemical Information and Modeling (or
just ‘the journal’) referring to the journal as a whole. Citation searches were carried
out in May 2010 using the Web of Science (Scence Citation Index Expanded, Social
Sciences Citation Index, Arts and Humanities Citation Index and Conference Proceedings
Citation Index - Science), and the results are summarized in Tables 1 and 2.

For each of the three parts of Journal of Chemical Information and Modeling, Table
1 lists the number of articles published in the journal, the total number of articles
that cited the journal, and then the numbers of articles that cited the journal in
ARIST, IPM, JASIST, JD and ]IS, with the final column listing the percentages
of the citations to the journal that appeared in the five IR periodicals. The reader
should note that ‘article’ here is taken to include all forms of item published in
the journal, including not just articles as such but also reviews, editorial material
etc. Table 2 contains the analogous data for the searches in the reverse direction,
L.e., citations from the Journal of Chemical Information and Modeling to the five IR pe-
tiodicals. The citation counts for the five IR periodicals include citations to/from
previous manifestations of these periodicals: IPM was formerly Information Storage
and Retrieval, J[ASIS'T was formerly American Documentation and then Journal of the
American Society for Information Science; and [LS was formerly the Information Scientist.

We consider first the citations to the Journal of Chemical Information and Modeling
in Table 1. For the citations to JCD (first row of Table 1), the five IR periodicals
are at positions 2 (JASIST), 3 (ARIST), 4 (JD), 12 (IPM) and 14 (JIS) when the
periodicals are ranked in decreasing order of numbers of citations to JCD. The
journal has thus been highly cited in the IR literature, and inspection of this
ranked list reveals other well-known LIS publications at positions 5 (Nawuchno-
Tekhnicheskaya Informatsiya Seriya 2-Informatsionnye Protsessy 1 Sistenry), 6 (Special Li-
braries), 8 (Nachrichten fur Dokumentation) and 16 (Aslib Proceedings). 1t is hence clear
that the library and information science (LIS) community was well aware of che-
moinformatics at this early stage of its development (although the subject was
not known by that name till the late Nineties |2, 12]). Indeed, the final column of
Table 1 shows that almost one-eighth of all the citations to JCD appeared in the
five IR periodicals. A very different picture is revealed when we consider the cita-
tions to JCICS and JCIM. There are notably fewer citations to JCICS than there
were to JCD: the highest-ranked IR publication, [ASIST (and its predecessors),
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is at position 75 in the ranked list and the other journals are ranked even lower.
There has hence been a massive diminution in the importance attached by the IR
community to research in chemoinformatics (although some part of this relative
decrease is undoubtedly due to the much increased recognition of chemoinfor-
matics by the larger chemical community, as evidenced by the very many chemi-
cal journals citing JCICS). The situation is still starker with JCIM, which appears
to have been totally ignored by researchers in IR with the sole exception of two
citations from ARIST. The much greater number of IR (and LIS more generally)
citations to JCD than to JCICS is particularly noteworthy given the much smaller
number of articles available for citing in the former: 900 articles spread over 14
volumes for JCD as against 3432 articles over 30 volumes for JCICS.

A rather less extreme change over time is observed when we consider the cita-
tions from the journal to the five IR periodicals, as detailed in Table 2. All of these
periodicals are cited to some extent, with [ASIST being by far the most popular
source with Journal of Chemical Information and Modeling authors; however, citations
from the journal account for less than one-percent of the total citations for all of
the five IR periodicals. In all, the 900 JCD articles contained 141 citations to these
periodicals; the corresponding figures for JCICS and JCIM are 3432 articles and
184 citations, and 1320 articles and 25 citations, respectively. A comparison of the
JCD and JCICS figures suggest that the chemoinformatics community took rather
less account of IR research than they did in the early days of the subject; however,
the drop-off in communication between the two research communities is less
marked than in Table 1, and there is evidence for at least some continuing interest
in the subject as reflected in the 25 citations from JCIM.

Inspection of the IR articles citing the journal or wice versa provides some
insights to the reasons for citing. Chemistry has always been one of the most
information-rich disciplines, and it has thus traditionally been in the vanguard
of those seeking to apply technological developments to information processing
functions, such as abstracting and indexing, database creation, and online search-
ing znter alia. This has been the case not just with Chemical Abstracts Service, the
principal bibliographical database system for the chemical sciences, but also with
companies in the pharmaceutical and related industries, and academic chemical
librarians. Thus, many of the early citations to JCD related to the pioneering
attempts to computerize information functions that were then being made in
chemistry and that would subsequently be applied in other subject domains, i.e.,
these developments were of interest not only to chemical information special-
ists but also to the LIS community more generally. As chemoinformatics has
developed, the journal’s articles have demonstrated a steady trend away from tra-
ditional chemical documentation and towards topics that are much more closely
related to drug discovery and computer science. Thus, each issue of JCIM now
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contains five sections entitled Chemical; Information, Computational Chemistry,
Computational Biochemistry, Pharmaceutical Modeling, and Bioinformatics: of
these, only the first is likely to be of much interest to the IR community.

Analysis of the citing authors shows that there have been just five authors who
have cited the Journal of Chemical Information and Modeling five or more times in ar-
ticles published in the five IR periodicals; remarkably, no less than three of these
are associated with the author’s academic department. Thus, in decreasing order
of number of citations these authors are: myself; Michael Lynch, now an Emeritus
Professor of the department; David Bawden, previously a research student here
but now Professor at the City University Department of Information Science
in London; Timothy Craven, whose work on nested phrase indexing was closely
related to early studies of articulated subject indexing carried out by Chemical
Abstracts Service; and Gene Garfield, the founder not only of the world’s citation
indices but also of Index Chemicus, one of the first databases in synthetic organic
chemistry. Willett, Lynch and Garfield are also amongst the five most frequent cit-
ers from the journal to the IR literature: the other two are John Barnard, another
Sheffield research student and subsequently the founder of a chemical software
company, and Charles Bernier, who worked at Chemical Abstracts Service in the
early days of their computerization programme before moving to the School of
Library and Information Science at the State University of New York. The pool
of authors who cite across the two literatures is hence extremely limited.

4. Conclusions

The bibliometric data shows clearly that the IR research community (as exempli-
fied by the authors of articles in our five chosen IR periodicals) was well aware of
chemoinformatics when that subject first emerged, but that this awareness subse-
quently decreased to the extent that there is almost no current interest in it. At the
same time, although to a lesser extent, there is reduced take-up of IR research by
the chemoinformatics community (as exemplified by the authors of articles in the
Journal of Chemical Information and Modeling).

It is sincerely to be hoped that this situation changes: that it should change
is demonstrated by two current areas of interest. One of the most important
research areas in chemoinformatics is that of ‘virtual screening’ [13, 14]: the
ranking of a database of previously untested molecules in order of decreasing
probability of activity, so that synthesis and biological testing can be focused on
those few molecules that are most likely to exhibit the activity of interest. The
analogy to IR models that rank documents in order of decreasing probability of
relevance is obvious, and there have been a very small number of chemoinfor-
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matics studies that have applied IR techniques to the virtual screening context.
Examples include the use of fingerprint weighting schemes that are based on
probabilistic relevance weighting [15] and the use of rankings based on Bayes-
ian inference networks [16]. However, the work to date has been limited and the
wealth of IR models now available suggests that others might also be applicable
in the chemoinformatics domain. Conversely, there is much current interest in IR
in the concept of ‘diversity’, i.e., the identification of subsets of a search output
that relate to the same topic or sub-topic [17, 18]; use could surely be made of
the extensive chemoinformatics studies of molecular diversity analysis that have
been carried out on methods for choosing structurally diverse sets of molecules
[19, 20]. There are doubtless other areas that would profit by taking account of
work done elsewhere.

In conclusion, there have been strong links between chemoinformatics and IR
in the past: it is to be hoped that this starts to be the case again so that each subject
can profit from future research developments in the other.
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The WIF of Peter Ingwersen’s website

Judit Bar-Ilan

Bar-Tlan University, Israel

Abstract: Peter Ingwersen was among the first to apply bibliometric mea-
sures to the Web. In a seminal paper in 1998 [1], Peter defined the Web Im-
pact Factor, the Web parallel of the well-known Journal Impact Factor. In
this short paper in honor of Peter we study the Web Impact Factor of Peter’s
website, http://www.db.dk/pi/. In addition, we also introduce a new h-type

index for websites, and compute it for Peter Ingwersen’s website.

1 Introduction

When I was invited to contribute to this festschrift, it was clear to me that I was
going to write something about the Web Impact Factor (WIF). Peter contributed
to information science in a number of areas, but for me his most significant con-
tribution was the simple and elegant definition of the Web Impact Factor. He is
one of the pioneers of webometrics, and with this seminal paper he helped to
establish this new subfield of informetrics.

Probably the first paper applying bibliometric methods to the Web was pub-
lished by Ray Larson in 1996 [2], where he applied co-citation analysis methods
to websites. Other early webometric publications included the Almind and In-
gwersen [3] paper, where the term “webometrics” was coined, an early paper by
Ronald Rousseau on Ssitations’ [4], my paper analyzing the growth characteristics
of messages in Usenet newsgroups [5] and a paper studying forms of mention on
the Web by Blaise Cronin and colleagues [6]. The WIF was quickly picked up by
Alistair Smith [7] and Mike Thelwall [8, 9]. Mike Thelwall further developed the
WIF concept in a number of papers, e.g. [10, 11].

2 Terminology

Webometrics, in the Almind and Ingwersen paper [3] is defined as “research of all
network-based communication using informetric or other quantitative measures”
(p-404). In a later paper, Bjorneborn and Ingwersen [12] limit the term “webomet-
rics” to “[tlhe study of the quantitative aspects of the construction and use of
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information resources, structures and technologies on the Web drawing on biblio-
metric and informetric approaches” (p. 1217), and use the term “cybermetrics” for
studying the quantitative aspects of the whole Internet drawing on informetrics
methods. In spite of the suggested change of terminology, the term webometrics
is still often used in place of cybermetrics.

The WIF also has several different definitions. Peter Ingwersen defined three
versions of it in his original paper, and Mike Thelwall proposed later on several
variants, e.g; the Research WIF [10]. The definitions proposed by Ingwersen were
WIFE, external-WIF and self-link WIF, where the WIF of a site, s is:

WIF(s) = # web pages that link at least once to a page in s 0

# web pages in s

For the external WIF, only those pages not belonging to the given site with links
to the given site are counted, and self-link WIF takes into account link pages
only from within the site. Because internal links are often used for navigational
purposes, the external WIF is probably the best measure among the three for
evaluating the visibility of a website. In the following we will calculate the exter-
nal WIF of Peter Ingwersen’s website (http://www.db.dk/pi/) and analyze some
characteristics of the linking webpages.

Seemingly, nowadays informetric papers “must” include some version of the
h-index as well [13]. We shall develop an h-index for single sites along the lines
of Schubert’s h-index for single papers [14], where the b-index of a paper, p, is
defined as

h(p) = max, 3 ) citing papers of p that received / citations or more. 2

Thus, the hw-index of a web site s is defined by us as:

3 4 pages with links to pages of s such that each such

h(s) = max, page has / or more pages linking to it 3)

3 Data collection

Link data was collected by the Yahoo! Siteexplorer application (http://siteexplorer.
search.yahoo.com/) on May 8, 2010. All linking pages were downloaded in order
to allow further analysis. In addition, for each linking page we recorded the number
of pages linking to it, again using Yahoo!’s Siteexplorer. All the data were collected
on May 8, 2010. For the pages linking to Peter Ingwersen’s webiste, all links whether
external or internal to the domain on which the linking page resides were counted.
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4 The WIF of the site

Here we compute the external WIF for Peter Ingwersen’s website. The website is
small, it is comprised of two pages only: http://www.db.dk/pi/ and http://www.
db.dk/pi/iti/ only. Thus the denominator for the WIF computation is 2. The
number of pages with inlinks to one of these two pages that were identified by
the Yahoo! Siteexplorer on May 8, 2010. Note, that it is of importance to state the
exact date of the data collections, since there are slight fluctuations in the number
of inlinks reported by Yahoo! [15].

Altogether 197 linking pages were identified, 131 external links to http://www.
db.dk/pi/ and 86 links to http://www.db.dk/pi/iti/. There were 20 pages with
links to both pages of the site. Thus the external-WIEF of Peter’s website is 98.5.
If we compare this value to the values reported in the original Ingwersen paper
on the WIF [1], this value is considerably higher than all of the values reported
(the highest WIF in the original paper was 51 for the website of the journal Na-
ture. This comparison is at most of anecdotal value, since it is not reasonable to
compare WIF values that were calculated in 1998 with those calculated in 2010. As
of May 25, 2010, the number of pages with external inlinks to www.nature.com
is 2,480,587, while the reported size of the website is 3,599,788, thus the current
external WIF of Nature is 0.69.

The top-level domains and the hosts occurring more than 3 times among the
linking pages are listed in Tables 1 and 2 respectively. Interesting to note the large
number of inlinks coming from blogs.

Country or top level domain Country or top level code Number of linking pages
.com com 38
Denmark dk 28
Germany de 24
.org org 20
Finland A 16
.edu edu 13
.net net 10
Argentina .ar 7
Czech Republic cz 7
Spain .es 6
UK .uk 6

Table 1. Top-level and conntry domains occuring more than 3 times
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Nr. of

Domain linking  Domain details
pages

www.db.dk 11 Royal School of Library and Information Science

wwwsoegning.dk 11 Danish portal/scarch engine

www.bibliomettia.com 8 Spanish blog on bibliometrics

www.abo.fi 7 Abo Akademi University, Finland

comminfo.rutgers.edu 6 Rutgers, School of Communication and Information
Blog of a Spanish speaking community of professionals

www.cadius.org 6 from the fields of interaction design, usability and infor-
mation architecture

invisibleweblogblogspot.com 5 .Yazdan Mansou.riat.l'-s blog about the Invisible Web and
information availability on the Web

community.livejournal.com 4 Document retrieval blog in Russian

hosting.zkm.de ICIE website — an academic website on information ethics

library2pointoh.fi Library 2.0 blog from Abo Akademi

wwwi.ikaros.cz 4 Tkaros, Czech electronic magazine on the information society

Table 2. Hosts of the linking pages occurring more than 3 times

5 The Web kindex of the site

Peter’s website has an hw-index of 32, which sounds highly respectable, but be-
cause we do not have comparative data from websites of other information scien-
tists, it is difficult to say whether this number is high or low. Again, the prominence
of blogging sites is very high. Table 3 displays the 32 pages “responsible” for the
hw-index of the site. Note that probably Yahoo! Siteexplorer ignores the charac-
ters following the ? sign in the URLs, thus three pages from cadius.org appear in
the list with exactly the same number of linking pages.

6 Conclusion

In this short paper we calculated the WIF and the newly introduced hw-index of
Peter’s website. The applicability of the sz-index should be further studied.
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# of linking

URL —— Page type
http://invisibleweblog.blogspot.com/2005_11_01_archive.html 908 blog
http://irsweb.blogspot.com/2005_02_01_atchive.html 780 blog
http:/ /www.cadius.org/weblog/index.php?cat=46 413 blog
http:/ /www.cadius.org/weblog/index.php?cat=40 413 blog
http:/ /www.cadius.org/weblog/index.php?cat=58 413 blog
http:/ /www.cadius.org/weblog/index.php?cat=50 413 blog
http:/ /www.cadius.org/weblog/index.php?m=200502 412 blog
http:/ /www.bibliometria.com/enlaces 307 blog
http://nouruzi.persianblog.ir/1385/2/ 253 blog
http://tati.sappho.net/?m=200503 250 blog
http://en.wikipedia.org/wiki/Human%E2%80%93computer_ o
information_retrieval 186 wiki
http:/ /www.scit.wlv.ac.uk/~cm1993/mycv.html 171 personal page
http:// \ywwhuomgh.com /Search-Engines/Algorithm-Matters/ 157 blog
SEO-Higher-learning.html

1;;;;} /e i S\xer;xlfw:lj.elilei)liﬁlnk.unl—tner.de /~ley/db/indices/a-tree/i/ 155 database
http:/ /www-csli.stanford.edu/~hintich/information-retrieval html 140 resource list
http://library2pointoh.fi/ 138 blog
http://masao.jpn.org/d/2006-06.html 132 blog
http://icie.zkm.de/join 117 otganization
http:/ /www.webindicators.org/ 95 project
http:/ /www.sigit.org/resources.html 91 resource list
http:/ /weblog.ib.hu-betlin.de/?Pm=200410 63 blog
http://comminfo.rutgers.edu/component/option,com_ 2 course
courses/task,view/sch,17/cur,610/num,551/Itemid,54/

http:/ /www.db.dk/blar 55 personal page
http:/ /vistoyleido.blogspot.com/2004_10_01_archive.html 44 blog
http://bido.blogspot.com/2004_08_01_archive.html 42 blog
http://ketabnama.blogfa.com/8503.aspx 41 resource list
http://ketabnama.blogfa.com/cat-19.aspx 41 resource list
http://library2pointoh.fi/2009/05/30/library-20-emancipated/ 40 blog
http://academic.research.microsoft.com/Author/50345.aspx 38 database
http://library2pointoh.fi/2009/05/ 36 blog
tlrtets / { // Isrlllgn\:eti?ri%rer?e?igth—aachen.de /dblp/db/indices/a- 35 database
http://ir.dcs.gmul.ac.uk/index.phproption=com_content&task P resource st

=view&id=23&Itemid=44

Table 3. The link pages contributing to the hw-index
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Web Impact Factors - A Significant Contribution
to Webometric Research

Kim Holmberg
Abo Akademi University, Abo, Finland

Abstract. Ingwersen (1998) developed the Web Impact Factor as a measure
of impact or visibility of websites. After that several researchers have tested
the idea in various contexts and developed new versions of Web Impact Fac-
tors. Different Web Impact Factors have not proven to be as accurate or as
useful as the early studies had hoped. Yet the significance of the seminal
paper on Web Impact Factors by Ingwersen (1998) was great for webometric
research. Webometric research can in fact be said to have started with Ingw-
ersen (1998) and the Web Impact Factor. This chapter reviews earlier research
on Web Impact Factors and discusses the usefulness of them and the impact

the invention of Web Impact Factors had on webometric research.

1 Introduction

Roughly at the same time Brin and Page (1998), Kleinberg (1999) and Ingwersen
(1998) all published their papers on methods to quantitatively measure the web and
all papers used hyperlinks as a data source. Brin and Page’ (1998) paper became
to be the backbone of search engine Google, while Kleinberg (1999) presented an
alternative way of using hyperlinks to rank results in search engines. Both papers
showed a method to rank websites according to their assumed relevance or impact
by counting hyperlinks. Ingwersen (1998) took another approach and showed a
method to measure the impact or visibility of websites or areas of the web.

Ingwersen’s (1998) Web Impact Factors (WIF) are closely related to Journal
Impact Factors. The Journal Impact Factor is the ratio of citations to a journal di-
vided by the number of articles in that journal over certain specified time periods
(Garfield, 2005), while WIFs are calculated by dividing the number of inlinks to
a certain website with the number of pages on the website. Later, other versions
of WIFs such as using the number of staff as denominator (Thelwall, 2002a), has
also been introduced and tested in various settings.

Scientific journals that receive more citations to fewer articles are considered
to be high impact journals and publishing in them is usually seen as more valuable
than publishing in low impact journals. The Web Impact Factor builds on the same
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idea and looks at hyperlinks technically as citations or recognitions between differ-
ent websites or different web pages and it was therefore thought to be a measure
of impact or the relative visibility a website had on the web (Ingwersen, 1998). A
WIF measures the relative visibility of a website by showing how many inlinks a
single web page, a website or an area of the web receives. A higher WIF would
mean that the site is receiving more inlinks with fewer pages, or attracting more
inlinks with less effort. Using WIFs different websites could be compared and the
high impact websites or those with greatest influence could be discovered.

2 Use of Web Impact Factors

Ingwersen (1998) defined three different types of Web Impact Factors: internal
WIE, external WIF and overall WIE. In the internal WIF only internal hyperlinks
within a website are used as the denominator, while all external hyperlinks are
used as the denominator for the external WIFE. The overall WIF combines both
of these hyperlink counts and uses all inlinks. Smith (1999b) argued that external
inlinks are the most indicative ones when counting Web Impact Factors, because
internal hyperlinks within a website are often navigational hyperlinks. The idea
was that external links could be used to measure a website’s impact or relative
visibility compared with other websites, while internal links are usually made be-
cause of some web design decisions and may therefore not indicate visibility.
However, both inlinks and outlinks have been suggested to be useful measures
of different features of websites or areas of the web. Following the ideas in the
seminal paper by Ingwersen (1998), Chu, He and Thelwall (2002) stated that
inlinks could be used as a measure of visibility and outlinks could be used as a
measure of luminosity of websites.

Because of the technical similarities between citations and hyperlinks and be-
tween Journal Impact Factors and Web Impact Factors, many researchers have tried
to find correlations between hyperlinks and research productivity or performance.
Thomas and Willett (2000) investigated link counts and research performance at
department level of universities but did not find any significant correlation. This
suggested to the authors that webometric research methods were not accurate
enough to be used at the low individual department level. There may be a lot of
noise in the link data (e.g. dead links, links in link lists, etc), which for larger data
sets would not have as great impact as for smaller data sets. In smaller data sets the
noise could skew the data significantly and result in inaccurate results. Both Smith
(1999b) and Ingwersen (1998) suggested earlier that Web Impact Factors may be
more reliable and useful when applied on larger organizations’” websites or larger
portions of the web, as the results from smaller units may not be as reliable.
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Web Impact Factors have been used to study Australasian web structures (Smith,
1999a) and significant correlations have been discovered between link counts and
research ratings in universities in the UK and Australia (Smith & Thelwall, 2002;
Thelwall, 2001a; 2002c). In the UK Web Impact Factors calculated from different
sources (links from pages on .edu, .ac.uk, .uk domains and the entire web) have
been found to correlate with research ratings (Thelwall, 2002b). Methods for data
collection developed and improved over time and later Li, Thelwall, Musgrove and
Wilkinson (2003) found that in contrast to Thomas and Willett (2000) hyperlink
counts at a lower, departmental level correlated with research ratings. The results
showed that hyperlink counts can reflect research at the lower departmental level.

Researchers have also developed new variations and modifications of the orig-
inal Web Impact Factors. Thelwall (2001a) used four different versions of the
Web Impact Factor and showed that the WII delivering the best correlation be-
tween link counts and research ratings was the one where links to research related
pages and faculty numbers was used. With the tools available filtering research
related pages from all the other pages collected may however not be very cost-
effective. Another modification, used mainly in studies about the impact of aca-
demic websites, was to divide the external links with the number of fulltime staff
at the target university (Thelwall, 2002a). Using the number of fulltime staff was
thought to give a better indicator of the size of the university than the number
of web pages. After all, some web design decisions can have a huge impact on the
amount of pages a university has. Li, Thelwall, Musgrove and Wilkinson (2003)
also found that WIFs calculated with the number of staff correlated significantly
with research ratings in the UK.

Thelwall (2003b) developed two new metrics based on the Web Impact Factor
(Ingwersen, 1998). These were Web Use Factor (WUF) and Web Connectivity
Factor (WCF). Instead of using the inlink counts, Web Use Factor uses outlink
counts and divides these with the fulltime staff of the organization, which were
universities in this case. The Web Use Factor measures to what extent links are
created out from the university or, in other words, to what extent the Web is used
by university staff. The Web Connectivity Factor is calculated by dividing the
total number of interlinking links between pairs of universities with the number
of fulltime staff. The Web Connectivity Factor should therefore be high for uni-
versities that both use and provide more information on the Web (i.e. create and
receive many links). Both metrics were found to correlate with research produc-
tivity at the institutional level.

Later researchers turned their focus on the motivations for creating hyperlinks
(e.g. Thelwall, 2002d; 2003a) and because of the scarcity of links to academic pa-
pers both Thelwall (2003b) and Li (2003) suggests that the WIF is measuring the
reputations of universities and scholars rather than quality of their research publi-
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cations. Studies on linking motivations showed how varied the reasons for creating
links were and how only a portion of the motivations were related to research or
quality of the research at the target universities.

WIFs have also been calculated for some special case of websites, e.g. munici-
pal websites (Holmberg, 2009). Holmberg (2009) calculated different WIFs using
a) external inlinks and b) interlinking links between municipalities and dividing
them with the 1) number of web pages a municipal website had and with the 2)
number of population. These measures were based on the traditional WIF by
Ingwersen (1998) and the WIF used by Thelwall (2002a). The motivations for
creating the two different types of links were assumed to be different and hence
the different WIFs were hypothesized to show different tendencies and measure
different aspects of the municipal websites, but all the calculated WIFs showed
the same tendency, that smaller municipalities had higher WIFs. As the majority
of the inlinks to the municipalities came from link lists of various lengths, it had
to be assumed that the municipal websites would have received these links no
matter how large or small their websites were. As all the researched municipalities
received a certain amount of inlinks, smaller websites simply had higher WIFs be-
cause smaller municipalities had smaller websites. Therefore it was concluded that
WIFs calculated for municipal websites are foremost indicators of the size of the
municipalities and their websites, not quality or value of their websites or activities.

3 Usefulness of Web Impact Factors

Earlier research has not been able to produce very consequent or useful results from
Web Impact Factors, which has caused some criticism against the reliability and use-
fulness of WIFs. The criticism mainly derives from the data collection methods us-
ing search engines. Citation counts and impact factors can be manipulated (Gorman,
2005), just like results of search engines, and that is one of the reasons why the use
of search engines to collect link data for Web Impact Factor calculations has been
questioned (Bar-1Ilan, 2002). Search engines also do not cover the whole Web, search
engines are biased (Mowshowitz & Kawaguchi, 2002; 2005) and they may be quite
easily manipulated (Schwartz, 1998). It is even possible that search engines censor
the results (Goldsmith & Wu, 2008). Also, while Journal Impact Factors cover cita-
tions made at one point in time to articles made at another point in time, WIFs give
a snapshot of a single moment of the search engines database, which may explain
why some eatlier research about WIFs have in some cases come to different results.
Thelwall (2000) concludes that the coverage of search engines is so uneven that us-
ing them in Web Impact Factor calculations may give misleading results. Thelwall
(2001b) used a web crawler to collect data for calculation of WIFs for universities
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in the UK. These early results suggested that with certain restrictions, WIFs could
in fact be counted reliably but that they do not correlate with research ratings due to
the vast variety of material published on universities’ web spaces.

The original idea of calculating Web Impact Factors derived from the techni-
cal similarities between citations and hyperlinks, however, this is where the similari-
ties between citations and hyperlinks end. While scientific publications usually go
through a peer review process to guarantee the quality of the publication, there is no
quality control on the web as anyone can publish whatever text or hyperlinks they
want. Presumably there are many more different reasons to create hyperlinks than
there are reasons to create citations. Links are created for a wide variety of different
reasons and different organizations or other areas of the web are probably linked to
for different reasons. Municipal websites in Finland are probably not linked to for
the same reasons as universities in Denmark. Hence their visibilities cannot really be
compared and such comparison would probably not even be a useful one to make.

It is also important to remember that a publication or a document on the web
can be a single web page or it can be divided into several web pages, which means
that simple web design decisions may have great impact on counting the WIFs.
Even with some concerns and criticism, there seems to be some patterns in the link
data that correlate with some offline phenomenon, and although WIFs have not
proved to be as useful as initially thought, the Web Impact Factors and the idea of
counting hyperlinks can be said to have started webometric research.

4 Discussion

Web Impact Factors were originally thought to be a measure of impact a website
had on the web, but later research has shown that WIFs are not very reliable or use-
ful measures. Using search engines to collect the number of links may give unreli-
able numbers, as search engines may e.g. change their ranking algorithms and even
hold back some of the results (Goldsmith & Wu, 2008). Although WIFs have been
shown to be an unreliable way to measure impact or influence on the Web, the inven-
tion of the WIFs had a significant impact on the birth of webometric research. Web
Impact Factors showed that there may be some patterns in hyperlinks and with that,
they opened the path for many researchers to use hyperlinks as a data source. Links
have since then established their role as a measure of visibility on the web and e.g. as
a indication of connections, cooperation and even competition.

Today webometric research has grown beyond just counting hyperlinks. Webo-
metric research is adopting methods from different disciplines (e.g. social network
analysis) and with the rise and present popularity of various social media Web
Impact Factors may take new forms in counting visibility or impact on the web.
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Simply the amount of followers one has on Twitter tells something about the
popularity, but a Twitter Impact Factor calculated by dividing the number of fol-
lowers with the number of tweets one has posted could show who has gained the
greatest popularity with least amount of effort. Counting inlinks to blogs could
tell something about the general popularity of the blogs, but calculating a Blog Im-
pact Factor by dividing the number of inlinks by the number of postings in a blog,
could reveal some information about which blog has gained the greatest visibility
with the least amount of effort, which could be a useful measure when comparing
different blogs and analyzing their performance.

Although the seminal paper on Web Impact Factors by Ingwersen (1998) did
not lead to established use of WIFs as a measure of websites’ impact, the paper
lead to something more important: the birth of a new research field, webometrics.
This contribution to webometric research is greater than the one of reliable and
useful WIFs could ever have been.

5 References

Bar-Ilan, J. (2002). How much information do search engines disclose on the
links to a web page? A longitudinal case study of the ‘cybermetrics’ home
page. Journal of Information Science, vol. 28, no. 6, pp. 455-460.

Brin, S. & Page, L. (1998). The anatomy of a large-scale hypertextual Web search
engine. WWW?7 | Computer Networks and ISDN systems, vol. 3, no. 1-7, pp.
107-117. Retrieved February 22, 2008, from
http://infolab.stanford.edu/~backrub/google. html.

Chu, H., He, S. & Thelwall, M. (2002). Library and information science schools
in Canada and USA: A webometric perspective. Journal of Education for Li-
brary and Information Science, vol. 43, no. 2.

Garfield, E. (2005). The Agony and the Ecstasy - The History and Meaning of
the Journal Impact Factor. Talk presented at International Congress on Peer Re-
view And Biomedical Publication, Chicago, September 16, 2005. Retrieved June
3, 2009, from http://gatfield library.upenn.edu/papers/jifchicago2005.pdf.

Goldsmith, J. & Wu, T. (2008). Who controls the Internet? llusions of borderless world.
OUP USA, 2008.

Gorman, G.E. (2005). How do we count our chickens? Or do citation counts
count? Online Information Review, vol. 29, no. 6, pp. 581-584.

Holmberg, K. (2009). Webometric Network Analysis - mapping cooperation and
geopolitical connections between local government administration on the
Web. Dissertation. Abo: Abo Akademi UP, 2009. (Available online: Perma-
link to the publication: http://urn.fi/ URN:ISBN:978-951-765-511-8).

132



Ingwersen, P. (1998). The calculation of Web Impact Factors. Journal of Documen-
tation, vol. 54, no. 2, pp. 236-243.

Kleinberg, J. (1999). Authoritative sources in a hyperlinked environment. Journal
of the ACM, vol. 46, no. 5, pp. 604-632.

Li, X. (2003). A review of the development and application of the Web impact
tactor. Online Information Review, vol. 27, no. 6, pp. 407-417.

Li, X., Thelwall, M., Musgrove, P. & Wilkinson, D. (2003). The relationship between
the WIFs or inlinks of Computer Science Departments in UK and their RAE
ratings or research productivities in 2001. Scientometrics, vol. 57, no. 2, pp. 239-255.

Mowshowitz, A. & Kawaguchi, A. (2002). Assessing bias in search engines. Infor-
mation Processing & Management, vol. 38, pp. 141-156.

Mowshowitz, A. & Kawaguchi, A. (2005). Measuring search engine bias. Informa-
tion Processing & Management, vol. 41, pp. 1193-1205.

Schwartz, C. (1998). Web Search Engines. Journal of American Society for Information
Science, vol. 49, no. 11, pp. 973-982.

Smith, A.G. (1999a). ANZAC Webometrics: exploring Australasian Web struc-
tures. In Proceedings of Information Online and On Disc 99, Sydney, Australia,
19-21 January 1999.

Smith, A. (1999b). A tale of two Web spaces: Comparing sites using Web impact
tactors. Journal of Documentation, vol. 55, no. 5, pp. 577-592.

Smith, A. & Thelwall, M. (2002). Web impact factors for Australasian Universi-
ties. Scientometrics, vol. 54, no. 3, pp. 363-380.

Thelwall, M. (2000). Web impact factors and search engine coverage. Journal of
Documentation, vol. 56, no. 2, pp. 185-189.

Thelwall, M. (2001a). Extracting macroscopic information from Web links. Jour-
nal of the American Society for Information Science and Technology, vol. 52, no. 13,
pp. 1157-1168.

Thelwall, M. (2001b). Results from a Web impact factor crawler. Journal of Docu-
mentation, vol. 57, no. 2, pp. 177-191.

Thelwall, M. (2002a). Conceptualizing documentation on the Web: An evaluation
of different heuristic-based models for counting links between university
Web sites. Journal of the American Society for Information Science and Technology,
vol. 53, no. 12, pp. 995-1005.

Thelwall, M. (2002b). A comparison of sources of links for academic Web im-
pact factor calculations. Journal of Documentation, vol. 58, no. 1, pp. 60-72.

Thelwall, M. (2002c). A research and institutional size-based model for national uni-
versity Web site interlinking. Journal of Documentation, vol. 58, no. 6, pp. 683-694.

Thelwall, M. (2002d). The top 100 linked-to pages on UK university web sites:
high inlink counts are not usually associated with quality scholarly content.
Journal of Information Science, vol. 28, no. 6, pp. 483-491.

133



Thelwall, M. (2003a). What is this link doing here? Beginning a fine-grained
process of identifying reasons for academic hypetlink creation. Information
Research, vol. 8, no. 3. Retrieved May 25, 2009, http://informationt.net/
ir/8-3/paper151.html?text=1.

Thelwall, M. (2003b). Web use and peer interconnectivity metrics for academic
Web sites. Journal of Information Science, vol. 29, no. 1, pp. 1-10.

Thomas, O. & Willett, P. (2000). Webometric analysis of departments of librari-
anship and information science. Journal of Information Science, vol. 26, no. 6,
pp. 421-428.

Address of congratulating author:

Kim HOLMBERG

Department of Information Studies, Abo Akademi University
Finriksgatan 3, 20500 Abo, Finland

Email: kim.holmberg[at]abo.fi

134



Citation Journal Impact Factor
as a Measure of Research Quality
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Abstract. The aim of this paper is to determine if the scientific papers pub-
lished in high impact journals are not only of sufficient “a priori” quality to be
accepted by such journals, but acquire further impact because they are cited by
journals with at least a similar impact. A normalized impact factor (NIF) is pro-
posed as a measure to compare the visibility of research conducted by different
university departments working in different disciplines. This analysis is supple-
mented by a study of the distribution by quartiles of the journals involved. In
addition, the quality of the journals citing the papers in the sample selected for
the study is evaluated to determine research prestige. The feasibility of using
citation journal impact in the evaluation as an incentive for research quality is
posed in this work. This paper will be of interest to those institutions interested

in quality research evaluation as well as those involved in science policy.

Key Words. University Departments’ evaluation; Visibility; Citation Analysis;

Impact Factor

1. Introduction

The development of a method for comparing institutions working in different
areas is essential to the analysis of a university environment such as Spain’s, with
48 public and 28 private universities. These institutions are evaluated as a whole
on a regular basis, often to rank them on the grounds of their scientific activity
[1, 2, 3]. Such exercises fail to take the enormous differences among universities
into consideration, however. The factor with the greatest effect on the results of
such global evaluations is more than likely the area of specialization, for scientists’
habits and research results vary substantially from one subject matter to another.
In a recent analysis of scientific activity in all Spanish public universities (measured
as papers published and cited) on the basis of subject diversity, publishing profiles
were found to differ depending on the degree of specialization [4].
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This aspect has been studied together with the Impact Factor (IF) indicator. Tradi-
tionally, IF has been considered as an impact or quality measure, and all its advan-
tages and limitations have been reviewed in the following studies |5, 6, 7, 8,9, 10, 11].

In order to solve the IF limitations as well as the bias of comparing universi-
ties with different subject profiles, the solution proposed in the present study is to
normalize the IF values provided by the ISI by applying a normalized impact factor
(NIF). This indicator could then be used to analyze the impact of each department
area’s output, conduct an inter-area comparison and evaluate the overall impact of
the university as a whole. Many “normalized” impact factors are available for scien-
tific literature, such as those developed by the Centre for Science and Technology
Studies (CWTS), discussed by Moed [12] in his latest book on citation analysis.

Journal positions by quartiles within the subject areas listed by Journal Cita-
tion Reports (JCR) were also analyzed to supplement the NIF information. These
two analyses are complementary because IF distribution varies widely across disci-
plines: i.e., one subject area may have IF values with a very low standard deviation,
indicating that they are concentrated around a central value, with all the journals
exhibiting a similar NIF, whereas in others the standard deviation may be high, a
reflection of substantial differences between NIF values. This makes the informa-
tion provided by quartile distribution on a journal’s position with respect to other
journals dealing with the same subject matter particularly useful.

Nonetheless, while quality analysis based solely on a publishing journal’s impact
factor limits the conclusions that can be drawn respecting its popularity, it furnish-
es little information on its prestige. So, the quality of the journals where papers
are cited (the “citing journals”) is also a factor to be considered, according to some
authors who think that the impact of the periodicals where a paper is cited should
be considered along with the number of times it is cited [13, 14].

Consequently, this study aims to compare the impact both of a sample of pa-
pers and of the journals, in which they are cited, on the assumption that measur-
ing the quality of the journals in which papers are cited is an optimal indicator for
analyzing the quality of such papers.

The underlying premise is that scientific papers published in high impact journals
are both of sufficient “a priori” quality to be accepted by such journals and acquire
further impact because the journals where they are cited have a similar impact.

Consequently, the primary objective addressed in this study to verify this
premise was to test the suitability of measuring the visibility of citing journals
as a method for analyzing the visibility of the articles cited. This objective was
pursued by focusing on the following more specific targets: on the one hand, to
analyze journals where a given Spanish public university publishes its papers to
determine both the NIF and their relative position in the JCR listing (quartile
occupied in the respective subject area classification for the period studied); and
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on the other, to analyze the citing journals’ NIF and relative position by quartile,
likewise in their subject area classification. Finally, the impact and visibility mea-
sures of the two series of periodicals were also compared.

2. Methodology

The case study was defined on the basis of the scientific output of ten Carlos 111
University of Madrid (UC3M) departments that routinely publish in journals in-
cluded in ISI databases, taking the information required from the Web of Science.

The university’s output was retrieved from the “Address” and “Reprint ad-
dress” fields in the above database. Each department’s production and the records
on the respective citations were subsequently normalized.

The period covered was from 1997 to 2003 (extended to 2004 for the cita-
tions). The units selected were: from the university’s Polytechnic School, Mathe-
matics (MATH), Physics (PHY), Materials Science and Engineering and Chemical
Engineering (MAT), Electrical, Electronic and Robot Engineering (ELEC), Me-
chanical Engineering (MECH), Computer Science (COMP), and Communications
Technology (COMM), and from its Social and Legal Science Faculty, Economics
(ECO), Business Administration (BUS) and Statistics (STAT).

The indicators used in the study were:

* Normalized impact factors (NIFs) for UC3M publishing and citing jour-
nals. This indicator is proposed to obtain the mean impact for department
output when several areas are covered and relate it to the mean factors for
each respective category. An index was calculated to render any journal’s
impact factor comparable to any other by relating its IF to the mean IF of
the category to which it belongs, or to the mean of the mean IFs for sev-
eral categories in the event of multidisciplinary journals. This indicator,
which measures the real difference between an IF and the mean for the
category, is unaffected by the concentration or deviation of the category’s
IF distribution.

In this procedure, the following formule has been applied to find the NIF:
UC3MjournallF

> jrnlF _category
n

NIF =

where n= No. of journals in each category.

The value found was then used to rescale each IF to the mean IF of
the respective subject category; the result was a comparable inter-category
IF. For journals having more than one subject category, their IF has been
rescaled as follows:
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UC3MjournallF
2. jrnlF _category, 2 jrnlF _category. > jrnlF _category,
L+ 24+ n

n n n,
N

NIF =

where N = No. of subject categories.

A department’s NIF for a specific year has been calculated as the mean
NIF for all the papers produced by that area in the year in question.

The interpretation of the indicator is: if NIF>1, the journal had an IF
higher than the mean; where NIF<1, its IF was lower than the mean; if
NIF=1, the journal’s IF concurred with the mean; if NIF=0, either no IF was
available for the journal in the JCR for the respective year, or the value was 0.
A few remarks on the NIF for the citing journals are in order:

» This analysis excluded both citing articles with no IF and department’s
output that was not cited, for their inclusion would have distorted the
analysis of department prestige, inasmuch as it would have entailed taking
“zero” citation NIFs into consideration. These data were analyzed sepa-
rately so that information on uncited articles would not be lost.

» When an article was cited more than once, the NIF of the citing
journals was not averaged; rather, the citations were aggregated: e.g.,
in the event of papers receiving several citations, instead of averaging
them, each citation was considered individually. For this reason, the
impact of citing journals carried more weight in articles with a large
number of citations than the mean impact of papers with fewer cita-
tions. That is to say, account was taken of both the popularity and the
prestige of scientific output.

Relationship between the UC3M NIF and the NIF of its citing records.
This indicator relates the impact of scientific output to the impact of the
citations, associating the visibility of each department’s published papers
with the visibility of the journals citing such papers.

Distribution of UC3M output and the respective citations by JCR quartile.
This technique, commonly used in similar studies [15, 16], consists in divid-
ing the list of publications (ranked by IF in descending order) into quartiles
to compare journals in terms of their relative positions, regardless of the
subject area or speciality involved. Where journals were assigned to more
than one subject area and perhaps positioned in different quartiles in each,
only the highest ranking quartile was used.

Relationship between UC3M output quartiles and citation record quartiles.
This indicator used percentage and absolute values to compare the impact of
the citing journals to the impact of UC3M output. With this approach, the
percentage of citations in each quartile was related to the percentage of pa-
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pers in the respective quartile for the university as a whole. Correspondence
analysis (CA) was used to analyze the relationship between citing and cited
quartiles. This method aims to deduce the relationships between different
categories by defining their similarities and grouping them accordingly [17].
The correspondence analysis values obtained were plotted on bubble charts
where, in addition to the similarities between variables, a third measure is
shown, namely the relative weight acquired by each value when analyzed.

3. Results

3.1 General output and visibility data

By way of introduction to the findings on the relationship between publishing and
citing journal visibility, Table I gives the data compiled on each UC3M department’s

scientific output and the respective citations, ordered by percentage of the latter. The
percentage data refer to the respective totals (1462 papers analyzed, 4594 citations).

DEPART- % UC3M % UC3M UNCITED- % SELF-CI-  CITATIONS
MENT PAPERS CITATIONS NESSRATE (%0)  TATIONS PER PAPER
MATH 22.63 38.47 23.35 29.16 5.33

PHY 14.30 22.56 23.70 21.26 4.95
MAT 11.04 8.93 49.08 46.97 2.53
STAT 9.76 7.91 39.58 16.94 2.54
ECO 11.31 7.11 43.71 9.42 1.97
MECH 5.76 5.12 36.47 24.89 2.79
ELEC 5.83 2.92 44.19 33.82 1.57
COMM 6.91 2.46 58.82 39.47 1.12
BUS 4.20 2.27 41.94 7.62 1.69
COMP 8.27 2.25 67.21 36.54 0.85

Table 1. Output by department and distribution of citations

According to Table I, the Mathematics Department (MATH) accounted for the
highest percentage of papers published and had the highest percentage of cita-
tions. It was also the department with the highest percentage of citations per
paper and the smallest percentage of papers not cited. The Physics Department
(PHY) ranked second in each of these indicators. In his analysis of the 100 largest
European research universities [18], van Raan also found a relationship between
high production and low number of uncited papers.

139



The department with the smallest portion of papers was Business Administra-
tion (BUS) with 4.20% of the documents published, followed by Electrical, Elec-
tronics and Robot Engineering (ELEC) and Mechanical Engineering (MECH),
with 5.83% and 5.76%, respectively.

The smallest proportion of citations was recorded for the Computer Science
Department (COMP), which also had a very high percentage (67.21%) of uncited
papers. It was, moreover, the only department that had less than one citation per
paper (0.85), as the rate for the remaining departments ranged from 1.12 to 5.33.

Despite the large number of non-uncited papers, these data did not differ
substantially from Seglen’s finding to the effect that over 50% of articles se-
lected at random from the Science Citation Index had not been cited three years
after publication [19].

Since the unit analyzed in this study was the department, self-citations were
regarded to be a department’s citations of its own papers. They were identi-
fied as the citation records in which Carlos 11l University of Madrid or the
respective department was among the affiliations listed. Of the 4594 citations
referring to UC3M papers, 1260 (27.42%) were included in papers authored by
the university’s own researchers. According to Table I, the highest percentage
of self-citations was recorded for the Materials Science Department (MAT),
where they accounted for nearly one half (46.97%) of the area’s visibility. The
three departments with the lowest self-citation indices, in turn, were: Busi-
ness Economy (BUS), with 7.62%, Economics (ECO) with 9.42% and Statistics
(STAT) with 16.94%.

Overall, the self-citation rate found in this study was lower than found for
Spanish output as a whole in 1999, when the figure was 34% [20] and lower also
than the 36% reported for Norwegian publications between 1981 and 1986 [21].

3.2 Normalized Impact Factor (INIF) for UC3M output and respective citations

The NIFs were found for the two series analyzed, i.e., journals publishing UC3M
papers and the respective citing journals; the values for the period covered in the
study are graphed in Figure 1.

The figure shows that the citing journal NIF was higher than the publishing
journal figure in all the years analyzed. More specifically, the decline in the UC3M’s
impact in 2003 was not mirrored by the citing journals’ NIF. The mean impact for
the UC3M papers across the entire period analyzed was 1.43: L.e., 43% higher than
the mean IFs of the journals in the respective categories.

The mean NIFs for the publishing journals were calculated for all years and
broken down by unit of study for an exhaustive analysis of each department’s
impact and visibility. The same methodology was used to find the NIF for each
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Fig. 1. Comparison of UC3M publishing and citing journal NIFs

department’s citing journals. The difference between the two values was then cal-
culated to verify the existence or otherwise of a relationship between publishing
and citing journal NIFs. The results are set out in Table II.

Note that the UC3M departments whose citing journals had the highest NIF
were the same departments whose papers exhibited the highest impact, namely
Physics (PHY) and Mathematics (MATH). Not only did these two units publish
in journals with the highest NIF — 1.59 for the former and 1.40 for the latter —,

DEPART- NIF FOR NIF FOR RATIO
MENT AREA/DEPT PAPERS CITING JOUR. (CITING-PUBLIC.)
MATH 1.40 1.65 1.18

PHY 1.59 1.57 0.99
MAT 1.03 1.38 1.34
STAT 0.94 1.02 1.09
ECO 1.02 0.96 0.94
MECH 1.10 1.41 1.28
ELEC 1.12 1.22 1.09
COMM 1.14 1.28 1.12
BUS 0.87 1.13 1.30
COMP 0.81 1.08 1.33

Table 11. Difference between citing journal and publishing journal NIF
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but their papers were in turn cited in journals with the highest NIF: 1.57 for the
Physics (PHY) and 1.65 for the Mathematics (MATH). In this same vein, the only
departments having citing journals with a lower impact than their publishing jour-
nals were Economics (ECO) and Physics (PHY), although in the case of PHY the
ratio between the two indices was 0.99.

The departments showing the greatest variation between the two indicators
were Materials Engineering and Science and Chemical Engineering (MAT) and
Mechanical Engineering (MECH). In both cases, their papers were cited by jour-
nals with a NIF of close to 1.4, but published in journals with a NIF of around 1.
Moreover, several departments’ publishing and citing journal NIFs barely differed,;
Le., they published and were cited in journals with similar visibility. This group
included Statistics (STAT), Electrical, Electronic and Robot Engineering (ELEC)
and Communications Technology (COMM).

3.3 Relationship between publishing journal quartiles and citing journal quartiles

This section relates the quartiles occupied by the journals publishing university
research to the quartiles in which the journals citing these articles are positioned.
In this regard, Figure 2 shows each department’s percentage output by quartiles,
while the quartile distribution of the citing journals is illustrated in Figure 3.

The graph in Figure 2 shows that the departments with the highest propor-
tion of papers in the first quartile were Physics (PHY), Mechanical Engineering
(MECH) and Mathematics (MATH), in that order; 70% of the Physics Depart-
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ment output, in fact, was published in first quartile journals. A substantial dif-
ference was also observed between the first and second quartile in Mechanical
Engineering (MECH), which accounted for 52% and 16% of the department’s
production, respectively.

Business Administration (BUS) showed low first quartile visibility and was the de-
partment with the lowest percentage of publications in this quartile, while half of its
output was in the second quartile. Economics (ECO) followed a similar pattern, but
with a much larger (double in fact) percentage of first quartile papers and a smaller
share of second quartile papers than Business Administration (BUS). The third and
fourth quartile percentages were similar for these two social science departments.

Computer Science (COMP) output was concentrated in the third and fourth
quartiles, with less than 25% of its papers published in first quartile and less than
15% in second quartile journals.

Figure 3, which gives the quartile distribution of citing journals, shows that Phys-
ics (PHY), Mechanical Engineering (MECH) and Mathematics (MATH) had a larger
proportion of first quartile citations than the other UC3M departments. Around 70%
— 72% for Mechanical Engineering (MECH) — of the references to papers produced
by these three departments appeared in first quartile journals.

Other departments in which first quartile citations prevailed were: Computer Sci-
ence (COMP), Electrical, Electronic and Robot Engineering (ELEC), Materials Sci-
ence (MAT), Communications Technology (COMM) and Statistics (STAT).

In Economics (ECO), the quartile distribution for citations differed substantially
from the overall pattern, for most (30.38%) of its citations was positioned in the third,
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CITING JOURNALS

157 Q 20 Q 3 Q 4™ Q
2 o4 15" QUARTILE 69.87% 15.72% 9.75% 4.65%
E 4 j 2N QUARTILE 40.05% 28.15% 19.89% 11.91%
% % % 3% QUARTILE 24.63% 26.83% 34.88% 13.66%
=S 4m QUARTILE 28.37% 23.40% 24.82% 23.40%

Table IV Relationship between citing journal and publishing journal quartiles

followed by the second (26.90%) and first (25%) quartiles. Most (35%) of the Business
Administration (BUS) paper citations, in turn, were found in second quartile journals,
although followed closely by first quartile periodicals (32%).

The two variables are analyzed jointly in Table IV, in which the rows denote
publishing journal quartiles and the columns citing journal quartiles. The value
in each cell indicates the percentage of citations appearing in journals in a given
quartile with respect to the total number of citations received by papers pub-
lished in journals in that quartile.

The chi-square value obtained, throughout the absolute values, 591.95 [v=9; 16.92
at 95% probability], evinced the existence of a correlation between the quartiles of
the journals where UC3M researchers publish their papers and the quartiles of the
journals where such papers are subsequently cited.

According to Table 1V, 69.87% of the citations of university papers published
in first quartile journals were found in first, 15.72% in second, 9.75% in third and
4.65% in fourth quartile journals.

The highest proportion of citations of second quartile papers (40.05%) also
appeared in first quartile journals, followed in descending order by 2nd, 3rd and
4th quartile citing journals.

Most of the third quartile paper citations (34.88%) appeared in third quartile jour-
nals. The next largest proportion of citations of papers in this quartile was found in
second quartile journals, followed by first and fourth quartile journals, in that order.

Finally, the citations of papers published in fourth quartile journals were dis-
tributed rather evenly across citing journal quartiles, ranging from 23.40% in the
2nd and 4th to 28.37% in the first quartile.

Correspondence analysis explains the relationship between two variables. Here
it was used to determine the relationship between the quartile in which each de-
partment published its results (small circles with departments’ labels and number
of quartile in Figure 4) and the quartiles citing its papers (big circles and labels
composed by C-citing- and the quartile in Figure 4).

This itemized analysis by department shows that in most cases, when a depart-
ment published its papers in first quartile journals, its citations were predominantly
published in first quartile periodicals. Figure 4 shows how close the Mechanical
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Engineering (MECH), Mathematics (MATH) and Communications Technology
(COMM) departments were to the first quartile of citing journals.

Another significant finding was that regardless of the quartile in which they
were published, Physics (PHY) and Mechanical Engineering (MECH) papers were
primarily cited in first quartile journals. The Economics (ECO) and Business Ad-
ministration (BUS) department papers, in turn, were cited by journals in the same
quartile as the publishing journals.

4. Discussion and Conclusions

The findings of this study show that the methodology proposed is suitable for
evaluating institutional quality on the grounds of citing journal impact.

The year-by-year analysis of the findings for the present sample shows that on
the whole, UC3M papers were published in journals with a higher than average IF,
i.e., a Normalized Impact Factor (NIF) higher than one. Moreover, these papers
were cited in journals with a high NIF, on the order of 1.4, in all the years studied.
The department breakdown shows the Physics (PHY) and Mathematics (MATH)
areas to be particularly prominent in this regard, for while they published in jour-
nals with a high NI, their papers were cited in journals with an even higher factor.

This study revealed that the departments exhibiting the largest difference be-
tween publishing and citing journal NIFs were not the ones that published in
high impact journals. The reason is obvious, because if an article is published in a
journal with a very high impact factor, the possibility of its being cited in journals
with even higher IFs is smaller than if it were published in a lower impact journal.
Consequently, —while the papers authored by Physics (PHY) and Mathematics
(MATH) had the highest impact, they were not the departments with the most
favourable difference between citing and publishing journal NIF,

The comparison between the publishing and citing journal quartiles for the vari-
ous departments showed that the majority of the citations referring to papers pub-
lished in first quartile appeared in journals in the same quartile. Most of the citations
for papers published by the Physics (PHY) and Mechanical Engineering (MECH)
departments appeared in first quartile journals, while 68% of the Mathematics
(MATH) department citations were also found in the first quartile. The lowest vis-
ibility was recorded for Economics (ECO), Statistics (STAT), Business Administra-
tion (BUS) and Computer Science (COMP) departments.

In any event, researcher concern about the impact of the journals where they
publish may be counterproductive in certain cases, if the journals preferred are
not the ones read by the target audience [22]. Indeed, failure to reach the right
researchers may determine a smaller number of citations and therefore lower im-
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pact. For this reason, researchers should be cautious when choosing the vehicle
for transmitting their findings, in addition to seeking publication in high impact
journals. The recent trend in scientific evaluation to assess citations makes it pref-
erable to publish in journals whose content and readership are well suited to the
type of research addressed.

Lastly, the feasibility of using citing journal impact as an incentive for re-
search quality should be explored. Spanish evaluation agencies, for instance,
presently measure researchers’ careers in terms of the impact of the journals
where they publish their papers; as a result, papers may be published in high
impact journals but never cited. In other words, is research quality measured
more objectively in terms of the IF of the journal where an article is published
or of the number of times it is cited? This study found that departments such
as Physics (PHY), Mathematics (MATH) and Mechanical Engineering (MECH),
that publish in high impact journals, normally had a higher rate of citations
per paper; moreover, their citing journals had a higher impact than the periodi-
cals chosen for publication. Therefore, taking assessment one step further and
evaluating the quality of citing journals would not initially appear to jeopardize
the sample analyzed. Nonetheless, this practice is regarded to be more suitable
to meso- and macro-studies. Inasmuch as citations are sometimes affected by
sociological factors, individual researchers may encounter difficulties if their re-
search is assessed on the grounds of citation quality.

Along the lines proposed by Bollen [13], the present paper confirms the prem-
ise that even though a given paper may be frequently cited, the quality of such
citations may not necessarily be high, whereas other papers may be cited more
sparingly, but in high impact journals. This poses the question of whether it is
preferable to be profusely cited in mediocre journals or more occasionally in
high prestige periodicals. The former option may be a sign of popularity and an
indication that the information is being widely used yet the latter is preferable,
in principle, for the inference is that papers published in journals with a higher
impact are consulted and cited by researchers of greater prestige.
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Abstract. This paper aims to present data on scientific publications from
Bahia, a Brazilian state. This is a tribute to Peter Ingwersen, who visited and

loved Salvador, Bahia’s capital and main city.
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1 Introduction

During the last two decades Brazilian science has enlarged significantly (1). Differ-
ent from most of developed countries, science in Brazil is extremely concentrated
on the public sector, especially universities located in the country’s southeast region.
According to the Ministry of Science and Technology almost 70% of Brazilian sci-
entists works for the public sector (2). The large concentration of scientists in the
public sector pushes these institutions to be the most productive of the country (3).

As for the contribution of Brazilian regions, Leta & Brito presented a detailed
scene of the Brazilian states’ and regions’ scientific productivity (4). Southeast re-
gion, where Rio de Janeiro and Sao Paulo are located, is by far the most productive
in terms of scientific publications. According to the authors, Bahia, the largest state
located in the northeast region, is among of the twelve most productive Brazilian
states, being responsible for 2-3% of the country’s international publications.

Hence, although Bahia can not be considered as a core state within Brazilian
science system, this short communication aims to present some data on Bahia’s
science and scientific publications. This is a tribute to Peter Ingwersen, who visited
and loved Salvador, Bahia’s capital and main city.

2 Bahia’s scientific human resources

According to the Brazilian Institute of Geography and Statistics, Bahia is one of larg-
est Brazilian states. It encompasses 564,692,669 Km2 and its population is estimated in
14,600,000, for 2009 (5). With all this size, the state of Bahia can be considered a coun-
try. There is an enormous diversity in culture, geography, climate, population, faith.
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2000 2004 2008

Bahia Brazil Bahia Brazil Bahia Brazil
Research Groups 330 11,760 728 19,470 1,090 22,797
Researchers 2,113 66,804 4,833 119,205 8,307 159,948
Students 1,887 63,512 4,133 113,054 8,737 177,702

Table 1: Number of Babia’s and Brazil’s research groups, researchers and students. Source: CNPg, 2010 (7)

Type Number % of total in country
Grant — research project 398 3.465
Fellowship — Undergraduate 952 3.72%
Fellowship — Master 280 2.71%
Fellowship — PhD 154 1.70%
Fellowship — Post-Doc 28 2.39%

Table 2: Main grants and fellowships awarded to Bahia’s researchers, 2009. Source: CNPq, 2010 (8)

And Salvador, its capital, is the Brazilian city where the Negro’s culture and traditions,
from those who came to Brazil and slaves, is preserved. Thus, Bahia as well its capital
are effervescences of tastes, sounds, parties, people, an unique setting in Brazil. (6)

As for science, data on the three last censuses indicated the number of Bahia’s
research groups, researchers and students increased 3-fold or more (Table 1). An
increase much higher than that observed to Brazil.

Bahia’s main research institute is the Federal University of Bahia, known as its
short name UFBA. For 2008, UFBA encompassed 348 out of the 1,090 research
groups (31.9%), 2,273 out of the 8,307 researchers (27.4%) and 2,526 out of the
8,737 students (28.9%).

According to the National Counsel of Technological and Scientific Develop-
ment, researchers from the state of Bahia were awarded with more than 4,000
fellowships and research grants in 2009. Table 2 present some of this awards.

3 Bahia’s scientific output

Scientific publications written by Brazilian researchers, especially by those from
Bahia, were searched in Scopus, by using a simple query string: Bahia AND Brazi/
in the address search. The numbers of publication by years as well as details of
2009 publications — subject area — were collected.

Figure 1 presents time trends of Bahia’s and Brazil’s publication, according
to Scopus. In the period, Bahia’s publications increased from 38 to 890. Such
quantitative increase was followed by an increase in the share of Bahia in Brazil’s
publication: from 1.3%, in 1990, to 2.4%, in 2009.
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Figure 1: Number of Brazils and Babia’s scientific publications indexed in SCOPUS, from 1990 to 2009.

As for the main fields the Bahia’s publications, it is clear that the field coverage
increased substantially in the period (Table 3). Publications in 1990 were related
to 11 fields while in 2009 they were related to 28 fields. However, Medicine keeps
being the main field in the whole period. More recently, humanities, arts and social
sciences do appear as important fields of Bahia’s scientific publications.

The large presence of Medicine field in Bahia’s publication has to do with the
state large tradition in the field. The first Brazilian Medical Scholl was founded in
Salvador, Bahia’s capital and main city, in 1808, when the whole Portuguese Royal
family moved to Brazil. Bahia Surgery School, its former name, was incorporated
by UFBA, by the time it was formally founded in 1946. Today, UFBA and its Medi-
cine Faculty are nationally recognized as reference centers in medicine, in terms of
both research and services.

4 Conclusion
Although Bahia’s scientific output and human resources are enlarging, the state

still plays a peripheral role within the country’s whole science. Nevertheless, it is
unquestionable its role and status recognition in the medical field.
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1990 2000 2009
Fields Publ. Fields Publ. Fields Publ.
Medicine 16 Medicine 49 Medicine 330
Earth & Planetary Sc =~ 9 Agric & Biol. Sc 30 Agric & Biol. Sc 198
Materials Sc. 8 Chemistry 28 Chemistry 101
. ) Bioch, Genetics &
Physics&Astronomy 8 Physics&Astronomy 28 . 99
: Molecular Biol
Immun& Microbiol 4 Immun& Microbiol 18 Physics & Astronomy 68
Agric & Biol. Sc. 3 Earth & Planetary Sc =~ 17 Computer Science 68
Environmental Sc. 3 Chemical Eng, 16 Engineering 60
Bioch, Genetics & ) ) .
) Mathematics 16 Immun& Microbiol 54
Molecular Biol
. Bioch, Genetics & .
Chemistry 1 ) 14 Chemical Eng, 44
Molecular Biol
Engineering 1 Environmental Sc. 14 Mathematics 43
Pharm, Toxicology & Pharm, Toxicology & .
) 1 ) 9 Environmental Sc. 42
Pharmaceutics Pharmaceutics
Engineering 8 Earth & Planetary Sc = 40
) ) Pharm, Toxicology &
Materials Science 6 o 31
Pharmaceutics
Neuroscience 4 Materials Science 29
Veterinary 2 Veterinary 24
Social Sciences 2 Neuroscience 19
Multidisciplinary 2 Dentistry 17
Computer Science 2 Nursing 16
Health Professions 1 Health Professions 10
Energy 1 Multidisciplinary 9
Business, Manag 1 Social Sciences 9
Energy 8
Psychology 7
Decision Sciences 5
Arts and Humanities 5
Business, Manag 3
Econ, Econometrics 1

Table 3: Main fields of Babia’s publications, 1990, 2000 and 2009.

But, more than it: it is unquestionable Bahia’s role to keep preserving and alive
Negro’s traditions, which are the basis of Brazilian identity. Everyone should
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visit the state and its capital: Peter and Irene visited! And that was the true mo-
tivation behind this paper.

The first time I met Peter was at the ISSI Conference in Stockholm, in 2005. Very
talkative, lively and funny, Peter had clearly something from Latin Americanness,
which made us closer immediately. In fact, it seemed — at least to me — that we knew
each other long time ago. During the 2005 Conference, Peter was a key person; he
explained to me and gave me tips on how to organize a conference in the field. At
that time, I was submitting a proposal for the 2009 Conference to be held in Brazil.

All assistance and collaboration I had from Peter needed, I thought, to be some-
how reciprocated. The opportunity came soon after the conference! Peter and
Irene were coming to Brazil, to attend an international seminar in Salvador, the
Brazilian first capital! As they were going to stay some days more, they needed some
tips. Immediately, I wrote a long, long message to both with tips on places to visit,
local food and drinks as well as local culture, especially a writer, Jorge Amado (1).

Just one month latter, Peter wrote me a message where he said “both Irene
and I wish to thank you very much for your advices and profound information on
Brazil and Salvador in particular. We enjoyed very much the entire trip (...) Amado
was everywhere (...)".

Hence, this short communication presented a little about science and scientific
output published in this part of the country: Bahia. Hope the scientific data touch
Peter as much as Pelourinho, Elevador Lacerda, Farol da Barra, Praia do Forte,
acarajé, caruru, umbuzada, caipirinha .. did!
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On the Interface?

Ed Noyons
Centre for Science & Technology Studies (CWTS), Leiden, The Netherlands

I don’t know the story of his life, let alone when he was a child or an adolescent,
but for it is clear that Peter has become what he is because of his youth.

Peter must always have been in between choices. Maybe his parents divorsed
when he was very young or probably he grew up in a neighbourhood right in be-
tween two complete opposite quarters. These two must have had very different
cultures. The one to the left was probably high class, while the one to the right
were slums. While the one had the advantage of friends who had money, toys, the
other had the advantage of fun and real friends. Those opposite hoods you find in
many towns and cities. Peter must have lived somewhere in between.

During the early years of his life he must have struggled as to which hood he
should go to find his friends. Everyday again, always in doubt: “will I go to the left
where I can enjoy luxury, lots of opportunities but boring as hell. Or will I go to
the right where I find the friends that really care. Always fun, but no money and
too little ambition.” Let’s just suppose Peter grew up in such a context. Because
this must have made him the man he has become, the man we all know.
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Because the man we know is a man who knows how to deal with such situations.
He has become an expert on the interface. As we all know, he acts on the interface
of scientometrics and information retrieval. He had a history in IR for quite some
time but that was not satisfactory. He must have thought that is to one-dimension-
al. He needed to live on the edge, so he flirted with scientometrics. At first with
caution to see what was going on there, at ISSI but after a while he was charmed
by the empirical work and was particularly working to make a link with IR through
mapping techniques. You can check the (co-)author maps that have been created
about information science. You will always find Peter somewhere between scien-
tometrics and IR or Librarians.

At this interface I met him and got inspired by him. I experienced him not only
as someone on the interface but also as someone who knows very well how to act
in this in between area.

I found out how about his ability some ten years ago in Leiden. It was at the
celebration diner for my PhD graduation. Peter had been one of my referees dur-
ing the defence. As usual he had been one of the most prominent referees. He is
charming, naughty and funny. What more do you need? Anyway, during the diner
we celebrated occasion and during this session waiters would come and ask if you
would prefer a glass of red or a glass of white wine. We all recognize this moment
of doubt. Some people make their choice on the basis of the food they are having,
other choose on the basis of the region or grape of the wine. But we all have this
short moment of doubt. Usually in the middle of a conversation a short moment
of silence accompanies us. Our brain is stuck in this moment of confusion. While
discussing the future of scientometrics, the chances of world peace, German sci-
ence policy or the French policy on drugs legislation, we have to make a choice
between red or white wine.

At the diner we all stop and ponder, but Peter. He has already made his choice.
Not for one or the other, but for both. “I’ll have a glass of each” were his famous
words. Not on the interface actually, but with his foot firmly in both.

The next day I thanked him for being my opponent by offering him a glass of
rose, a wine in between red and white. At the interface, I thought. He appreciated
the thought but added: “In that case, I will have two glasses.” That’s our Peter!

Address of congratulating author:

Ep Noyons

Leiden University, NL
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An Ouerview of Collaboration in
Global Warming Research in Africa, 1990-2008'

Dennis N. Ocholla', Omwoyo Bosite Onyancha® & Lyudmila Ocholla'

! University of Zululand, South Africa
2 University of South Africa, South Africa

Introduction

Global warming is increasingly becoming a major area of multidisciplinary research
right so because of the growing interest and concern of the causes and consequences
of the emerging catastrophe that requires proactive intervention before it is too late
as attested by some recent studies(Walther et al. 2002; Mathews 2007; Robick et al.
2003; Berger et al. 2005; IPCC, 2007). A recent study by Ocholla and Ocholla(2008)
notes that research publications in the domain since 1990 has increased by over 300%
and that a total of 116 countries produced one or more publications on global warm-
ing, with the USA (2572; 35.7%), England (834; 11.6%) and Japan (546; 7.6%) leading
the pack with 3952 (54.85%) publications. In contrast, notes this study, the contribu-
tion of African countries to global warming research exists though insignificant, as
noted by the participation of 18 (of 53) countries, with South Africa (46), Kenya
(14) and Egypt(7) being among the top contributors. Research collaboration between
individuals, institutions and countries is increasingly beneficial (Katz & Martin 1997)
and inevitable (Rao and Raghavan 2003, 230).This paper presents preliminary find-
ings of an ongoing study on the trends and patterns of collaboration in global warm-
ing research in Africa. The study answers the following research questions: Which
countries collaborate with the African countries in global warming research? What
is the contribution of each of the collaborating country, in terms of the number of
co-authored papers, during the study period? What is the comparative regional and
international collaboration in global warming research in Africa? What is the degree
and strength of collaboration of each country during this study period?

1 This is a tribute to Peter Ingwersen who is well known to LIS Scholarly community in South Africa
for his contribution to informetrics and information retrieval research largely through his initiation,
together with others, of Dissanet(see www.dissanet.com) and Prol.LISSA biennial conferences that
have been held in the country since 2002 and become a traditional forum for popularising LIS
research in the country. Peter’s contribution to research capacity building in the two areas has cul-
minated into Masters and doctorate graduates and the hosting of 13th ISSI conference in Durban,
South Africa 4-8th July 2011 where he is also co-chair of the conference organising committee. We
are proud to be associated with this humble, distinguished, straight forward/no nonsense scholar.
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Fig 1: Ego network for African countries engaged in GWR research

Method and materials

The study used the widely accepted indicator of research collaboration, i.e. the
co-authorship of papers, to measure country-wise global warming research col-
laboration in the selected African countries from 1990 to 2008. Data was extracted
from the Thomson Scientifics’ Science Citation Index (SCI®) and Social Sciences
Citation Index (SSCI®) by using global warming as the preferred keyword and
the names of the countries. The search was conducted within the author’s ad-
dress and the keyword fields. Bibliographic details of the relevant papers produced
by and on the African countries were extracted for analysis. Using publications
count, domestically and internationally co-authored papers and major collaborat-
ing countries between 1990 and 2008 were identified. The counting of country-
wise co-authorships considered the co-occurrence of the African country with
another country in the address field of each record. A country was counted only
once, irrespective of how many times it appeared with the African country in the
address field of the same record. Relevant data (i.e. name of author; title of publi-
cation; publication source; and author’s country) was downloaded and recorded in
Microsoft Excel spreadsheets. Data analysis was conducted using the TextSTAT,
TI and UCINET for Windows computer softwares. Two files, namely words.zxt
(containing the names of individual countries and generated by TextSTAT) and
texct.txt (containing the names of collaborating countries) were created and sub-
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Fig 2: Social network of collaboration in GWR in Africa

jected to analysis using the T1 software which produced two matrix files: COOCC.
DBF and COSINE.DBE The COOCC file consisted of raw frequency counts
of the co-occurrence of two countries in the address field (thereby identifying
the co-authored publications) and the COSINE.DBF comprised the normalized
frequency counts of the co-authored publications. The normalized count of co-
authored publications indicated the strength of association between collaborating
countries. The PAJEK software was used to draw the social networks represented
in Figs 1 and 2. Further analysis of the data was conducted to determine the de-
gree of collaboration by computing the collaboration co-efficient, originally intro-
duced by Ajiferuke in 1988 (Rao & Raghavan 2003,).

Results
Domestic vs cross-border collaboration

Domestic collaboration refers to partnership of two or more authors from two or
more institutions situated within the same country while cross-border collabora-
tion can be defined as partnership between two or more authors whose institu-
tions are located in different countries. Out of the total 117 articles that were
co-authored, 67 were internationally co-authored while 50 were co-authored by
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authors from the same country. The USA yielded the largest number of domesti-
cally co-authored papers (i.e. 17) followed by France (8), South Africa (6), Eng-
land (4), Peoples Republic of China (3) while Argentina, Japan, Mozambique and
Portugal produced 2 domestically co-authored articles each. In this category of
collaboration, there was one paper each for Chile, Italy and Japan.

One-author documents were the majority (64; 23.6%) of 271 documents that
provided the names of authors. Others were collaborative publication of 2(79;
29.2%), 3(43;15.9%),4(36,13.3%) and 5(24;8.9%) author papers. In total, there
were 808 authors responsible for the authorship of 271 documents with most of
the papers co-authored (76.4).

Degree of collaboration

The collaboration co-efficient was used as an indicator of the degree of collabo-
ration. The number of hits recorded for each country represents the number of
times a given name of a country appeared in the address field of a given record.
The number of hits is therefore either greater than or equal to the total number of
publications produced by a particular country. The number is greater in situations
where there is more than one name of institution situated in the same country.
The highest number of hits was recorded by the USA (i.e. 119) followed by France
(54), South Africa (48), England (37), Germany (34), Kenya (23), Japan (17), The
Netherlands (16), China (14), and Australia (10). A similar pattern was witnessed in
the analysis of the publication pattern of co-authored papers. The highest number
of co-authored papers came from the USA (44) while France yielded a total of 23
publications followed by England (19), Germany (15), Kenya (13), South Africa
(12), The Netherlands (8) and China and Japan which produced 6 publications each.

Contrary to the aforementioned patterns of publication of multiple-authored
papers, the measurement of the degree of collaboration (i.e. the collaboration
co-efficient) ranks the most productive countries of multiple-author publications
poorer than the less productive countries. The highest ¢ scores were recorded by
China, Argentina, Brazil, Italy, Botswana, Chile, Denmark, Jordan, Madagascar,
Sweden, Portugal, and Mali. Others are: Morocco, Mexico, Singapore, Taiwan,
Mozambique, Norway, and Romania. These countries recorded 100% collabora-
tion. It should however be noted that these countries produced a total number
of publications ranging between 1 and 6. The most productive countries in terms
of the total number of publications yielded between 3 and 75 publications. Their
¢ scores ranged between 0.33 and 0.80. In the descending order of performance,
the countries include: The Netherlands (0.80), Belgium (0.75), Ghana (0.75),
France (0.72), Kenya (0.68), Canada (0.67), and Austria (0.67), just to name a few.
The last bunch of countries is those that recorded collaboration co-efficient of
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zero. They are: Eritrea, Israel, Cameroon, Colombia, Senegal, New Zealand, Tu-
nisia, Wales, and Zimbabwe, implying that they did not participate with any other
country in GWR in Africa.

Number of co-authored documents by a pair of countries

Raw frequency counts reveal that the largest number of co-authored documents
(23) was jointly published by the USA and France while the partnerships between
France and Morocco and Kenya and the USA yielded a total of 16 publications each.
It was noted that 29/67 (i.e. 43.3%) of cross-botrder collaborations contained at
least one name of an African country. Most publications (i.e. 38) on global warming
were co-authored among foreign countries. There was therefore little collaboration
endeavors among African countries, implying minimal regional collaboration.

Strength of collaboration among the countries

The strengths of collaboration between and among different countries — is indicated
by the normalized frequency counts. The highest score (indicating strongest associa-
tion or partnership in GWR research) was recorded by Niger and Mali (i.e. 0.8). Evi-
dently, and as aforementioned, most collaborative research was conducted among
the foreign countries. This collaboration may be originating from African scholars in
the Diaspora collaborating with resident scholars or among foreign nationals.

Social networks of GWR collaborating countries

Fig 1 and 2 demonstrates the social networks of countries collaborating with African
countries in GWR. Fig 1 illustrates an ego network of selected nodes (i.e. nodes rep-
resenting African countries only) while Fig 2 is a social network of the entire group of
countries engaged in GWR. Fig 1 identifies a total of 17 African countries involved in
GWR. Seven of these countries do not have any links with any other country, thereby
indicating that there was no research collaboration with each other, on the one hand,
and with the rest of the African countries and the world. Fig 2 provides two clusters of
countries that recorded at least one link to one other country in GWR and a number
of stand-alone countties which did not have any links to/from any other country. The
large cluster situated on the left hand side of the illustration consists of both domestic
collaboration (i.e. collaboration among African countries) and international collabora-
tion (i.e. collaboration between an Aftican country and a foreign country and/or col-
laboration among foreign countries). Countries that did not exhibit any collaborative
links include Israel, Tunisia, New Zealand, Portugal, Chile, Colombia and Mozam-
bique. Others are: Nigeria, Cameroon, Zimbabwe, Eritrea, Wales, and Senegal.
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Conclusion

Internal/domestically co-authored papers were slightly (47.7%) less than interna-
tionally oriented in general and for Africa in particular. Only South Africa (6) and
Mozambique (2) produced domestically co-authored papers. The degree of col-
laboration and the co-authorship pattern were closely related. The measurement of
the degree of collaboration/collaboration co-efficient ranks the most productive
countries of multiple-author publications poorer than the less productive countries.
Among the African countries, South Africa (48) and Kenya (23) produced the high-
est collaboration co-efficient. It was observed that at least 29(43.3%) of cross-bor-
der collaboration spotted at least one name of an African country. However, most
publications (38 of 67) on GW were co-authored among foreign countries thereby
implying minimal regional collaboration. Regarding social networks on GW, there
were 10( of 17) countries (Botswana, Gambia, Ghana, Kenya, Madagascar, Mali,
Mauritania, South Africa and Tanzania) that recorded at least one link with one
another showing some collaboration. We noted that collaboration within and be-
tween countries were loose, sporadic and did not produce any logical pattern. For
example, it was not possible to link the nature of collaboration with the countries
colonial past despite frequent collaboration between France and an African coun-
try. Further research will extend the domain by using Scopus and Google Scholar
as well as apply other methods for unraveling GW research.
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The Janus Faced Scholar

Olle Persson

Umea university, Umed, Sweden

Introduction

”Janus was usually depicted with two heads facing in opposite direc-
tions. According to a legend, he had received the gift to see both fu-
ture and past from the god Saturn in reward for the hospitality received.”

(http:/ /en.wikipedia.org/wiki/Janus)

This quotation perfectly matches my picture of Peter. Peter has always had a
strong sense of what is coming in our field. Maybe the best example is webomet-
rics, which Peter started with the papers on informetric analysis of the web, and
calculation of web impact factors (Almind & Ingwersen 1997, Ingwersen 1998).
Fifteen years before that, Peter was a research fellow at ESA in Italy. Here he de-
veloped the zoom command which enabled a lot of interesting online bibliometric
studies (Ingwersen 1983). In fact that was one of the main reasons for my early
success in bibliometrics. I showed a Swedish R&D group, that were planning a
trip to Japan, how to use the zoom command to find Japanese scientists and labs
in research on gallium arsenide as a semi conducting material (Persson 1984). The
Japanese hosts were quite impressed by the deep and detailed knowledge their
Swedish guests had about them.

Peter can also look into the past having been part of our field from its start
some forty years ago.

More importantly, Peter is looking in two directions at the same time. One face
is looking in the direction of information searching and seeking, and the other
towards informetrics. We can all sense that. I will show that this is really the case
by presenting some bibliometric maps.

Data and method

From Web of Science I downloaded all Peter’s papers, and the papers citing any
of his work as defined by a cited reference search. All in all 1334 was found. With
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the help of BibExcel (Persson, Danell & Schneider 2009), all cited first authors
were extracted from the cited reference field, duplicate names within a reference
list were removed, then all authors cited in at least 100 papers were selected, and
finally the co-citations among the authors selected were calculated. Next, from the
same set of papers 5972 direct citation links between the downloaded papers were
identified. The weight of these links (WDC) was calculated by adding the number
of shared references and the number co-citations within the citation graph (Pers-
son 2010), and these weights vary between 1 (no indirect links) to 76 (sum of
shared references and co-citations). To give a few examples, Table 1 lists the direct
citation links with the highest weights. All of them are within webometrics.

Weighted
Direct .. ;
Citation Citing paper Cited paper
(WDC)
76 Smith, 1999, V55, P577, A tale of two Ingwersen, 1998, V54, P236, The calcu-
web spaces: Compating sites using web lation of Web impact factors
impact factors
69 Ingwersen, 1998, V54, P236, The calcu-  Almind, 1997, V53, P404, Informetric
lation of Web impact factors analyses on the Wotld Wide Web: Meth-
odological approaches to 'webometrics'
66 Thelwall, 2001, V52, P1157, Extracting Ingwersen, 1998, V54, P236, The calcu-
macroscopic information from Web links  lation of Web impact factors
50 Smith, 2002, V54, P363, Web impact Ingwersen, 1998, V54, P236, The calcu-
factors for Australasian universities lation of Web impact factors
47 Bjorneborn, 2001, V50, P65, Perspec- Ingwersen, 1998, V54, P236, The calcu-
tives of webometrics lation of Web impact factors
45 Thelwall, 2002, V53, P995, Conceptual-  Thelwall, 2001, V52, P1157, Extracting
izing documentation on the Web: An macroscopic information from Web
evaluation of different heuristic-based links
models for counting links between uni-
versity Web sites
45 Snyder, 1999, V55, P375, Can search Ingwersen, 1998, V54, P236, The calcu-

engines be used as tools for web-link
analysis? A critical view

lation of Web impact factors

Table 1. The strongest direct citation links between papers citing the works of Peter Ingwersen

Results

Figure 1 looks like two prisms connected by Peter. The left side has scholars within
information seeking and searching, while the right part contains several leading
names from informetrics. Except from being co-cited 1 guess Peter have read
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something of everyone and probably met all of them. On the other hand, I doubt
that all on the left side know everyone on the right side and vice versa. I would
then suggest that Peter is the ultimate social and cognitive key person of our field.
Ask Peter, and he will guide you in any direction!

Hjorland B

Figure 1. Author Co-citation Analysis (ACA) —map. Authors co-cited in at least 100 papers and co-citations >=25
Figure 2 and 3 shows the citation links among the papers. Figure 2 is hardly read-
able since it contains all citation links. But we can see two parts emerging. If we

29 b

. o NN e9 » & Informetrics
Information searching o, *%

Figure 2. Weighted Direct Citation (WDC)—map on article level. All 5972 links included.
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reduce the network, only allowing papers cited at least 5 times and citation links
with a weight value of at least 5, then the graph becomes much easier to read.
Interestingly, online bibliometrics comes out as a small part close to the dense
webometrics area.

Online bibliometrics

’ ? . a': 3 ¥
-@
o9
= -
"
N . @
Information searching st -
- = 15
L

Figure 3. Weighted Direct Citation (WDC)—map on article level. Indegree >=5 and WDC-value > =5.

Conclusion

Peter is a Janus faced scholar. He has always been looking ahead for new indicators
and concepts. As one of the most influential researchers in the field, his historical
roots are strong and deep. Peter has played, and is still playing a social and intellectual
key role in the two sub domains of our fields, informetrics and information searching,

Peter has other virtues too, however not easily discovered in the scholatly literature.
Hospitality is one of them. He has opened his home for many of us and is the most ac-
tive organizer of conferences and workshops all over the world. Saturn must love him.

Talking about Saturn, Galileo sent this anagram to Kepler in 1610, to patent his
discovery of Saturn’s rings:

smaismrmilmepoetaleumibunenugttauiras
And the solution of the anagram reads: Altissimum planetam tergeminum observavi.

“I have observed the highest (most distant) planet [Saturn] to have a triple form.”
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Here is my suggestion: For all scientists and innovators, why not open “The Web
Site of Scientific Anagrams” to which you could post an anagram describing a new
discovery. Then, if someone else would claim to have made the same discovery,
the anagram will protect your priority to it.

By the way, “Peters Renewing”, “Steepen Wringer”, “Weeping Sterner”, and
“Sneering Pewter” are all anagrams of “Peter Ingwersen”. So there is also a way

of hiding the name of the inventor.
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Abstract: The notions of bibliographic coupling and co-citation, originally
defined for articles, can be generalized in many directions. Some examples are
provided such as author bibliographic coupling, key-word co-mentioning and
departmental co-citation. Care must be taken to precisely define these derived

notions and the corresponding coupling and co-citation strengths.

Keywords: bibliographic coupling; co-citation analysis; duality; key-words

1 Introduction

Bibliographic coupling and co-citation analysis are two informetric techniques
that originate from information retrieval in citation databases, but which gradu-
ally became more important for describing and mapping the structure of science
or one of its subfields. In this article, dedicated to Peter Ingwersen, we recall
some definitions related to different forms or applications of bibliographic cou-
pling and co-citation analysis.

2 Duality between hibliographic coupling and co-citation
2.1 Bibliographic coupling: article level [1],[2]

Consider two articles # and 4 and their reference lists. These reference lists are
considered as sets of publications (cited publications). Next one considers the
intersection of these reference lists. If this intersection is non-empty one says that
articles # and 4 are bibliographically coupled. The number of items in this intersec-
tion is called the bibliographical coupling strength. The bibliographical coupling
strength divided by the number of items in the union of the two reference lists is
called the relative coupling strength. This is essentially a Jaccard index [3]. It has

173



been shown in [4] how bibliographic coupling can be performed online, using a
clever combination of the RANK and TARGET commands in Dialog. Nowadays,
software for this type of analysis is made freely available by Loet Leydesdorff at
his website http:/ /wwwleydesdotff.net/ (among others).

2.2 Co-citation: article level [5],[0]

Consider two articles x and y and their sets of citing articles, e.g. articles that cite
article x respectively article y. As usual these citing articles come from a pool of
articles such as all journals covered by the WoS or by Scopus. This pool will not be
mentioned further on, but will, in practice, always influence numerical outcomes.
One considers the intersection of these citing articles. If this intersection is non-
empty then articles x and y are co-cited. The number of elements in this intersec-
tion is called the co-citation strength. Dividing the co-citation strength by the
number of articles in the union of the two citing sets yields the relative co-citation
strength, which is also a kind of Jaccard index [3].

A bibliographic coupling relation is determined by cited articles, while a co-
citation relation is determined by citing articles. If x and y are co-cited then there
is at least one article such that articles x and y both belong to that article’s reference
list (cited set). If articles @ and 4 are bibliographically coupled then there is at least
one article such that articles « and & both belong to its citing set. Bibliographic
coupling and co-citation are clearly dual notions.

2.3 Co-citation: author level (provisional definition)

Replacing the term ‘article’ by ‘author’ leads to the following definition of author
co-citation. Consider two authors X and Y and for each of them the set of all
articles that cited (at least one of) their articles (published during a given period,
cited over possibly another period). One considers the intersection of these citing
articles. If this intersection is non-empty authors X and Y are co-cited.

In Rousseau & Zuccala [7] a hierarchic classification of author co-citations is
proposed consisting of: pure first-author co-citations, pure co-citations, general
co-citations and co-author/co-citations. The definition of co-citations on the au-
thor level as given above is actually the definition of the notion of co-author/co-
citation. Indeed, if X and Y have co-authotred one article and if this article is cited
in article T then author X as well as author Y occur in the list of authors cited in
T, hence are co-cited according to the previous definition. As the co-authorship
relation is usually considered to differ from a co-citation relation, we change the
definition of co-citation on the author level as follows.
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2.4 Co-citation: author level (based on the notion of pure co-citations)

Consider two authors X and Y. We denote by J(X,Y) the set of all publications co-
authored by X and Y (and possibly other colleagues). For X and Y we consider the
sets of articles that cited (at least one of) their publications that do not belong to the
set J(X,Y) (as before published during a given period and cited over possibly another
period). One considers the intersection of these citing articles sets. If this intersec-
tion is non-empty authors X and Y are co-cited, in the pure co-citation sense. The
number of elements (different citing articles) in this intersection is called the author
co-citation strength. Dividing the co-citation strength by the number of articles in
the union of the two citing sets yields the relative author co-citation strength.

If X has authored one article that is co-cited with one article of Y (not co-
authored by X) then authors X and Y are author co-cited and conversely, i.e. if X
and Y are author co-cited then there exists at least one article written by X and one
article written by Y (not co-authored by X) such that these articles are co-cited.

Besides this definition of author co-citation strength we also propose the fol-
lowing one in which one takes all actual co-citation occurrences into account. In
this proposal the author co-citation strength is defined as the sum of all article
co-citation strengths, where the sum is taken over pairs of articles (x,y) where ar-
ticle x is written by author X and article y is written by author Y, excluding all X-Y
co-authored articles. This author co-citation strength is called the total author co-
citation strength of authors X and Y. In order to distinguish between this method
and the previous one the result of the first counting method will be referred to as
simple co-citation strength.

Yet, other definitions of co-citation strength are feasible. We illustrate this by a
simple example (see Table 1).

Author X Author Y
Article A cites article X Article A, cites article Y,
Article A, cites article X, Article A cites article Y,
Article A, cites article X Article A, cites article Y,
Article A cites article X, Article A cites article Y,
Article A cites article X, Article A cites article Y,

Article A, cites article X,

Article X is not cited

Table 1. Citations of articles written by author X (X1 to X5) and by author Y (Y1 to Y3)

Author X has written 5 articles and author Y has written three atticles (none co-
authored with author X). The intersection of the citing articles consists of articles
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{ALALA L, hence the simple co-citation strength is 3. The union of the two article sets
of Table 1 consists of {A,A,A,,A,,A_}, hence the relative simple co-citation strength
is 3/5 = 0.6. The total co-citation strength is calculated based on the couples: (X,Y)
in A (X,Y)in Ay (XY ) in Ay (XY in Ay (X,Y)in Ay (X,Y)in A (X,Y) in
A,. Hence the total co-citation strength is 7. The relative total co-citation strength has
not yet been defined above. It can be defined with respect to all articles that are at least
cited once (and all citing articles), or with respect to all published articles (and again all
citing articles). In the first case the maximum number of possible co-cited pairs is 4x3,
leading to a value of 7/(12x5) = 0.12 (there are five citing articles); in the second case
the maximum number is 5x3, leading to a value of 7/(15x5) = 0.11.

2.5 Alternative counting methods

Alternative I. One may for each co-citing article, here the set {A,A A}, count the
number of articles written by X or Y, and add these results. In the example of Table 1
this is: 24+3+4= 9. This is another way of determining a co-citation strength. The rela-
tive co-citation strength is then obtained by dividing by the maximum number of ar-
ticles that may be cited. If uncited articles are taken into account this is 5x(5+3) = 40,
leading to a relative co-citation strength of 9/40 =~0.225; when only cited atticles are
taken into account this leads to a relative co-citation strength of 9/[5x(4+3)] = 0.26.

Alternative I1. In this alternative each citing article is weighted according to the
minimum number of cited X and Y articles. In the example A, A, have weight
1; A, has weight 2, while A, and A, have zero weight, leading to a co-citation
strength of 4. The maximum weight for each citing article is min(5,3) = min (4,3)
= 3, hence the relative co-citation strength using this alternative is 4/(3x5) = 0.27.

As we do not want to make this contribution too complicated, we will not mention
these alternatives anymore, although, for instance, a version of alternative 11 s used in
practice, see [8]. These alternatives moreover illustrate that there are many ways pos-
sible for determining a co-citation strength and a relative co-citation strength.

It is well known that author co-citation analysis has been introduced by White
and Griffith [9]. Which definitions did they use? Although it is not completely
clear to us, it seems that they used the simple co-citation strength. Moreover, they
only considered first authors.

A similar problem occurs when we try to define bibliographic coupling on the
author level.

2.6 Bibliographic coupling: author level (provisional definition)

Consider two authors A and B and for each of them the set of all articles they have
cited (articles published during a given period, with cited articles published over pos-
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sibly another period). Then one considers the intersection of these articles lists. If this
intersection is non-empty one says that authors A and B are bibliographically coupled.

Again we run into the problem that if authors A and B have co-authored an article
then all items in the reference list of the co-authored article belong to the intersection
of all articles cited by A and by B. Hence, it is best to exclude co-authored publica-
tions, leading to the following definition.

2.7 Bibliographic coupling: author level

Consider two authors A and B and for each of them the set of all articles they have
cited in other articles than in those for which A and B are co-authors are considered
(published during a given period, cited articles published over possibly another pe-
riod). Then one considers the intersection of these article lists. If this intersection is
non-empty one says that authors A and B are author-bibliographically coupled. The
number of items in the intersection is called the simple author bibliographical coupling
strength. The simple author bibliographical coupling strength divided by the number
of items in the union of the two cited article lists may be called the relative simple au-
thor bibliographical coupling strength. If one article written by A and one article writ-
ten by B (not co-authored by A) are bibliographically coupled, then A and B are author
bibliographically coupled and conversely, i.e. if A and B are author bibliographically
coupled then there exists at least one article written by A and one article written by B
(not co-authored by A) such that these articles are bibliographically coupled.

Also for author bibliographical coupling other methods to determine the author
bibliographical coupling strength may be applied. As announced earlier we will only
consider the dual notion of total author bibliographical coupling strength. This
notion is defined as the sum of all article bibliographical coupling strengths, where
the sum is taken over pairs of articles (a,b) where article a is written by author A
and article b is written by author B, excluding all A-B co-authored articles. A relative
total author bibliographical coupling strength may be defined in a similar way as for
the co-citation case.

The notion of author bibliographical coupling has been introduced by Zhao
and Strotmann [8]. They used what we refer to as bibliographic coupling on the
author level, but, as they only consider first authors they avoid the problem related
to co-authorship. In defining the author bibliographic coupling strength they con-
sider the number of times an article occurs in an author’s reference lists. If article
C, occurs two times in author A’s reference lists and 4 times in author B’s reference
lists then this article contributes min(2,4) = 2 to the author bibliographical cou-
pling strength. The author bibliographic coupling strength of authors A and B is
then the sum of all these minimum values. This means that Zhao and Strotmann
use the author bibliographical coupling strength variant of alternative 11 above.
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2.8 A weaker form of author co-citation and author bibliographical coupling
2.8.1 Author co-citation: weak _form

Consider two authors X and Y. Again we denote by J(X,Y) the set of all publications
co-authored by X and Y (and possibly other colleagues). For X and Y we consider
the sets of authors that cited (at least one of) their publications that do not belong
to the set J(X,Y) (as before published during a given period and cited over possibly
another period). One considers the intersection of these citing author sets. If this
intersection is non-empty authors X and Y are weakly author co-cited. The term
weakly is used as X and Y do not need to be co-cited. It just suffices that there is
an author that has cited X and also (possibly in another article) author Y. The num-
ber of elements in this intersection is called the (simple) weak author co-citation
strength. Dividing the weak author co-citation strength by the number of authors
in the union of the two citing author sets yields the (simple) relative weak author
co-citation strength. If X and Y are co-cited then they are automatically also weakly
co-cited. Similarly we define a weak form of author bibliographical coupling,

2.8.2 Author bibliographic coupling: weak form

Consider two authors A and B and for each of them the set of all authors they have
cited in other articles than in those for which A and B are co-authors (published
during a given period, cited authors publishing over possibly another period). Then
one considers the intersection of these two author lists. If this intersection is non-
empty one says that authors A and B are weak author-bibliographically coupled. The
number of items in the intersection is called the simple weak author bibliographical
coupling strength. Again we note that A and B do not have to be bibliographically
coupled. It suffices that there is an author that has been cited by A and (in another
article) also by B. The weak author bibliographical coupling strength divided by the
number of authors in the union of the two cited author lists may be called the simple
relative weak author bibliographical coupling strength. If A and B are bibliographi-
cally coupled then they are automatically also weakly author bibliographically coupled.

3 Other forms of co-occurrence

Bibliographical coupling and co-citation can be viewed as special cases of co-oc-
currences. Besides co-citation and bibliographic coupling also other co-occurrenc-
es have been studied. It seems that the first such study was performed by Karl-
Erik Rosengren in 1966. In 1968 Rosengren published a book called “Sociological
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aspects of the literary system”, in which he introduced the co-mention approach in or-
der to graphically display the reference frame of fiction book reviewers [10],[11].
In literary reviews of fiction books he identified the most frequently mentioned
authors and their co-occurrences. From these data he was able to draw a map with
authors as nodes while the distances between them were estimated using their
co-occurrences [12]. Similarly Fano [13] was a precursor of Kessler in the case of
bibliographical coupling.

Key-words may also be used in co-occurrence studies. These will be considered
in the next section.

4 Articles and key-words

Instead of considering reference lists as in the definitions of co-citation analysis
or bibliographic coupling given above, one may consider key-words. This leads to
the definition of key-word coupling (on the article level):

4.1 Key-word coupling: article level

Consider two articles 2 and 4 and their key-word lists. Then one considers the in-
tersection of these key-words lists, this is the set of key-words common to these
two articles. If this intersection is non-empty one says that articles « and & are
key-word coupled. The number of items in this intersection is called the key-
word coupling strength. The key-word coupling strength divided by the number
of items in the union of the two key-word lists is called the relative key-word cou-
pling strength. Similarly one may study if and how often key-words are mentioned
together in the same key-word list.

4.2 Key-word co-mentioning: article level

Consider two key-words » and » and, for each of them the set of articles for
which they are a key-word. Then one considers the intersection of these articles.
If this intersection is non-empty key-words » and » are said to be co-mentioned.
The number of elements in this intersection is called the co-mentioning strength.
Dividing the co-mentioning strength by the number of articles in the union of the
two article sets yields the relative co-mentioning strength.

Note that classical bibliographic coupling and co-citation are properties of ar-
ticles or of sets of articles (authors’ ceuvres), while key-word coupling and co-
mentioning are only properties of articles in the coupling case but not in the co-
mentioning case. Co-mentioning is indeed a property of key-words.
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In parallel to our investigations of bibliographic coupling and co-citation we con-
sider now the case of authors, i.e. oeuvres.

4.3 Key-word coupling: author level

Consider two authors A and B and for each of them the set of all key-words of
their articles, except for those articles that they have co-authored. Then one con-
siders the intersection of these key-words lists. If this intersection is non-empty
one says that authors A and B are author key-word coupled. The number of items
in the intersection is called the simple author key-word coupling strength. The au-
thor key-word coupling strength divided by the number of items in the union of
the two key-word lists may be called the relative simple author key-word coupling
strength. If one article written by A and one article written by B (not co-authored
by A) are key-word coupled, then A and B are author key-word coupled and con-
versely, i.e. if A and B are author key-word coupled then there exists at least one
article written by A and one article written by B (not co-authored by A) such that
these articles are key-word coupled. Taking the sum of all these authors’ articles
author key-word coupling strengths (and not taking joint-articles into account)
leads to the total author key-word coupling strength.

Author level key-word coupling has been introduced by Liu & Zhang [14].
However, they do not eliminate co-authored articles, so that — in our opinion - the
resulting maps resemble co-authorship maps. It seems that they used the simple
key-word coupling strength. The dual notion, namely co-mentioning can also be
defined on the level of oeuvres.

4.4 Key-word co-mentioning: author level

Consider two key-words » and » and, for each of them the set of authors (ocuvres)
for which these words are considered to be a key-word (in at least one article written
by that author). Then one considers the intersection of these authors. If this intersec-
tion is non-empty key-words » and w are said to be author co-mentioned. The number
of elements in this intersection is called the author co-mentioning strength. Dividing
the author co-mentioning strength by the number of authors in the union of the
two author sets yields the relative author co-mentioning strength of these key-words.
Again one my take the actual number of occurrences into account leading to a total
author co-mentioning strength. This notion might be useful to detect typical words
co-used by a group of authors (scientific ‘schools’ ?) or even by one author.

One can even move up to a higher level of aggregation and consider larger
groups of authors, such as all authors working at departments (e.g. chemistry de-
partments) at different institutes or universities.
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4.5 Key-word coupling: departmental level

Consider two departments D and E and for each of them, the set of all key-words
of their articles, except those articles that they have co-authored. This means that
articles where department D and department E both appear in the byline are not
taken into consideration. Then one considers the intersection of these key-word
lists. If this intersection is non-empty one says that departments D and E are key-
word coupled on departmental level. The number of items in the intersection is
called the departmental key-word coupling strength. The departmental key-word
coupling strength divided by the number of items in the union of the two key-word
lists may be called the relative departmental key-word coupling strength. If one ar-
ticle written by a member of department D and one article written by a member of
department E (not co-authored) are key-word coupled, then D and E are key-word
coupled on departmental level and conversely. Taking the sum of the key-word
coupling strengths of all articles of these departments (and not taking joint-articles
into account) leads to the total departmental key-word coupling strength.

It is clear that the larger the unit (departments or even whole universities) the
easier it becomes to be coupled, and the more important the actual coupling strength
is. Key-word coupling on institutional level has been introduced by Yang and Jin [15].

4.6 Key-word co-mentioning: departmental level

We finally mention the dual notion of key-word coupling, namely key-word co-
mentioning on departmental level. Consider two key-words » and » and, for each of
them the set of departments for which these words are considered to be a key-word
(in at least one article having this department in the byline). Then one considers the
intersection of these departments. If this intersection is non-empty key-words »
and w are said to be co-mentioned on departmental level. The number of elements
in this intersection is called the departmental co-mentioning strength. Dividing the
departmental co-mentioning strength by the number of departments in the union
of the two sets yields the relative departmental co-mentioning strength of these
key-words. Again, as in the previous cases, one my take the actual number of occur-
rences into account leading to the total departmental co-mentioning strength.

5 Conclusion

The notions of bibliographic coupling and co-citation can be generalized in many
directions. Care must be taken to make these definitions as precise as possible,
otherwise results using these notions may become irreproducible.
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Some authors only consider first authors in co-citation or bibliographic coupling stud-
ies. It seems obvious to us that not including all authors may lead to serious distortions.
Luckily, more and more colleagues perform all-author studies [16], [17], [18], [19].

There are many other forms of co-occurrences not mentioned here, the most im-
portant ones being journal co-citation and co-word occurrences (co-word analysis).
These other forms, see e.g. [20] and their generalizations, especially in networks, will
be the topic of subsequent research.
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Abstract. The purpose is to provide quantitative evidence of scholatly productiv-
ity and impact of Peter Ingwersen, a preeminent information science scholar, and
at the same time illustrate and discuss problems and disparities in measuring schol-
arly contribution in general. Data is derived from searching Dialog, Web of Sci-
ence, Scopus, and Google Scholar (using Publish or Perish software). In addition,

a HistCite profile for Peter Ingwersen publications and citations was generated.
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Introduction

The paper is honoring the scholarly contribution of Peter Ingwersen, a scholar ex-
traordinaire in information science. With his ideas, publications, presentations, and
collaborations Professor Ingwersen attained a global reach and impact. The purpose
here is to provide some numerical evidence of his productivity and impact with a fur-
ther objective of using this data as a case study to illustrate and discuss the problems,
difficulties and disparities in measuring scholarly contributions in general.

The essence of scholarship is proposition of ideas or explanation of phenomena in
concert, at some time or another, with their verification. Since antiquity to the present
day these were represented in publications — books, treatises, journal articles, proceed-
ings papers etc. —in a vatiety of forms. Traditionally, their quality was assessed by peer
review and recognition, critical examination, and verification of claims. The impact was
the breadth and depth of these assessments and even more so their effects on scholat-
ship that followed. Scholatly productivity and impact was a qualitative assessment.

In contrast, close to a century ago quantitative metrics associated with scholarly
publications started to appear. Counting various aspects provided a further picture of
productivity and impact. At first they were numbers such as publications per author,
numbers of references and citations, and other indicators. Bibliometrics emerged in
the mid of last century as an area of study of quantitative features and laws of re-
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corded information discourse. Finally, a decade or so thereafter scientometrics fo-
cused on the scientific measurement of the work of scientists, especially by way of
analyzing their publications and the citations within them — it is application of math-
ematical and statistical methods to study of scientific literature. Scholatly productivity
and impact was also quantified.

Contemporary advances in information and communication technologies en-
abled innovative creation of large databases incorporating publication and citation
data from which, among others, a variety of metrics are derived. Scholarly produc-
tivity and impact is being derived quantitatively from massive databases. Results
are often used for a variety of evaluative purposes.

Thus, a distinction is made between relational bibliometrics/scientometrics,
measuring (among others) productivity and evaluative bibliometrics/scientomet-
rics measuring impact. In this paper we deal with both,

2 Problems, issues

A number of databases now provide capabilities to obtain comprehensive metrics
related to publications of individual scholars, disciplines, journals, institutions and
even countries. As to statistics related to publications, i.e. relational bibliometrics,
they provide straight forward relational data. But as to impact, i.e. evaluative biblio-
metrics, they also compute a variety of citation-related measures or metrics. In oth-
er words, citations atre at the base of evaluative bibliometrics. Three issues follow.

The first issue is about the very use of citations for impact studies. Numerous
caveats are expressed questioning such use and warning of possible misuse. Ley-
desdorff [1] is but one of numerous articles addressing the problem. While fully
recognizing the caveats and this problem we will not deal with them. Let it be said
that such caveats should be applied to data presented here as well.

The second issue is operational and relates to the quality of citations from
which evaluative data is derived. Citations are not necessarily “clean” data; ambi-
guities, mistakes, inaccuracies, inabilities to differentiate, and the like are present at
times. Citation hygiene differs. White [2] is but one of numerous articles that dis-
cusses possible ambiguities in presentation and use of citation data. Again, while
recognizing this issue and problem we will not deal with it here.

The third issue, the one that we will deal with here, is also operational, but
relates to coverage and treatment of sources from which publication and impact
metrics are derived. Science Citation Index appeared in 1963, compiled by the In-
stitute for Scientific Information (ISI), followed a few years later by Social Science
Citation Index and then by Arts & Humanities Citation Index. Using and enlarging on
these indexes, in 1997 ISI, (now part of Thomson Reuters) released the Web of
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Science (WoS) |3]. For four decades, - from 1960s till 2004 — these indexes, including
WoS, were the sole source for citation studies and impact data. Thus, for a long
whil