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Abstract  

Low-dimensional III-V semiconductor nanoscale structures grown by epitaxial 
processes have emerged as a new class of materials with great promise for various 
device applications. This thesis describes explorations into the heteroepitaxial growth 
of III-V semiconductor materials in combination with other III-V materials and in 
combination with the commonly used Si material, in both thin layer and nanowire 
geometries. Understanding the heteroepitaxial growth of III-V semiconductor 
nanoscale structures, and understanding the thermodynamic and kinetic processes 
involved in the growth of these structures, provides deeper insight into their 
formation properties. Such understanding also enables highly controlled fabrication 
of high quality crystal nanostructures composed of these materials, which are of great 
importance for both advanced physics studies and the next generation of devices. 

This thesis describes work to explore and understand the heteroepitaxial growth of 
several promising III-V semiconductor materials, including InAs, GaAs, InP, InSb, 
and GaSb. The properties of these materials, such as their mobility and their direct 
band gap, are superior to those of the widely used Si material. The materials have 
been grown using metalorganic vapor phase epitaxy and molecular beam epitaxy. 

This thesis describes also the successful epitaxial growth of high quality and thin InAs 
and GaSb layers on Si substrates, despite the large lattice mismatch between these. It 
describes also studies of several complex III-V nanowire heterostructures in both axial 
and radial geometries, such as single axial and double axial InSb-GaSb nanowires in 
both directions. Moreover, investigation of the radial heteroepitaxial growth of Au-
seeded InAs-InP and self-seeded GaAs-GaAsxSb1-x nanowires, which indicated 
important roles of crystal quality and various surface energies, is described.  

The combination of two binary materials into a ternary nanowire, apart from 
scalability, offers the possibility to precisely tune the band gap and carrier mobility for 
specific applications. Hence, this thesis describes studies into the formation of GaAs-
GaAsxSb1-x core-shell nanowires with tuned compositions and into the epitaxial 
growth of GaxIn1-xSb ternary nanowires for the first time.  
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1. Introduction 

Nanoscience and nanotechnology have emerged in recent decades as key fields in 
various scientific fields such as chemistry, biology and physics. In general, nanoscience 
and nanotechnology aim to understand the properties of structures at the nanometer 
scale (nanoscale) in at least one dimension, and to design and construct technological 
devices at this scale [1].  

Nanoscale objects are fabricated using either “top-down” or “bottom-up” approaches. 
Bottom-up construction is used in organic and supramolecular chemistry, through 
reactions and self-assembly. Molecular biology also studies the association of 
biological molecules to generate nanobiological structures with certain functions [2]. 
Both top-down and bottom-up approaches are used in physics for the miniaturization 
of “continuous matter”. The bottom-up approach manipulates individual atoms and 
molecules to produce materials at nanoscale, whereas the top-down approach relies on 
downscaling structures in industrial technology by sophisticated techniques. Micro- 
and nano-electromechanical systems (MEMS and NEMS) are examples of such 
downscaling concepts with great potential for various applications such as sensors [3, 
4]. 

As the dimensions of a material decrease, interesting geometrical and physical effects 
appear. The surface-to-volume ratio, for example, becomes extremely important, as a 
greater proportion of the material comes in contact with the environment and a 
greater proportion of bonds become “dangling bonds”. These increases influence the 
material’s stability and its chemical properties. The high surface-to-volume ratio may 
also affect the reactivity of nanoscale materials in structures such as nanoparticles [5]. 
The physical properties of nanoscale materials are also different from those of 
macroscale materials, and different aspects of physical laws (quantum effects) must be 
considered when studying nanoscale materials. Electrons can tunnel through 
quantum barriers in nanoscale materials, for example, that they cannot get through in 
macroscale materials, where classical physics applies. 

Understanding the properties of nanoscale objects requires results obtained from 
many analytical techniques with high spatial resolution to determine and quantify the 
atomic structure and composition of the objects. Continuous developments in the 
synthesis of nanoscale structures and advances in analytical techniques have led to 
great advances in both nanoscience and nanotechnology. Nanoscience and 
nanotechnology are now employed in many applications, such as nanoelectronics, 
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sensors, data storage, energy storage (solar cells and fuel cells) and coatings. The 
ultimate goal of nanoscience and nanotechnology is to build on the significant 
advances made in these fields, and to understand and fabricate nanoscale structures 
with atomic precision for industrial applications. Accomplishing this goal requires a 
greater understanding of the formation properties of nanoscale structures and tighter 
control of their fabrication processes. 

1.1. III-V semiconductor nanostructures 

Many studies in nanoscience and nanotechnology have been devoted to 
semiconducting materials and their applications. Semiconducting materials are an 
important class of materials with outstanding properties, used in many applications. 
The term “semiconductor” refers to a member of a group of materials with electrical 
conductivities that lie between those of metals and insulators. In general, the electrons 
inside a material are allowed to occupy certain energy levels known as “bands”. The 
term “valence band” denotes the upper energy band filled by electrons, where the 
maximum level is denoted . The term “Fermi” level denotes the chemical potential 
of the electrons in the semiconductor material at 0 K. The allowed energy band above 
the Fermi level is known as the “conduction” band, and its minimum is denoted . 
The separation between  and  is known as the “band gap”,  (where 

). Materials can be classified on the basis of their band gap into three classes, 
known as “metals”, “semiconductors” and “insulators”, where metals have negligibly 
small band gaps, and insulators have band gaps so large that it is unfeasible that an 
electron can cross. In general, a semiconductor material has a small band gap, and 
applying an electric field, light or thermal energy can excite an electron from the 
valence band to the conduction band. 

The band gap of a semiconductor material is either “direct” or “indirect”. If the 
minimum energy state of the conduction band and the maximum energy state of the 
valence band are in the same momentum, the semiconductor material has a direct 
band gap. Otherwise, the semiconductor material has an indirect band gap. Direct 
band gap materials are particularly interesting for optical applications. Photons (with 
energies greater than the band gap) can, for example, excite electrons from the 
maximum energy state of the valence band to the minimum energy state of the 
conduction band, leaving holes in the valence band. The excited electrons then for 
instance recombine with holes to create photons.  

Si (a Group IV element) is the most dominant semiconductor material and has been 
extensively used in various electronic applications, due to its abundance in nature and 
beneficial oxide form. However, Si is an indirect band gap semiconductor material 
and is therefore not suitable for optical applications.  
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Figure 1.1 The relationship between band gap and lattice constant for several III-V semiconductor 
materials and Si (Group IV) at 0 K. The open data points represent indirect band gap materials, the 
filled data points direct band gap materials [6]. 

 

Other novel materials, such as carbon-nanotube and III-V compounds, are highly 
required, in order to be able to continue the downscaling trend in nanoelectronics 
while at the same time improving the performance of devices [7]. 

In general, III-V semiconductor materials (compounds of Group III and Group V 
elements) have more interesting properties than Group IV elements. Figure 1.1 shows 
the relationship between the band gap and the interatomic distance, known as the 
“lattice constant”, of several III-V semiconductor materials (blue data points) together 
with Si (red data point). 

Most of the III-V semiconductor materials considered have direct band gaps (filled 
data points). Additionally, most of the III-V materials have higher carrier mobility 
than Si, making them suitable for high-frequency electronic devices. InAs and GaSb, 
for example, have electron and hole bulk mobilities of 35,000 cm2V-1s-1 and 5,600 
cm2V-1s-1, respectively, at 77 K [8]. 
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InSb has the highest bulk electron mobility of III-V semiconductor materials, 77,000 
cm2V-1s-1 (at 300 K), and the smallest band gap [9]. It should be noted that the 
properties of the semiconductor materials (such as carrier concentration, mobility, 
and band gap) can be modified by adding dopants. It has been shown that the crystal 
structure of a semiconductor material also affects the magnitude of its band gap [10-
12]. 

III-V semiconductor nanostructures can be synthesized with reduced dimensions, and 
include quasi two-dimensional (2D) nanostructures (thin layers), one-dimensional 
(1D) nanostructures (nanowires), and zero-dimensional nanostructures (quantum 
dots (QD)). 

Thin layer (2D) nanostructures have been extensively investigated in recent decades. 
These studies have included their formation properties and their use in various types 
of application, such as multijunction solar cells [13], light-emitting diodes (LED) 
[14] and field-effect transistors (FET) [15]. In particular, combinations of high 
mobility III-V semiconductor thin layers with the well-established Si technology is a 
promising approach to continue the common scaling trend in nanoelectronics. 
Currently, high quality thin layers are used in several applications, such as 
multijunction solar cells. However, combining materials with dissimilar unit cell 
spacings, known as “lattice mismatch”, introduces fundamental limitations. It is 
challenging to create high quality thin layers of lattice-mismatched materials systems. 
In fact, reducing the material dimension is an attractive approach to avoid such 
fundamental issues, and this suggests that the use of 1D geometry is a promising 
approach. 

Nanowire geometry (1D) offers additional interesting possibilities, compared to the 
thin layers. First, nanowires serve as a platform to understand the fundamental 
properties of materials at the nanoscale size, including combinations of lattice-
mismatched material systems. Second, nanowires have served as building blocks for 
various device applications such as solar cells [16, 17], nanoelectronic devices [18, 
19], optoelectronic devices [20, 21] and quantum devices [22-25]. Additionally, the 
synthesis of the III-V semiconductor materials in the form of high quality nanowires 
with scalable dimensions is an alternative path for the further downscaling of 
semiconductor devices [26]. 

As stated above, nanowire geometry allows defect-free lattice-mismatched material 
systems to be combined on top of each other, as the strain induced from the lattice 
mismatch is released by expansion or contraction of materials near the interface (not 
possible in 2D). Moreover, nanowire geometry enables the nanowire surface to be 
passivised with other material systems. Electron/hole mobility, for example, is often 
lower in nanowire geometry than it is in bulk material, due to surface scattering. It is 
possible, however, to passivate/protect the surface of high mobility nanowires with a 
material that has a wider band gap. As an example, it has been reported that 
passivating InAs nanowire surface with a thin InP layer enhances their transport 
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properties [27, 28]. The possibility of passivating nanowires makes them even more 
interesting candidates for several electronic and optoelectronic applications when high 
surface-to-volume ratios are needed [29, 30]. Finally, the combination of two binary 
materials into a ternary nanowire allows precise engineering of its physical properties, 
such as its composition and band gap. 

1.2. Thesis synopsis  

This thesis focuses on the synthesis properties of combined semiconductor 
nanostructures in thin layer and nanowire geometries. In particular, it describes 
investigations into the combination of several interesting III-V semiconductor 
materials, including InAs, GaAs, InP, InSb, GaSb. Furthermore, studies of the 
combination of some III-V semiconductor nanostructures with Si substrates are also 
discussed. 

Chapter 2 introduces the crystal structure of III-V semiconductor materials in layer 
and nanowire geometries. One method of synthesis of III-V semiconductor materials, 
known as “epitaxy”, is described, and two epitaxial techniques are explained. The key 
thermodynamic and kinetic parameters involved in an epitaxial process are addressed. 

Chapter 3 introduces the characterization techniques used during the work described 
in this thesis to study the properties, such as morphology, composition and crystal 
structure, of the epitaxially grown nanostructures.    

Chapter 4 describes the fundamental principles of layer growth, and presents the 
main challenges of III-V growth on Group IV substrates. The results of GaSb and 
InAs layer growth on Si substrates and the layer growth of GaSb on epitaxially grown 
InAs thin layers on Si substrates are presented. 

Chapter 5 describes the fundamental principles of nanowire growth, and describes the 
thermodynamic and kinetic aspects of the processes involved. The challenges of 
antimonide-based nanowire growth are described, and this system is compared with 
the more common arsenide-based and phosphide-based systems. Three complex 
nanowire heterostructures are introduced and discussed, followed by examples of 
each.      

Finally, Chapter 6 summarizes the results presented in this thesis, and suggests future 
work in this area. 
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2. Crystal growth  

Semiconductor materials are solid crystals in which atoms are positioned in an 
ordered fashion, unlike amorphous materials, in which atoms are randomly 
positioned. A unit cell of the crystal is the smallest building block that can form the 
crystal. Common types of unit cell are cubic, body-centered cubic (bcc), face-centered 
cubic (fcc) and hexagonal closed packed (hcp) lattices. The equilibrium bulk crystal 
structure of most III-V semiconductor materials is the zinc blende structure (ZB), 
which is an fcc structure with two different atoms at each basis point. The nitride-
based materials are an exception to this: they have the wurtzite (WZ) structure. 

Unlike bulk III-V materials, III-V nanowires form several crystal structures, 
including, ZB, WZ and mixed structures. This unique property allows for the 
formation of materials with crystal structures that are not stable in the bulk form. 
Hence, apart from the size scalability, crystal structure tuning adds another degree of 
freedom to nanowires. 

2.1. Crystal structure 

The atoms in crystals are packed in a particular way. We describe in this section the 
crystallographic structure of nanowires grown in the [ ] direction (see Section 5.1), 
since < > is the common direction of the nanowire growth. 

The ZB crystal structure is an fcc structure and WZ is an hcp. The {111} planes in 
the fcc lattice, which are equivalent to the {0001} planes in the hcp lattice, are 
“close-packed”, since the atomic distances in these planes are the shortest within the 
structure. Figure 2.1 illustrates the WZ and ZB atomic structures, showing what are 
known as “stacking sequences”, in the close-packed plane directions. 

The difference between the ZB and WZ crystal structures can be explained through 
their different stacking sequences. Each alternating bilayer (composed of a monolayer 
of Group III and a monolayer of Group V atoms) is identical in the WZ structure. Its 
atomic sequence thus is ABAB…. The ZB crystal structure, in contrast, has three 
layers with different orientations and the stacking sequence is thus ABCABC…. 
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Figure 2.1 (a) WZ and (b) ZB crystal structures in the close-packed planes, demonstrating the ABAB… 
and ABCABC… stacking sequences, respectively. 

 

Misplacement of a single bilayer in the WZ structure creates a stacking fault, such as 
ABABB|CCBCB…, where the stacking fault lies between BB and CC planes, to create a 
unit of the ZB structure (ABBC). Misplacement of a single bilayer in the ZB structure 
creates a twin plane, such as ABCAACBA…, where the AA plane is a mirror plane. 
Formation of further twin planes creates WZ segments within the ZB crystal 
structure. 

The atomic structures described above are examples of mixed WZ and ZB crystal 
structures, and these occur often during nanowire growth. Controlling the crystal 
structure of the nanowires has been the subject of many studies [31-35]. 

There are other differences between the WZ and ZB crystal structures. The 
neighboring atoms to any particular atom can be divided into four groups, based on 
their distances from it. The atoms at the closest distance are the “1st nearest 
neighbors”. The next closest are the “2nd nearest neighbors” and so on. The 1st and 2nd 
nearest neighbors distances are the same in the WZ and ZB structures, as are the 
numbers of each type of neighbor. The 3rd nearest neighbor atom in WZ is, however, 
closer than in the ZB crystal structure.  

The two types of atom that make up a bilayer in III-V semiconductor materials are 
different, and a charge polarity, known as “ionicity”, may be present between the 
Group III and Group V atoms, depending on their difference in electronegativity [36, 
37]. It has been suggested that the ionicity acts as a driving force for the formation of 

A

B

A

B

A

B

C

A

B

C

A

B

WZ ZB<0001> <111>

a b



Epitaxy 

27 

certain crystal structures, so that high ionicity favors WZ, and low ionicity ZB. The 
antimonide-based nanowires, for example, have a low ionicity, and almost always 
grow in the ZB crystal structure; some authors have attributed the formation of the 
ZB crystal structure in antimonides to their low ionicity [38-41].  

It should be mentioned that depending on the atomic arrangement, different 
crystallographic planes have different properties such as surface energy and 
anisotropy. The surface energy depends not only on the crystal plane, but also on the 
chemical composition, surface morphology (i.e. roughness) and atomic reconstruction 
[42]. The anisotropic nature of the different atomic planes also affects their surface 
energy and thus their growth rate. Some examples of different growth rates at 
different atomic planes (nanowire side facets) are presented in Section 5.3.2. 

2.2. Epitaxy 

“Epitaxy” is the ordered deposition of a material onto a monocrystalline substrate, 
and it is often used to form III-V semiconductor nanostructures. “Homoepitaxy” is 
the term used when the epitaxial layer and the underlying substrate are of the same 
type, “heteroepitaxy” when they are different. Epitaxy is a common bottom-up 
technique used for the growth of high quality monocrystalline materials. 

The epitaxial growth of semiconductor materials can be achieved by several 
techniques such as molecular beam epitaxy (MBE), metalorganic vapor phase epitaxy 
(MOVPE), and chemical beam epitaxy (CBE). The MOVPE system uses 
metalorganic vapor precursors in a carrier gas, and requires chains of chemical 
reactions, including pyrolysis of the individual precursors, to form the desired 
elements, followed by surface reactions. MBE uses molecular beams in an ultra-high 
vacuum (UHV) environment, and fewer chemical reactions are involved. 

CBE is essentially the MOVPE process in an UHV system, and can be considered as 
a combination of the MOVPE and MBE techniques. Each of these techniques has 
some strengths and weaknesses. MOVPE, however, is the most flexible epitaxial 
growth technology, and it has been successfully used for large-scale applications [43-
45].  

2.2.1. Metalorganic vapor phase epitaxy  

Most of the specimens examined during the work described in this thesis were grown 
in a cold-wall and low-pressure (100 mbar) MOVPE system (Aixtron 200/4). Growth 
takes place in the reactor, which is the main part of the MOVPE system. The 
MOVPE system used for this work had a horizontal reactor designed for three 2" 
wafers or one 4" wafer. The substrate was placed on a graphite surface known as the 
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“susceptor”, heated from below by infrared lamps. The maximum temperature that 
could be achieved in the reactor was 750 °C. Figure 2.2 shows the structure of a 
MOVPE system. Hydrogen with a total flow rate of 13 l/min was used as a carrier gas 
during the growth to transfer metalorganics (mainly of Group III elements) and 
hydrides (of Group V elements) to the reaction chamber. During and after the 
epitaxial process, un-reacted and waste materials were sent to the exhaust line and 
burned safely. 

Each material flow is controlled by a mass flow controller (MFC). Most metalorganic 
Group III materials are liquids (the indium source trimethylindium (TMIn) is a 
solid). The metalorganic sources are kept in what are known as “bubblers” to 
maintain a constant temperature, and their rates of flow are controlled by the rate of 
hydrogen flow through the bubblers. One hydrogen pipe enters the liquid and a 
second collects the precursors in the vapor phase. Group V precursors, in contrast, are 
mainly in the gaseous hydride form, except the metalorganic antimonide source 
trimethylantimony (TMSb). The epitaxial growth processes are controlled by several 
parameters, such as temperature and the molar fractions of reactants. As an example, 
GaAs can be grown from trimethylgallium (TMGa) and arsine (AsH3) with the 
overall reaction (Equation 2.1): 

  (2.1) 

Incomplete pyrolysis of the metalorganic precursors can lead to carbon 
contaminations in the growing material, which could act as a dopant. It is difficult to 
control the incorporation of carbon into the growing material, and carbon 
contamination of the grown material is the main disadvantage of the MOVPE 
system. MOVPE, however, is the most flexible epitaxial growth technology, and can 
be used for large-scale systems. 

 

Figure 2.2 A MOVPE system in which hydrogen is used as the carrier gas. Metalorganic sources are 
kept in the bubblers and their flows are controlled by MFCs. The epitaxial growth process occurs inside 
the reactor and the waste materials are transported to the exhaust pipe. 
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2.2.2. Molecular beam epitaxy 

MBE is another versatile epitaxial growth technique used to obtain high quality 
samples [46, 47]. The principle of MBE is simpler than that of MOVPE. GaAs 
growth by MBE occurs as described by Equation 2.2.  

  (2.2) 

The source materials are placed in solid form into effusion cells, where they are heated 
to produce atoms or clusters of atoms. The chamber is kept under UHV conditions, 
and this ensures that the evaporated materials have long mean free paths, enabling 
them to reach the substrate and become incorporated into the growing layer (or 
nanowire). The long mean free path also prevents homogeneous reactions in the gas 
phase. The flux of the atoms (or clusters of atoms) is adjusted by controlling the 
temperature of the effusion cell, and it can be completely closed using a shutter 
located in front of the cell.  

One main advantage of MBE over MOVPE is the high purity of the material that is 
grown (no carbon contamination). Another advantage is the possibility of installing 
equipment for in situ characterization techniques such as reflection high-energy 
electron diffraction (RHEED). In situ monitoring is possible also in MOVPE, but the 
techniques available are less universally useful than RHEED. The disadvantages of 
MBE are its low throughput and the need for UHV conditions, which make it 
expensive. 

 

Figure 2.3 An MBE reactor [Courtesy of D.L. Dheeraj]. The system is in UHV conditions, which 
enables the RHEED technique to be used to monitor the surface reconstruction. 
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Some samples were grown in a Varian Gen II Modular MBE system, located in the 
MBE lab at NTNU, Norway. Figure 2.3 shows the chamber of this system. It is 
equipped with ion pumps and a cooling system to achieve UHV conditions. The 
substrate is located in the center and is equidistant from the effusion cells, in spherical 
geometry. The system is equipped with various cells, such as As, Sb and Ga cells.  

The two techniques described above differ, but the principle of both techniques is 
similar, and the epitaxial growth is governed by two key factors: thermodynamics and 
kinetics. Thermodynamics determines the direction of a reaction, and kinetics 
determines the rate of the reaction.   

2.3. Thermodynamics 

Thermodynamics is the driving force of the epitaxial growth process, and it causes the 
precursor molecules to react and form the epitaxial structures. This section discusses 
the thermodynamic aspects of vapor-phase epitaxy, and describes in detail the 
differences between layer growth and nanowire growth. 

Thermodynamics deals with energy changes in a system. If we consider a simple 
system composed of only one component, where  indicates the reactant in the vapor 
phase and  indicates the product in the solid phase, equilibrium is reached when the 
chemical potential of the reactant ( ) equals the chemical potential of the product 
( ): 

  (2.3) 

where  is reactant in vapor phase and  is product is solid phase. In other words, 
in the equilibrium condition, there is no chemical potential difference between the 
reactant and product ( ). In a non-equilibrium condition, the chemical 
potential difference is not zero (either  or ). For positive chemical 
potential difference ( ), condensation occurs, while for negative chemical 
potential difference ( ) evaporation occurs.  

The chemical potentials of the reactants are increased in vapor-phase epitaxy growth 
by supplying more material [43]. Epitaxial growth is an example of a non-equilibrium 
condition in which  is positive. As a result, thermodynamics acts as the driving 
force for the reaction to proceed, and to lower the energy of the system. The chemical 
potential difference between the vapor and the solid product can be expressed in 
terms of a constant ( ), temperature ( ) and a measure of supersaturation, such as the 
ratio of partial pressures , where  is the reactant vapor pressure and  is the 
equilibrium vapor pressure (Equation 2.4). The above discussion is only a simple 
picture of a thermodynamic system. Additional thermodynamic parameters must be 
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considered in binary and ternary systems where there is more than one reactant 
involved. 

  (2.4) 

The reactants in the vapor phase have high chemical potential. In MOVPE, this 
chemical potential first decreases at the boundary layer ( ), and decreases again at 
the growth interface ( ) to form the products (Figure 2.4). The boundary layer is a 
layer adjacent to the growth interface (between the substrate and the free gas stream) 
where the vapor transport occurs only by diffusion (laminar flow) [42].  

One of two growth regimes may be established, depending on the fall in chemical 
potential. If the fall in chemical potential at the boundary layer is larger than at the 
interface ( ), the growth is limited by the rate of mass transport (diffusion-
limited), since the rate of diffusion is the limiting factor (the dashed line in Figure 
2.4). Mass transport-limited growth occurs at high temperatures (above 550 °C for 
GaAs), where the pyrolysis of most of the precursors is almost complete. In this 
regime, therefore, the growth rate is not affected by changes in temperature. This 
regime mainly applies to the growth of ordinary layers [43].  

In contrast, if the fall in chemical potential at the interface is larger than at the 
boundary layer ( ), the growth is limited by kinetics (the solid line in 
Figure 2.4). Nanowire growth takes place mainly in this regime, where layer growth is 
suppressed and a change in temperature affects the chemical reaction rate. 

 

Figure 2.4 Chemical potential as a function of reaction coordinate, where the solid line illustrates the 
kinetics-limited growth regime and the dashed line the diffusion-limited regime.   
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2.4. Kinetics 

Kinetics describes the various reaction paths of an epitaxial growth process and 
determines the rates at which the reactions take place. This section reviews the 
reactions and defines the reaction rates for temperature-dependent processes. 

The vapor-phase growth process involves gas-phase reactions (homogeneous 
reactions) in certain epitaxial techniques. Surface reactions (heterogeneous reactions) 
play important roles after materials have landed on the surface. Figure 2.5 illustrates 
the epitaxial growth process. Some reactants diffuse towards the substrate, after which 
several heterogeneous reactions and surface processes may take place. Some reactants 
desorb and return to the vapor phase. Some reactants diffuse on the substrate until 
they meet other reactants and form a nucleus, while others diffuse toward preferential 
nucleation sites (steps and kinks). 

Several parameters determine which of the above processes occur during the growth, 
such as (i) surface morphology (i.e. the roughness of the surface), (ii) surface energy 
(Section 2.1), (iii) interactions between the reactants and the substrate (where the 
interface energy depends on such factors as the material and atomic plane structure), 
(iv) temperature (which directly affects the diffusion properties), and (v) 
supersaturation, which may affect the nucleation rate (Section 5.1.1). 

The rate of reaction in the kinetics-limited regime depends on the temperature, and 
thus the reaction rate ( ) can be expressed by an Arrhenius function (Equation 2.5).  

  (2.5) 

where the pre-exponential factor  and  are constants, and  is the activation 
energy.  

 

Figure 2.5 Various reactions that occur during epitaxial growth, including surface processes, 
homogeneous reactions and heterogeneous reactions.   

Diffusion
Desorption 

Homogeneous reactions

Heterogeneous reactionsIn
pu

t g
as

es

Substrate 

Nuclei



Kinetics 

33 

 

It should be noted that the overall reaction rate is limited by the slowest reaction, 
known as the “rate-limiting step” in cases where several steps are involved. This is the 
case in the epitaxial growth of nanowires by MOVPE, where the nanowire growth 
requires the decomposition of several (at least two) precursors, and the subsequent 
surface diffusion of decomposition products formed. 
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3. Characterization techniques  

Several techniques are available to determine the morphological and structural 
properties of epitaxially grown materials. The layers studied during the work 
presented here were characterized by atomic force microscopy (AFM), X-ray 
diffraction (XRD) and scanning electron microscopy (SEM). The nanowires were 
characterized by SEM and transmission electron microscopy (TEM).   

3.1. Atomic force microscopy 

AFM is a scanning probe microscopy (SPM) technique in which an oscillating 
cantilever with a sharp tip at its end scans across a surface. The cantilever oscillates at 
(or near) its resonance frequency with an amplitude that is typically in a range of 20 
nm to 100 nm. AFM works by maintaining a constant force between the tip and the 
sample, where the force ( ) is calculated from Hooke’s law (Equation 3.1). 

  (3.1) 

where  is the spring constant (stiffness) and is the cantilever deflection (distance). 
The constant force is typically in the range of nN to μN, in an ambient atmosphere. 

AFM has three principal modes: contact, non-contact, and tapping mode (TM). TM 
AFM inflicts less damage on soft samples than contact AFM, and provides higher 
resolution data than non-contact AFM. AFM is a powerful tool that can resolve 
atomic-step roughness on the surface. It is, however, difficult to resolve smaller 
features such as kinks and adatoms on the surface. 

The basic principle of TM AFM is quite simple. An oscillating cantilever with a sharp 
tip at its end (typically made of silicon) taps across the sample surface. The cantilever 
is connected to a piezoelectric scanner, and a laser beam is reflected from the 
cantilever’s back and is monitored by a photodiode detector. A constant oscillation 
amplitude is maintained throughout a scan via a feedback loop that is controlled by 
an electronics unit. In this way, a three-dimensional (3D) picture of the surface 
morphology is created by analyzing the data collected from many scan lines.  
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Figure 3.1 The AFM technique, in which a cantilever with a sharp tip connected to its end scans across 
the surface. The cantilever deflection is measured through the beam reflection by the photodiode 
detector. A controller unit monitors a feedback loop and maintains a constant oscillation amplitude.  

 

A D3100 Nanoscope IIIa AFM (TM mode) was used in the study presented here to 
characterize the surface morphology of the InAs and GaSb layers grown, with a 
precision in the z-direction better than 0.1 nm. It was also used to determine the root 
mean square (RMS) value of the surface roughness. 

3.2. X-ray diffraction 

X-ray diffraction (XRD) is used to investigate the quality, composition and strain of 
the grown layers. High-resolution XRD was performed with a Bruker-AXS D8 
system with a Cu -  X-ray source.  

X-rays are electromagnetic waves with a wavelength in the Ångström (Å) range, which 
is smaller than typical atomic separations. The atoms in a crystalline material are well-
ordered and they can be considered as two-dimensional (2D) planes stacked as the 
pages of a book (Figure 3.2a). An X-ray beam is directed at the surface at a certain 
angle ( ). The X-ray beam can be considered to be a plane wave that interacts with 
the electron clouds around the nuclei in the crystalline material.  
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Figure 3.2 (a) 2D planes of atoms in a crystalline material positioned on top of each other with a 
spacing . (b) The Bragg condition, where  is the plane spacing and  is the angle of incidence of the 
beam. 

 

The interaction causes the electron clouds to oscillate with the same frequency as that 
of the incident beam. This is known as “elastic scattering”, which reflects the fact that 
the energy of the reflected beam is the same as the energy of the incident beam. 
Diffraction occurs when the reflected beams from the individual planes interfere 
constructively. This criterion is satisfied when the path difference ( ) between 
the beams is equal to an integer multiple of the wavelength ( ), a condition known as 
the “Bragg condition” (Equation 3.2). Otherwise, the beams reflected from different 
atomic planes interfere destructively and cancel each other out. Figure 3.2b shows the 
Bragg condition, where  is the atomic plane distance and is  the angle of incidence 
of the beam.  

  (3.2) 

The diffraction pattern from a crystalline material provides various types of 
information about the material. Measuring the angle of incidence at the Bragg 
condition, for example, allows the plane spacing ( ) to be calculated, and thus both 
the composition of the specimen and the strain within it to be determined.     

3.3. Electron microscopy 

Electron microscopy uses a beam of electrons to illuminate the sample and to create a 
highly magnified image of it. The Rayleigh criterion states that the resolution that can 
be obtained is approximately half of the wavelength of the incident radiation. The 
resolution of a light microscope is thus limited to (half of) the wavelength of visible 
light (μm). The resolution of an electron microscope is considerably higher than that 
of optical microscopes since the wavelength ( ) of an electron beam, calculated from 
the de Broglie equation (Equation 3.3), is much smaller. Furthermore, higher 
resolution can be achieved by increasing the energy of the electron beam ( ), and 
thus creating electrons of smaller wavelengths. 
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   (3.3) 

The interaction of the high-energy electron beam with the specimen leads to various 
types of scattering (Figure 3.3). Each signal obtained can be used to gain valuable 
information about the specimen. Some signals are detected above the specimen 
surface, and these are the signals used in SEM (Section 3.3.1). High-energy electron 
beams can pass through thin specimens, and this is the technique used in TEM 
(Section 3.3.2).  

3.3.1. Scanning electron microscopy 

SEM is one of the most common techniques used to characterize the morphology of 
microscale and nanoscale objects. SEM produces an image of the sample by scanning 
a high-energy focused beam of electrons across the sample in a raster fashion. The 
electron beam is created either by a thermionic source from a filament of a material 
such as tungsten (W) or lanthanum hexaboride (LaB6), or by a field emission gun 
(FEG).The beam is focused by passing it through several condenser lenses. Scan coils 
are used to control the scan procedure.  

One type of signal produced by inelastically scattered electrons is called secondary 
electrons (SEs). These are valence electrons of the sample that have been knocked out 
of the specimen by the beam electrons. 

Most SEs are re-absorbed by the sample, and only those that are produced from 
approximately the top 5 nm of the sample are detected. These electrons have energies 
of less than 50 eV. SEs generated from deeper parts of the sample are re-absorbed 
before they reach the surface, and the interaction volume between the beam and the 
sample is small. Thus SEs give images with a high spatial resolution. SEs give a 
topographic image, since the electrons come from (near) the surface.  

Elastic interactions between the electron beam and the nuclei of the atoms in the 
sample generate backscattered electrons (BSEs). BSEs are generated homogeneously 
down to a certain depth, the magnitude of which is determined by their high energy 
(defined by the electron beam). Such electrons, thus, may originate from deeper parts 
of the sample, and may spread out more, giving images with poorer spatial resolution 
than those produced from SEs. The fraction of beam electrons that undergo 
backscattering depends on the atomic number of the elements in the sample ( ). For 
this reason, backscattered electrons are commonly used to investigate materials with 
components of very different atomic numbers, where the higher  elements appear 
brighter.  
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Figure 3.3 Interaction of the high-energy electron beam with the specimen generates various types of 
electrons (straight arrows) and photons (wavy arrows) [Courtesy of K. Hillerich].   

 

In the work presented in this thesis, SEs were detected and analyzed to obtain the 
surface topography of various types of sample. The surface morphology of the layers 
and nanowires was evaluated by an FEI Nova NanoLab 600 and a LEO 1560.  

3.3.2. Transmission electron microscopy 

TEM is one of the most sophisticated characterization tools available, and it provides 
valuable detailed information about the specimen, including information about the 
atomic arrangement, the presence and type of crystal defects, and the chemical 
composition. TEM requires a high-energy beam and a thin sample (less than 
approximately 100 nm for most semiconductors), so that the beam can pass through 
the sample. Elastically scattered electrons produce electron diffraction patterns from 
crystalline samples, which give information about the atomic plane separation at that 
particular angle. Diffraction patterns are commonly used to determine the crystal 
structure of samples.  

TEM can be used in various operating modes, which differ in beam alignment 
(convergent or parallel) and the magnitude of the condenser lens aperture. The work 
presented here has used high-resolution TEM (HRTEM), X-ray energy dispersive 
spectroscopy (XEDS) and high-angle annular dark field scanning TEM (HAADF 
STEM) to determine the structural and compositional properties of the nanowires. 
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In TEM mode, a parallel beam is used to illuminate the sample, and the transmitted 
direct beam and elastically scattered electrons are used to form an image. The incident 
beam is parallel also in HRTEM, which reveals the atomic structure of crystalline 
specimens. The beam is focused to a point and scanned across the specimen in STEM 
(just as in SEM), and the direct beam, diffracted beam and beam scattered at high 
angles are collected and analyzed. The electrons scattered at high angles can be used 
to create high-angle annular dark field (HAADF) images in which the contrast is 
depends mainly on the chemical composition of the sample and its thickness.  

Inelastic interactions of the primary beam with the specimen generate a variety of 
secondary signals including SEs, Auger electrons and X-rays. When the high-energy 
electron beam interacts with the specimen, electrons may be ejected from the inner 
shells of atoms, leaving electron vacancies. The electrons from the outer shells then fill 
those vacancies. The energy difference between the outer shell and the inner shell can 
be released as X-rays whose wavelengths are characteristic of the elements in the 
sample. The energy may also eject an electron from the same atom, giving what are 
known as “Auger electrons”. Therefore, detecting the X-rays is a powerful technique 
used to determine the chemical composition of the specimen. This technique, known 
as X-ray energy dispersive spectroscopy (XEDS), is commonly used with the HAADF 
STEM mode to obtain a spatially resolved map of the chemical composition of the 
sample. 

We have used a JEOL 3000F TEM to obtain various types of information about the 
nanowires, such as their crystal structure and composition. Nanowires were broken 
off from the substrate and mechanically transferred onto carbon-coated copper grids 
before TEM characterization. 
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4. Layer growth  

This chapter introduces the fundamental principles of III-V layer growth and 
discusses the growth results achieved during the work presented in this thesis. Section 
4.1 introduces the fundamental principles of layer growth, while Section 4.2 presents 
the layer growth results. Sections 4.2.1 and 4.2.2 describe an investigation into the 
epitaxial growth of GaSb and InAs layers on Si (111) substrates. Section 4.2.3 
describes an investigation into the epitaxial growth of GaSb layers on InAs-Si (111) 
substrates.  

4.1. Fundamental principles of layer growth 

The integration of high-mobility III-V semiconductors such as InAs and GaSb with 
Si substrates has significant potential for several device applications, such as 
long-wavelength infrared detectors [48, 49]. However, epitaxial growth of InAs and 
GaSb on Si substrates presents several challenges, such as lattice mismatch, thermal 
mismatch and the formation of anti-phase domains (APDs).  

Epitaxial growth of lattice-matched materials can lead to the formation of perfect 
crystals. However, epitaxial growth of lattice-mismatched materials forces atoms of 
the epitaxial layer to follow the periodic order of the substrate material, which results 
in the creation of strain ( ) in the epitaxial layer. The strain that is created is linearly 
related to the lattice mismatch value (Equation 4.1). 

  (4.1) 

where  is the epitaxial layer lattice constant and  is substrate lattice constant. 
Several layers can be grown grow epitaxially until the strain energy becomes too large. 
At this stage, the epitaxial layer will relax and release this energy. The strain energy 
can be released either by dislocation formation (which occurs preferentially in systems 
with low lattice mismatch, Figure 4.1a), or by what is known as “Stranski-Krastanov 
(SK) island formation” (Figure 4.1b). One type of dislocation that occurs often 
during the epitaxial growth is the “misfit” dislocation. The epitaxial layer minimizes 
the strain through the omission of some atomic planes, as shown by dashed lines in 
Figure 4.1a.  
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The magnitude and the direction of the lattice distortion can be described by a vector, 
known as the “Burgers” vector. In the case of a misfit dislocation, the Burgers vector 
is parallel to the growth plane (the growth interface), shown by the red arrow in 
Figure 4.1a. This type of dislocation is often preferred since it does not propagate 
along the growth direction. The Burgers vector may have other orientations relative 
to the substrate in other types of dislocation, and such dislocations can propagate 
upward through the grown layer. These types of dislocations are not favorable, since 
they degrade the film quality and adversely affect electrical and optical properties of 
the epitaxial layer (epilayer). We have studied also screw dislocations (Figure 4.1c). 
Screw dislocations arise when the shear stress forces half of a plane to slip across the 
other half, and in this way distort the atomic arrangement. The Burgers vector of a 
screw dislocation is perpendicular to the growth interface (shown by the red arrow in 
Figure 4.1c).  

Thermal mismatch between the substrate and epilayer is another cause of dislocations. 
Thermal mismatch is the term used to describe a situation in which the substrate and 
epilayer have different thermal expansion coefficients. Thermal cracks may also arise if 
the difference in thermal expansion coefficient is very large [50].  

The growth of a polar material on a non-polar substrate introduces further aspects. 
During the growth of an InAs layer on a Si substrate, two precursors (indium and 
arsenic) bind to the Si atoms of the substrate. The presence of atomic steps on the Si 
substrate may, therefore, create two different types of domain, Group III-terminated 
and Group V-terminated domains, known as APDs [50, 51]. The formation of APDs 
is also related to the crystal orientation of the substrate. A Si (211) substrate, for 
example, is advantageous over Si (111) and Si (100) substrates, since it provides two 
clear sites for atoms to bind, which lowers the APD density [52]. Also, single domain 
GaAs layers can be grown on misoriented Si (100) substrates, due to double-step 
formation and self-annihilation mechanism [51]. 

 

Figure 4.1 (a) Misfit dislocation formation when the lattice mismatch is rather low. The Burgers vector 
(red arrow) is parallel to the growth plane. (b) SK island formation for high lattice mismatch. (c) A screw 
dislocation in which the shear stress distorts the atomic arrangement. The Burgers vector (red arrow) is 
perpendicular to the growth plane. 
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Surface preparation is key to the successful epitaxial growth of III-V materials on Si 
substrates. A clean Si substrate has a high surface energy and tends to absorb 
impurities to lower this. Contaminants on the substrate surface adversely affect the 
nucleation process and may contaminate the epitaxial layers. A contaminant may act 
as a preferential nucleation site and perturb the non-preferential nucleation sites for 
Group III and V elements. Depending on the type of contamination and surface 
morphology, contaminants may act like steps on the surface and result in APD 
formation. It is, therefore, vital to clean the substrate surface properly. The surface of 
a Si substrate, in addition, becomes covered by a layer of native oxide when exposed 
to air.  

Extensive studies on Si surface cleaning took place during the 20th century, due to the 
importance of Si for the semiconductor technology. Several chemical cleaning 
methods, such as Shiraki [53] and RCA cleaning [54], were developed to effectively 
remove any contamination from the Si surface. We have used the RCA process, 
which removes surface contaminants and protects the surface by oxide formation, to 
clean the Si wafers. The oxide layer was subsequently etched by HF treatment to form 
an H-terminated surface, and the samples were then directly transformed to the 
growth reactor. 

In the case of the growth on III-V substrates, prior to the growth, the native oxide or 
so-called “epi-ready” oxide (provided by the vendor) should also be removed. 
Different chemical processes and annealing processes are suitable for different 
materials. Annealing of III-V substrates at high temperatures, however, may cause 
decomposition at the surface of the material. The decomposition temperature is 
related to the binding energy of the corresponding material [55], which is lowest for 
InSb and GaSb materials. This means that the Group V material (which is more 
volatile than he Group III material) should be supplied during the annealing 
procedure, to avoid surface decomposition. The native oxide may instead be removed 
by chemical cleaning, and the sample should be immediately transferred to the 
growth reactor. Clawson [56] provides a list of wet chemical etchants for III-V 
semiconductor materials.  

InSb and GaSb are the III-V materials that are most sensitive to oxidation [57]. 
GaSb, in particular, forms a thick oxide layer, including Ga2O3, which requires a very 
high annealing temperature to remove [58]. The presence of hydrogen during the 
annealing step reduces the de-oxidation temperature [58, 59]. Hydrogen is often used 
as the carrier gas in MOVPE, and this allows a lower annealing temperature to be 
used, which helps to avoid severe decomposition at high temperatures.  

Nucleation is the second key step that needs to be considered. In the work presented 
here, a Group V-terminated surface was created by exposing the H-terminated surface 
(formed by HF treatment) to the Group V flow. A nucleation step was necessary in 
cases of high lattice mismatch. This was the case, for example, for InAs and GaSb 
layer growth on Si substrates (~12% lattice mismatch), and a two-step growth 
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approach was used. This method has been applied in several material systems with 
large lattice mismatches, such as GaAs layer growth on Si substrate [50, 60]. In the 
two-step growth approach, growth starts at a low temperature (to form a nucleation 
layer) and subsequently continues at a higher temperature (to form the second layer).  

4.2. Layer growth results 

We have used a two-step growth approach to grow GaSb and InAs layers on Si (111) 
substrates. The nucleation layer was grown at a relatively low temperature and 
relatively high V/III ratio, to limit surface diffusion of the reactants and to form a 
high density of SK islands. The surface was subsequently annealed briefly at a higher 
temperature to enhance a process known as “Ostwald ripening” and to improve the 
surface coverage. Ostwald ripening is a consequence of the size dependence of the 
vapor pressure, where smaller islands have higher vapor pressure than larger ones. 
This gives rise to a concentration gradient in the vapor phase, and material is 
transferred from smaller to larger islands. Larger islands grow and smaller islands 
shrink and finally disappear [61]. The second layer was subsequently grown at high 
temperature and low V/III ratio, to favor adatom mobility.  

4.2.1. GaSb layer growth on Si (111) 

GaSb is a promising material with several interesting properties. It has, for example, a 
direct narrow band gap, which is required for electro-optical application in the near 
infrared range [62]. Undoped bulk-grown GaSb is p-type, and can be either n-type or 
p-type doped. Sulfur (S), selenium (Se) or tellurium (Te) can be used for n-type 
doping, while germanium (Ge), tin (Sn) or beryllium (Be) can be used for  p-type 
doping [62].    

Manasevit and Hess demonstrated in 1979 that GaSb layers can be grown by 
metalorganic chemical vapor deposition (MOCVD) [63]. This led to several studies 
on the growth of GaSb layers [64-66]. These studies focused mainly on the epitaxial 
growth of GaSb layers on III-V or sapphire substrates. III-V substrates are much more 
expensive than Si substrates. Furthermore, Si substrates offer several key advantages 
over III-V substrates: they are robust, available in large sizes, have high thermal 
conductivities, and expertise in Si-based technology is widely available. Additionally, 
the epitaxially grown GaSb layers on Si (111) substrates can serve as substrates for the 
growth of vertical GaSb nanowires. This section describes the epitaxial growth of 
GaSb layers on Si (111) substrates.  
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Figure 4.2 (a) Top-surface SEM image of the GaSb nucleation layer. (b) 10 × 10 μm2 AFM image of the 
GaSb nucleation layer. (c) Top-surface SEM image of the same sample after annealing at 600 °C for 5 
min, showing larger holes on the surface. (d) 5 × 5 μm2 AFM image of the annealed sample, showing 
lower surface roughness. 

 

We have studied the growth of GaSb epitaxial layers on Si substrates through a two-
step approach, since there is a large lattice mismatch between GaSb and Si (~12%).  

Triethylgallium (TEGa) and trimethylantimony (TMSb) were used as precursors. 
TEGa is better than the more commonly used TMGa, since TEGa pyrolysis occurs at 
a temperature approximately 100 °C lower than that at which TMGa pyrolysis 
occurs. This means that the growth of GaSb layers when using TEGa as source is 
mass transport-limited in the temperature range of 525-640 °C. The growth is 
kinetically limited when TMGa is used as source [67]. Therefore any fluctuation in 
the growth temperature has only a minor effect on the growth rate, when TEGa is 
used as source. 

Several processes that occur during the GaSb layer growth were investigated, 
including formation of an Sb-terminated surface, nucleation, annealing, and growth 
of the second layer. The H-terminated surface was first replaced by an Sb-terminated 
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surface to initiate the growth. We studied a series of samples with the same nucleation 
growth parameters, varying the initial annealing temperature between 500 and 600 
°C, and varying the Sb flow time from 10 sec to 1 min. We then characterized the 
surface morphology of the samples produced by AFM and SEM.  

A flow of Sb for 10 sec at 600 °C gave the greatest degree of surface coverage and the 
lowest RMS value of roughness (~8.25 nm). Figures 4.2a and 4.2b show SEM and 
AFM micrographs of this sample. The improvement in morphology that arises by 
reducing the Sb flow time is probably related to the low equilibrium vapor pressure of 
antimony, which causes excess material landing on the surface to remain there [68, 
69]. Sb termination is a key step in obtaining high quality GaSb layers [70]. 
However, the low equilibrium vapor pressure of antimony makes it difficult to obtain 
such a layer. This has led several groups to consider using a thin buffer layer of AlSb 
to initiate the growth [71-75]. Proessdorf et al. [76] investigated the MBE growth of 
GaSb layers on Si (111) substrates. They used RHEED to demonstrate that the initial 
Si surface reconstruction affects the surface morphology [76]. 

We have grown nucleation layers from TEGa with a molar fraction of 1.1 × 10-4 and 
from TMSb with one of 4.01 × 10-4 (V/III ~3.6). Further AFM studies on the 
nucleation growth temperature and time showed that 10 min growth at 450 °C 
provides the greatest degree of surface coverage and smoothest sample. Figures 4.2a 
and 4.2b show the SEM and AFM images of the sample obtained with these 
nucleation growth parameters. The large lattice mismatch between GaSb and Si 
substrates means that we expect stacking faults to be present at the interface.  

We investigated the effect of the annealing on the samples by changing the annealing 
temperature from 550 to 600 °C and the time from 2 to 5 min. AFM images of 
samples created under different annealing conditions showed that surface morphology 
is optimal (at those areas without holes) after annealing at 600 °C for 5 min (Figure 
4.2d). The SEM image (Figure 4.2c), however, showed that the size of the holes on 
the surface increased, probably due to an increase in diffusion length of reactants on 
the surface.  

We next studied the formation properties of the second layer. Lowering the V/III 
ratio (at 600 °C) considerably improved the surface roughness. It should be 
mentioned that only the molar fraction of TMSb was decreased, from 2.17 × 10-4 
(V/III ~2) to 1.08 × 10-4 (V/III ~1), and that the second layer growth was performed 
at 600 °C for 10 min.  

Figures 4.3a and 4.3b show AFM and SEM images of the sample produced at the 
higher molar fraction of TMSb (2.17 × 10-4). The RMS value of the roughness of 
these samples was ~40 nm. However, the sample produced with the lower TMSb 
molar fraction (1.08 × 10-4) looked almost mirror-like (Figure 4.3d). The RMS value 
of roughness for the specimen created at a lower TMSb flow was ~15 nm in the areas 
without holes. 
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Figure 4.3 (a) 2.5 × 5 m2 AFM image of GaSb surface after the second layer growth (V/III ~2), 
showing a very rough surface. (b) Top-surface SEM image of the same sample. (c) 2.5 × 5 m2 AFM 
image of GaSb layer with lower TMSb flow (V/III ~1), showing quite a smooth surface. (d) Top-surface 
SEM image of lower TMSb flow sample showing that some holes remained on the surface.   

 
The observed significant effect of the V/III ratio on the surface morphology agrees 
with previous reports [65, 68, 69, 77], which showed that a V/III ratio of around 
unity is crucial to suppress Ga-rich or Sb-rich regimes. Furthermore, increasing the 
GaSb layer thickness decreases the surface roughness and the defect density, due to 
the formation of the close dislocation loops [78, 79].  

4.2.2. InAs layer growth on Si (111)  

The high electron mobility and narrow band gap of InAs make this a promising 
material with applications in various devices [52]. InAs layers grown on GaAs 
substrates (where the lattice mismatch is 7.2%) are interesting in infrared detectors 
and lasers [80-86]. The epitaxial growth of InAs layers on Si substrates is more 
challenging than the epitaxial growth of InAs on GaAs substartes, due to the larger 
lattice mismatch of 11.6%. Hsu et al. [87] have shown that high quality InAs 
materials can be grown as nanofins, by patterning the Si substrates. The epitaxial 
growth of InAs layers on Si substrates has been studied by several groups [52, 88-93]. 
This section describes the epitaxial growth of InAs layers on Si (111) substrates. The 
use of the Si (111) substrates facilitates the nanowire growth.  

InAs layers were grown on Si substrates using a two-step approach, since the lattice 
mismatch was so large (11.6%). We used trimethylindium (TMIn) and arsine (AsH3) 
as precursors. It should be mentioned that tertiary-butyl arsine (TBAs) or 
phenylarsine (PhAs) can be used instead of the AsH3 source.  
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Figure 4.4 Top-surface SEM images of InAs epitaxial layer with (a) one, (b) two, (c) three, and (d) four 
nucleation layers. (e) The hole density on the surface decreases significantly as more nucleation layers are 
added. The figure has been adapted from Paper I. 

 

Haywood et al. [82] have shown that using TBAs and PhAs sources improves the 
electrical properties and surface quality of the layers, since these precursors have lower 
pyrolysis temperatures than that of AsH3. Paper I describes the experimental details 
used to grow the InAs layers. InAs layers grown on Si (111) with one nucleation layer 
have a high density of holes on the surface [94, 95]. Adding more nucleation layers 
decreases significantly the density of holes on the surface (Figure 4.4e). Figures 4.4a-d 
show top-surface SEM images of samples with one to four nucleation layers. An 
epitaxial layer of approximate thickness 200 nm (the second layer) was grown on top 
of the nucleation layers. 

AFM of the samples revealed that the surface root mean square roughness (RMS) of a 
sample with one nucleation layer was 1.5 nm in a flat region (an area without holes). 
This value was 0.7 nm for the sample with two nucleation layers and 0.4 nm samples 
with more than three nucleation layers. Figure 4.5a shows an AFM image of an InAs 
epitaxial layer with five nucleation layers, where Figure 4.5b shows the derivative of 
this image. InAs grows as triangular nuclei in a step-flow manner, where the step 
heights correspond to the InAs lattice constant. 

XRD characterization of the samples with one to six nucleation layers showed that the 
quality of the film was improved by incorporating additional nucleation layers. The 
improvement was expressed as the clear presence of Pendellösung fringes on both 
sides of the InAs peak. Figure 4.5c shows 2 /  spectra of samples with one to four 
nucleation layers, where the inset shows FWHM values. The decrease in the FWHM 
value from 70 to 53 arcsec shows that the quality improves as the number of 
nucleation layers increases. Paper I gives further details.  
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Figure 4.5 5 × 5 m2 of (a) AFM image (b) derivative AFM image of InAs epitaxial layer grown using 
five nucleation layers. (c) High-resolution 2 /  scans of samples with one to four nucleation layers, 
where subsequent signals have been shifted upwards for clarity. The inset shows FWHM values taken 
from the rocking curve for one to six nucleation layers. The figure has been adapted from Paper I. 

 

The structural characterization described above confirmed that InAs epitaxial layers 
formed by adding four nucleation layers were of high quality. Adding more than four 
nucleation layers did not further improve the film quality. 

After the successful growth of small samples, InAs epitaxial layers (with four 
nucleation layers) were grown on a full 2" Si wafer. This epitaxial layer could be used 
as the substrate for nanowire growth. Paper II describes studies of the growth of InAs 
nanowires growth on the InAs epitaxial layer over 2" wafer, where the wires were 
homogeneous across the entire 2" wafer. 

4.2.3. GaSb layer growth on InAs-Si (111) 

The type II band alignment of the GaSb-InAs heterostructure provides an interesting 
system for various device applications, such as tunneling devices, in which the GaSb 
valence band has a higher energy than the InAs conduction band [8, 96]. In addition, 
InAs and GaSb both belong to the 6.1 Å family and are almost lattice-matched [97]. 
This makes it possible to grow GaSb on InAs layers in a one-step approach (in 
contrast to the two-step growth approach that must be used for highly mismatched 
materials).  
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Figure 4.6 (a) The structure of a sample with a GaSb layer grown on an InAs epitaxial layer grown on a 
Si (111) substrate. (b) 5 × 5 m2 AFM image of GaSb surface grown with V/III ~2, and (c) 5 × 5 m2 
AFM image of GaSb surface grown with V/III ~1, showing the improved morphology. The figure has 
been adapted from Paper I. 

 

Several groups have studied epitaxial growth of the InAs-GaSb heterostructure, 
mainly on GaAs and GaSb substrates [8, 48, 79, 96, 98, 99]. GaAs-type or InSb-type 
interfaces can be constructed by using different switching sequences [96, 98]. The 
direct growth of GaSb layers on a Si (111) substrate is difficult (Section 4.2.1). The 
indirect growth of the GaSb layers (on the InAs buffer layers) is an alternative 
approach that may be more successful, given the interesting properties of GaSb-InAs. 
This section describes studies into the epitaxial growth of GaSb layers on InAs layers 
grown on Si (111) substrates (Section 4.2.2). 

We constructed an InSb-type interface (Figure 4.6a) with simultaneous switching 
between In and Sb, with a 3 sec pause for Ga and As. The V/III ratio has a significant 
effect on the surface morphology of the GaSb layers grown (Section 4.2.1). This is the 
case also for GaSb layers on an InAs layer, using various molar fractions of TMSb [8]. 
Paper I presents the detailed growth parameters of these samples.  

Figures 4.6b and 4.6c are AFM images of the GaSb surface morphology grown with 
V/III ratios of 2 and 1, respectively. The AFM images show several clockwise and 
anti-clockwise spiral mounds on the GaSb surface [100, 101]. We correlate these to 
screw dislocations that originate from steps on the InAs surface. A lower molar 
fraction of TMSb gives spiral mounds on the surface with lower sizes and heights, and 
thus the surface morphology is better. The rather low density of the spiral mounds 
also reflects the high quality of these InAs epitaxial layers [101]. 
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5. Nanowire growth  

“Nanowires”, as the name implies, are structures with a nanoscale size in two 
dimensions and a microscale size in the third dimension. Nanowires can be fabricated 
by two different approaches: “top-down” and “bottom-up”. Nanowires are carved out 
of a bulk crystal material in the top-down approach, while they are fabricated through 
synthesis, reaction, and self-assembly in the bottom-up approach. These processes are 
most often initiated from a substrate.  

The work presented here focuses exclusively on a bottom-up approach in which 
nanowires have been epitaxially grown from precursors. The fundamental principles 
of III-V nanowire growth are introduced in Section 5.1. The growth of antimonide-
based nanowires is discussed in Section 5.2, focusing on the differences between 
antimonide-based nanowires and arsenide-based and phosphide-based nanowires. 
Section 5.2 discusses difficulties in growing such nanowires. Finally, Section 5.3 
discusses complex nanowire structures, including axial and radial heterostructures, 
and ternary nanowires.    

5.1. Fundamental principles of nanowire growth 

Nanowires are often grown using metal catalyst seed nanoparticles, which increase the 
rate of reaction close to the nanoparticles. The growth direction of the nanowires is 
determined by the total free energy of the system and by the free energy of the 
particle/substrate interface.  

For diamond and zinc-blende crystal structure compounds such as Si and GaAs, the 
growth often occurs in <111>-type directions, since the {111} particle/substrate 
interface type has the lowest energy [102, 103]. The <111>-type directions can be 
classified either as <111>A (Group III-terminated) or <111>B (Group V-terminated) 
directions, where the latter is the lower energy plane [104]. The epitaxial growth of 
nanowires on a <111>B substrate, such as GaAs and InAs, results mainly in the 
growth of vertical nanowires (grown along the <111>B direction). It is possible to 
change the nanowire growth direction by engineering the surface and interface 
energies [105-108].  
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Gold (Au) is by far the most commonly used catalyst seed particle material [109]. 
Several reports have recently been published of successful nanowire growth using 
alternative seed particles, such as Cu for InP [110, 111], Ag for InSb [112], Pd for 
InAs [113-115], Ni for GaAs [116, 117], Al for Si [118], Mn for InAs [119], and Mn 
also for Ge and Si nanowires [120, 121]. However, Au remains the most closely 
studied seed material for many nanowire compositions. Figure 5.1a shows Au-seeded 
nanowire growth. 

Au can be deposited by several methods [122]. We have used two different 
techniques: based on Au aerosol nanoparticles or lithographically patterned Au 
nanoparticles. In the first approach, Au aerosol nanoparticles with a well-defined size 
and diameter are randomly deposited onto the substrate surface [123]. In the second 
approach, the positions of the Au nanoparticles are lithographically defined on the 
substrate surface. The first approach is fast, clean and cheap, while the second 
approach offers a key advantage in “positioning”. This is essential when making 
nanowires to be used in devices, where precise alignments are required. Paper II 
describes how we used the second approach to verify the high quality of the InAs 
buffer layers, and demonstrated successful growth of InAs nanowires with various 
diameters and pitches across a 2" wafer.  

Nanowires can be grown also using “catalyst-free” and “self-catalyzed” approaches. 
The catalyst-free approach requires a template, such as an oxide mask, to restrict the 
growth, and the technique is known as “selective area epitaxy” (SAE). Growth in SAE 
is limited to certain areas of the surface (Figure 5.1b).  

This mask preparation technique was used in the study reported in paper V where 
prior to the growth Si wafers were chemically treated (HF treatment) and transferred 
to the growth chamber after the chemical treatment. A thin layer of native silicon 
oxide (SiOx) forms on the surface immediately after the chemical treatment, and this 
acts as an oxide mask. The SiOx layer contains nanoscale apertures at which nanowire 
growth can start. Other than that the growth on the oxide surface (i.e. in areas 
without apertures) is suppressed [124]. 

Paper V describes experiments in which growth was initiated by a Ga flow that 
formed Ga nanoparticles inside the oxide apertures.   

 

Figure 5.1 (a) Au-seeded nanowire growth, (b) Nanowire growth using the SAE approach, and (c) Ga-
assisted nanowire growth. 
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Figure 5.2 30° tilted SEM images of (a) GaAs nanowires grown from Au aerosol nanoparticles, (b) InAs 
nanowires grown from lithographically defined Au patterns with various diameters (25-55 nm) and 
pitches (200, 300, and 500 nm) on InAs buffer layers on Si substrates. (c) High-magnification SEM 
image of part of (b), showing the ordered nanowire arrays, and (d) Ga-assisted GaAs nanowires grown 
directly on Si (111) substrates. The SEM images in (b) and (c) have been adapted from Paper II.  

 

Ga-assisted growth proceeds in a manner very similar to that of Au-assisted growth, 
where the Group III element (Ga) that is to form the nanowire is used as catalyst 
material  rather than an external material such as Au (Figure 5.1c).  

Figure 5.2 shows SEM images of several nanowires grown with the techniques 
described above. Figure 5.2a is an SEM image of GaAs nanowires grown from Au 
aerosol nanoparticles, and shows random positioning. Figures 5.2b and 5.2c are SEM 
images of InAs nanowires from lithographically defined Au patterns grown on InAs 
layers on a Si (111) substrate (Paper II). Figure 5.2d is an SEM image of Ga-assisted 
grown nanowires on a Si (111) substrate (Paper V).  

5.1.1. Nucleation theory 

Wagner and Ellis [125] presented the first model that described the spontaneous 
growth of Au-seeded Si whiskers. They proposed what they called the “vapor-liquid-
solid” (VLS) growth mechanism to explain the growth of the Si whiskers, and related 
the formation of the liquid particles to the low eutectic melting point of Au-Si alloy. 
This section presents the classical nucleation theory model used to explain nanowire 
growth.  

The unidirectional growth of catalyst-seeded nanowires can be understood by 
considering the change in Gibbs free energy that occurs when a solid nucleus forms at 
the triple-phase boundary (TPB), where the vapor, liquid and solid phases meet. The 
Gibbs free energy of a spherical nucleus can be calculated from Equation 5.1. 

  (5.1) 
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The first term on the right-hand side describes the energy reduction when a nucleus 
forms, where  and  are the nucleus volume and nucleus molar volume, and 
where  is the chemical potential difference of the species (the atoms that form the 
crystal) in the supply phase and the solid crystal phase. The second term on the right-
hand side describes the energy added to the system, due to formation of the new 
surface/interface, where  and  are the nucleus interface energy and area, 
respectively. Equation 5.1 allows the critical nucleus size (where the Gibbs free energy 
is maximized) to be calculated. Nuclei with sizes greater than this and less than this 
have lower Gibbs free energies. The increase that occurs in the nucleus size to decrease 
the Gibbs free energy causes nanowire growth. Nuclei that are smaller than the 
critical nucleus size must lower their energy by shrinking, which causes them to 
become unstable. 

Recent in situ studies have greatly advanced our understanding of the nanowire 
growth mechanism. These studies revealed that the nanowire growth often occurs by 
nucleation of a single step (a monolayer of Group III atoms and a monolayer of 
Group V atoms) from one side, followed by the flow of the step across the 
nanoparticle/nanowire interface (in what is known as the “growth front”) [126]. 
Therefore, by considering the nanowire geometry with hexagonal cross section, the 
spherical nucleus shape could be modified (Figure 5.3). If we now consider a spherical 
crystalline nucleus, with liquid vapor ( ), liquid solid ( ) and solid vapor ( ) 
interfacial energies, Equation 5.1 becomes:  

  (5.2) 

where , , , and  are the nucleus surface area, height (often one monolayer), 
perimeter and the catalyst/nanowire contact angle. The first term on the right-hand 
side of Equation 5.2 describes the energy reduction due to the formation of the 
crystalline nucleus. The other three terms on the right-hand side of Equation 5.2 
describe the changes in the interfacial energies, where  is the fraction of the nucleus 
that is in contact with vapor. The second term describes the interfacial energy 
between the liquid and solid nanowire. The third term describes the interfacial energy 
between the  fraction of solid nucleus and vapor. The fourth term describes the 
interfacial energy for the  fraction of the liquid catalyst that has been replaced by the 
nucleus [127-129].  

It is possible in the same way to calculate the Gibbs free energy change for nucleation 
at other possible positions, including substrate surface and nanowire side facets. The 
supersaturation term is the same, and thus only the interfacial energy terms differ.  
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Figure 5.3 The formation of a nucleus at the catalyst/solid nanowire interface with catalyst vapor ( ), 
catalyst solid ( ) and solid vapor ( ) interfacial energies. The fraction of the nucleus in contact with 
vapor is shown by , and the catalyst/nanowire contact angle is . 

 

The unidirectional growth of the nanowires can thus be explained by the lower 
interfacial energy terms (lower interfacial energies at the liquid/solid interface than at 
the solid/vapor interface) at the TPB than on the substrate surface or nanowire side 
facets.  

The model described is based on an assumption that the catalyst particle is in the 
liquid state during nanowire growth. This is known as the “VLS” growth mode. 
Several groups have reported that growth occurs with solid catalyst seed particles, in a 
mode known as the “vapor-solid-solid (VSS)” growth mode [113, 130, 131]. The 
VSS growth mode explains the epitaxial growth of nanowires below the eutectic point 
of the corresponding alloy nanoparticles. Recent in situ studies of Au-seeded Ge 
nanowires revealed that the Au nanoparticles are liquid even below the eutectic 
temperature, which was attributed partly to the nanoscale size effect [132]. 
Kodambaka et al. [132] have shown that Au-seeded Ge nanowires grow with either 
liquid or solid catalyst particles (VLS or VSS) at the same temperature. Cu-seeded InP 
nanowires also grow simultaneously in these two growth modes [111], as do 
Pd-seeded InAs nanowires [113]. Nanowires grown by the two modes, VLS and VSS, 
differ in particle state and growth rate, for example, but all particle-assisted nanowire 
growth results confirm that the interfacial energy terms at the growth front are lower, 
which favors unidirectional growth [127]. The nucleation model can, therefore, be 
applied for both liquid and solid particles. 
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The recent in situ studies have deepened our understanding of nucleus formation by 
providing further information about the nucleation process. One striking observation 
is that the growth of nanowires occurs in a regular time scale in which an “incubation 
time” is required for each step to reach the critical supersaturation and to form the 
nucleus [126]. A rapid step flow forms a monolayer immediately after the nucleus has 
formed. The growth subsequently pauses (the incubation time) until the catalyst 
particles have been refilled with material. Nanowire growth continues in this manner, 
with regular nucleation followed by the step flow, as long as the supply of material is 
maintained.  

5.1.2. Polytypism 

The crystal structure of bulk III-V materials at equilibrium is ZB, except for the 
nitride-based materials, where it is WZ. The crystal structure of III-V nanowires, in 
contrast, can be tuned from the ZB to the WZ structure (Section 2.1) [133, 134]. In 
fact, grown nanowires often contain undesired stacking faults, twin planes and/or a 
mixture of the ZB-WZ crystal structures. These undesired crystal imperfections 
adversely affect the electrical and optical properties of the nanowires by, for example, 
changing the band gap or reducing the carrier mobility [12, 135-137]. On the other 
hand, this polytypic nature of nanowires allows for the formation of materials with 
engineered crystal structures, which is not possible in the bulk material.  

Nanowires grow in a layer-by-layer fashion, initiated by the formation of a nucleus. 
The properties of the nucleus, therefore, determine the crystal structure. This means 
that the parameters that affect nucleus formation also affect the crystal structure [128, 
138]. Nanowires grow in a complex dynamic process in which several processes, such 
as oscillatory nucleus formation, and changes in the surface energy and interface 
energy, take place simultaneously. These processes all affect the crystal structure [35, 
126]. Fluctuations in the supply of materials and thermal fluctuations that occur 
during the nanowire growth process also affect the crystal structure [139, 140].   

The processes and parameters that control the crystal structure of nanowires have not 
been investigated in the work presented here. However, the different structures that 
can be formed were used as templates in Papers IV and V. 

5.1.3. Mass transport  

Material supplied to the nanowire growth process can follow several pathways, 
including (1) direct impingement onto the catalyst particles, (2) desorption from the 
catalyst particle, (3) diffusion from the nanowire side facets to the catalyst particle, (4) 
desorption from the side facets, (5) diffusion from the substrate to the side facets, (6) 
diffusion along the side facets to the catalyst particle, and (7) nucleation on the 
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substrate surface (Figure 5.4) [141]. Diffusion of the materials supplied (hereafter 
known as “adatoms”) plays a significant role in the nanowire growth process. In 
general, Group III adatoms are much more mobile than Group V adatoms, and 
growth occurs with an excess of the Group V precursor (except in the case of Sb-
based nanowires). This section describes the effect of diffusion on the growth 
behavior of nanowires.

The surface diffusion length of an adatom determines the size of a collection area on 
the substrate around each nanowire. Material is supplied from this collection area 
during the growth process. As the nanowire growth continues and the nanowire 
length exceeds the diffusion length, adatoms diffusing from the substrate cannot reach 
the catalyst particle. Growth has now reached a steady state. The mass 
transport-limited model describes the effect of diffusion on the growth of nanowires 
and shows that the rate depends on , where  is the nanowire radius [141, 142].  

Paper II describes investigations into the epitaxial growth of InAs nanowires on an 
InAs buffer layer grown on a Si (111) substrate (Section 4.2.2), during which the 
inverse relationship between the nanowire length and its diameter was observed.  

 

Figure 5.4 Mass transport model for the nanowire growth process, showing various pathways by which 
material can contribute to the growth process. This drawing is a simplified illustration, and shows 
completely decomposed precursors on the nanowire side facets and substrate surface. 
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Temperature affects the nanowire growth process in several ways. (i) Nanowires grow 
in a kinetics-limited growth regime in which pyrolysis of the precursors is incomplete, 
as described in Section 2.3. Increasing the temperature thus provides more material 
for the nanowire growth, and this may increase the nanowire growth rate [143]. (ii) 
Both diffusion and desorption are thermally activated processes, and increasing the 
temperature affects both the diffusion length and desorption rate of the adatoms. (iii) 
A change in temperature may affect the solubility of adatoms in nanoparticles. 
Therefore, the temperature has complicated and interrelated effects on the nanowire 
growth. 

5.1.4. The Gibbs Thomson effect  

The mass transport-limited model assumes that supersaturation inside the catalyst 
particles is high, which means that the model cannot be applied when small catalyst 
particles are used. This section discusses the growth behavior of small catalyst particles 
with low supersaturation.  

The mass transport-limited model states that the rate of growth is inversely 
proportional to the diameter of the catalyst particle. In other words, nanowires seeded 
by small catalyst particles grow faster than those seeded with large particles. 
Givargizov et al. [144], however, observed that there is a critical diameter below 
which Au-seeded Si whiskers do not grow. This is due to what is known as the “Gibbs 
Thomson effect”, in which a decrease in the catalyst size lowers the supersaturation, 
due to the higher vapor pressure of the small particles. Equation 5.3 relates the 
reduction of the supersaturation to particle size,   

  (5.3) 

where  is the supersaturation of growth species inside the alloy particles (for 
example Si inside Au-Si alloy particle with respect to the vapor phase),  is the 
supersaturation in the bulk material, and  is the nanowire diameter, and can be 
assumed to approach infinity in the bulk material.  is the free energy of the nanowire 
surface and is atomic volume of growth species inside the alloy particles (Si in the 
Au-Si particle).  

Introducing the particle supersaturation (the partial pressure ratio shown in Equation 
2.4) into Equation 5.3 and using radius  (instead of the diameter) gives Equation 
5.4:   

  (5.4) 

where  is Boltzmann constant and  is absolute temperature.  is the catalyst 
particle supersaturation expressed as the partial pressure ratio.  and  are the 
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chemical potentials inside the liquid particle and the bulk material, respectively. 
Simplifying Equation 5.4 gives the radius-dependent vapor pressure ( ), shown in 
Equation 5.5:  

  (5.5) 

where  is the vapor pressure of the bulk material. Fröberg et al. [145] optimized 
the calculation of the rate of growth of nanowires from the mass transport-limited 
model by adding the Gibbs Thomson effect. 

Paper VI describes experiments in which the growth rate of GaxIn1-xSb nanowires 
increased with diameter. We explained this growth behavior based on the Gibbs 
Thomson effect. Figures 5.5a-e are SEM images of a set of InAs-InSb-GaxIn1-xSb 
nanowires seeded with Au nanoparticles with diameters of 30-70 nm. The purple 
overlay shows the GaxIn1-xSb segment, which scales directly with the Au nanoparticle 
diameter.  

Figure 5.5f shows the GaxIn1-xSb growth rate as a function of nanowire diameter for 
three sets of samples grown with different TMSb molar fractions and Ga/In ratios. 
The solid curve has been fitted to the black data points based on the Gibbs Thomson 
model. GaxIn1-xSb is a ternary material, and thus we assumed Raoult’s law is valid. 

This enabled us to replace  with , where is the fraction of Sb in the Au alloy 
(  0.01) and  is the saturation vapor pressure of pure Sb. 

 

Figure 5.5 (a-e) 30° tilted SEM images of InAs-InSb-GaxIn1-xSb nanowires grown with Au nanoparticles 
of diameter 30, 40, 50, 60, and 70 nm, respectively. The purple overlay highlights the top GaxIn1-xSb 
segment, and shows the effect of the Gibbs Thomson effect. These samples were grown with a TMSb 
molar fraction of 6.72 × 10−5 and a Ga/In ratio of 192, and correspond to the purple data points shown 
in Figure 5.5f. (f) Rate of growth of GaxIn1-xSb nanowires as a function of the nanowire-particle diameter 
(measured after the growth had occurred, corresponding to nominal Au diameters of 40, 50, 60, and 70 
nm) for three sets of samples grown under different conditions. The solid curve shows a fit to the black 
data points based on the Gibbs Thomson model. The figure has been adapted from Paper VI. 
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5.1.5. Reservoir effect  

Heteroepitaxial growth of nanowires enables various materials with interesting 
properties to be combined. In particular, the axial heteroepitaxial growth of 
nanowires is highly important in many devices [19, 146, 147]. However, the use of 
catalyst seed particles makes the controlled growth of these nanowires difficult, and 
properties such as interface sharpness are difficult to control. Section 5.1.1 has 
described how the catalyst seed particle forms an alloy with Group III or Group IV 
elements. It is generally assumed that the Group V elements (except Sb) do not 
dissolve in the Au nanoparticles, and this assumption is supported by post-growth 
particle analysis. Ex situ particle analysis has confirmed that Group III atoms in III-V 
nanowires remain in the Au nanoparticles even after growth.  

If we consider the Au-seeded growth of a Si-Ge axial heterostructure, a definite 
number of Si atoms are available inside the liquid Au nanoparticles at the beginning 
of the Ge segment growth. As the nanoparticles are refilled with Ge atoms, the 
residual Si atoms rapidly mix with the newly incorporated Ge atoms and gradually 
leave the nanoparticles to be incorporated into the growth. This causes a gradual 
decrease in the concentration of Si atoms in the liquid Au nanoparticles, which causes 
a graded Si-Ge transition region to form. This graded interface (which arises as a 
result of what is called the “reservoir effect”) is one of the main challenges in the axial 
heteroepitaxial growth of catalyst-seeded nanowires [148, 149].  

The axial growth of heteroepitaxial nanowires with dissimilar Group III elements can 
result in a graded interface, as the remaining atoms of the Group III elements are 
gradually emptied out from the Au nanoparticle. The interface sharpness is governed 
by the affinity of Au for the corresponding Group III elements. Au has higher affinity 
for In than Ga, which results in a sharp interface for a switch from Ga to In, and a 
graded interface for a switch in the opposite direction [150, 151]. Paper III describes 
studies of the interface properties of InSb-GaSb axial nanowires grown in both 
directions.  

Figure 5.6a shows XEDS line scans overlaid onto a STEM HAADF image of the 
GaSb-InSb nanowire, while Figure 5.6b shows the reversed structure. The white 
arrows indicate the growth direction. The interface from the GaSb to InSb segment is 
sharp, while in the opposite direction it is graded. The length of the gradient is about 
50 nm, and the composition stabilizes at Ga0.6In0.4Sb. Antimonide-based nanowires 
have significantly more Sb in the particle than other Group V elements, but these 
results confirm that the interface sharpness is still governed by the Au affinity for the 
Group III elements, even in the presence of Sb.  
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Figure 5.6 XEDS line scans and STEM HAADF images for (a) a 50 nm Au-seeded GaAs-GaSb-InSb 
nanowire, and (b) a 60 nm Au-seeded InAs-InSb-GaSb nanowire. The red, green, magenta and blue 
signals correspond to Ga, In, Sb and As, respectively. The interface from GaSb to InSb is sharp, while it 
is graded in the opposite direction. Scale bar is 50 nm. The figure has been adapted from Paper III. 

 
Post-growth analysis provides valuable information about trends in the composition 
of the particle, and has shown that Sb affects the solubility of Group III elements in 
the particles (Paper III).     

The sharp interface from GaSb to InSb suggests that there is an incubation time 
required for the InSb segment since a minimum amount of In is required before the 
growth. The graded interface in the opposite direction, together with the low amount 
of Ga (~4%) in the particle even after 30 min growth, suggests that it is not necessary 
to reach a high level of Ga (incubation time) to initiate the GaSb growth. This is 
discussed in detail in Paper III. 

5.2. Antimonide-based nanowires 

The epitaxial growth of antimonide-based nanowires differs significantly from that of 
arsenide and phosphide materials such as InAs and InP. This section investigates 
challenges for the growth of antimonide-based nanowires. 

One of the main challenges for antimonide-based growth arises due to the fact that 
the source material is not a hydride. Epitaxial growth of arsenides and phosphides 
often uses hydride-based Group V precursors (such as arsine (AsH3) and phosphine 
(PH3)). It should be mentioned that Group V sources that are not hydrides, such as 
tertiary-butyl arsine (TBAs) and tertiary-butyl phosphine (TBP), are available, but 
these are not commonly used. The hydride-based antimony source (stibine, SbH3) is 
unstable and reacts with its container [152]. Trimethylantimony (TMSb) and 
triethylantimony (TESb) are therefore commonly used as sources of Group V 
elements. The lack of a stable antimony hydride makes antimonide-based growth 
more difficult to understand, since the decomposition of these precursors (including 
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their interactions with Group III precursors) is quite different. Using these precursors 
may, furthermore, lead to the presence of additional carbon contaminants, and the 
electrical properties of the nanowires will thus be poorer.   

Epitaxial growth of antimonides differs from that of arsenides and phosphides in 
several other fundamental ways. Two major differences are the low melting point of 
the antimonide-based compounds [55], and the low equilibrium vapor pressure of 
elemental antimony [68, 152, 153]. The latter causes excess antimony that lands on 
the surface and is not incorporated into the growing material to remain on the 
surface. Antimony has a low solubility in the growing material, which also causes 
excess antimony to segregate to the surface [68, 153]. Antimony is a well-known 
surfactant that has been used to alter the surface properties of growing materials. 
Kimura et al. [154], for example, have shown that TESb acts as a surfactant during 
the growth of GaN-based GaNAs alloys. The low melting point of antimonide 
compounds limits the temperature window in which growth can take place. The 
melting point of InSb, for example, is 525 °C, and growth should take place at a 
temperature below this, where decomposition of the antimony precursor is not 
complete.  

The properties of antimony make it necessary to take special care when growing 
antimonide-based compounds. Most of the antimonide-based nanowires described in 
this thesis (except for the GaSb nanowires grown on GaSb layers, Section 5.2.2) were 
grown after a reactor cleaning step that included a sufficient flow of HCl at high 
temperature. Proper cleaning ensures that any antimony that remains from the 
previous run is removed, and enables a systematic study to be carried out without any 
reactor “memory effect”.  

5.2.1. Miscibility gap  

Several ternary antimonide compounds, such as GaPxSb1-x and GaAsxSb1-x, are 
immiscible over a large composition range known as the “miscibility gap” [43, 155]. 
This section discusses the thermodynamic background to the miscibility gap.  

Consider the ternary compound GaAsxSb1-x, which is composed of the binary 
materials GaAs and GaSb (which have a lattice mismatch of 7.8%). The miscibility 
gap of this compound is particularly large [156]. Equation 5.6 gives the change in the 
Gibbs free energy that occurs when the two binary materials are mixed:   

  (5.6) 

where  is the change in enthalpy of the mixture,  is its change in entropy, and  
is the temperature. By considering a model known as the “regular solution model” 
(RSM), the enthalpy of the mixture could be written, as shown in Equation 5.7,  

  (5.7) 
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where  is the interaction parameter, which depends on the bond energies. The 
interaction parameter can vary over the entire range of composition and the RSM is 
thus based on a simplified assumption. Depending on the interaction parameter 
value, the ternary compound formation could be favorable or unfavorable (attraction 
versus repulsion). A miscibility gap arises when the  value is positive ( ), and 
the phases separate, to give at least two coexisting phases. However, metastable 
GaAsxSb1-x layers can be grown in the miscibility gap by selecting a suitable substrate 
(lattice-matched) and using certain growth conditions [157-159].  

Paper V of this thesis describes studies of the epitaxial growth of GaAs-GaAsxSb1-x 
core-shell nanowires using MBE, where the Sb content was varied from 10 to ~70%. 
This covers the range of composition in which miscibility occurs in bulk and 
thin-film counterparts. The blue circles and red squares in Figure 5.7 show the shell 
Sb content as a function of shell growth temperature, and show that the Sb content is 
higher at lower temperatures. 

This inverse relationship may be due to the higher Sb desorption at high 
temperatures, which reduces the Sb that is available for shell growth under otherwise 
identical growth conditions (precursor molar flows).  

 

Figure 5.7 The Sb content of the shell (determined by XEDS analysis) for ZB GaAs-GaAsxSb1-x core-
shell nanowires grown at various temperatures between 470 and 640 °C. The blue circles and red squares 
correspond to Sb fluxes of 1.6 × 10-6 and 1.1 × 10-6 Torr, respectively. The shells have higher contents of 
Sb at lower temperatures. The filled data points show the average values and the error bars show the 
standard deviations, averaged over 3-5 nanowires for each sample. The green diamond and black triangle 
correspond to Sb fluxes of 6 × 10-7 and 2 × 10-7 Torr, respectively, and show that shells of lower Sb 
content form at lower Sb fluxes. The figure has been adapted from Paper V. 
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5.2.2. Substrate selection  

Selecting a suitable substrate is another challenge when growing antimonide-based 
nanowires. InSb and GaSb substrates are commercially available, but the surface 
preparation steps include the removal of native oxide, and are rather difficult (see 
Section 4.1). Furthermore, direct nucleation of Au-seeded GaSb nanowires on GaAs 
substrates suffers from improper nucleation, due to the decreased particle contact 
angle between the particle and the substrate [155]. 

Paper I describes investigations into the epitaxial growth of Au-seeded GaSb 
nanowires on as-grown GaSb epitaxial layers (Section 4.2.3). Figure 5.8a shows the 
system studied. We studied in particular the effects of temperature and the molar 
fraction of the precursors on nanowire nucleation. No annealing was performed 
before the nanowires grew.  

Changing the temperature and the molar fraction of the precursors showed that the 
nanowire growth usually failed at the nucleation stage. This gave no vertical nanowire 
growth. Figure 5.8b is an SEM image of a sample grown at 530 °C, which shows 
some growth around the Au nanoparticles. It was possible to nucleate some GaSb 
nanowires at certain growth conditions, although the yield was low (Figures 5.8c-d). 
Increasing the molar fractions of the precursors (TMGa and TMSb) while keeping 
the same V/III ratio (3.2) improved the yield. However, high molar fractions of 
precursor also favored the radial growth of nanowires.  

The problems encountered when growing antimonide nanowires on a substrate have 
led to the use of other III-V nanowires, such as InAs and GaAs, as stems on which to 
grow these materials. The use of other III-V nanowires as stems limits the 
temperature that can be used, since the stem may decompose during antimonide 
growth. 

 

Figure 5.8 (a) GaSb nanowires grown on a GaSb-InAs-Si (111) substrate. (b) 30° tilted SEM image of 
an attempt to grow GaSb nanowires at 530 °C for 40 min. (c-d) 30° tilted SEM image of GaSb 
nanowires grown at 420 °C for 30 min with TMGa at a molar fraction of 2.13 × 10-5 and with TMSb at 
a molar fraction of 6.84 × 10-5 grown at 420 °C for 30 min.  
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5.3. Complex nanowires structures 

The epitaxial growth of III-V binary nanowires has been extensively studied in recent 
decades for various applications, such as optical and electronic devices [26, 30, 160, 
161]. Complex combinations of III-V binary nanowires are required to understand 
these material systems in more depth and to improve their properties.   

Two binary material systems, such as InSb and GaSb nanowires, can be combined in 
three possible geometries: axial heterostructural growth, radial heterostructural 
growth, and ternary structures. Figure 5.9a illustrates the axial (InSb-GaSb) geometry 
and Figure 5.9b illustrates the radial (GaSb-InSb) geometry. Two other geometries 
are possible, by reversing the order of material stacking along/normal to the growth 
axis of the nanowire. Figure 5.9c shows the ternary GaxIn1-xSb composition.  

Growth aspects of the axial, radial and ternary nanowires will be discussed below. 

5.3.1. Axial heterostructures 

Axial heteroepitaxial growth of nanowires has emerged as an effective approach to 
combine various lattice-mismatched material systems, since the small diameter of the 
nanowires allows effective strain release, which is not possible in planar growth 
(Section 4.1). The crystal lattices of small-diameter nanowires with small lattice 
mismatch can deform elastically near the interface and release the strain without 
defects forming [162-164]. Strain-induced defects and kinks form near the interface 
when the diameters and lattice mismatch values are large, as is the case for InAs-Si 
(where the lattice mismatch is approximately 12%) [165, 166]. APDs, however, have 
never been observed in nanowires [162].   

 

Figure 5.9 (a) Axial and (b) radial heteroepitaxial growth of InSb and GaSb nanowires. (c) GaxIn1-xSb 
ternary nanowire. 
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This thesis describes studies of the axial heterostructural growth of antimonide-based 
nanowires (Papers III, VI and VII). A short homoepitaxial stem was initially grown 
on the substrate material to ensure the proper nucleation of antimonide-based 
nanowires (Section 5.2.2). The antimonide-based binary segment (a similar Group 
III-Sb binary material) was subsequently grown. Figures 5.10a-f show schematic 
illustrations and SEM images of several axial heterostructures in which InAs (GaAs) 
stems were used, followed by the growth of an InSb (GaSb) segment.  

GaAs-GaSb (7.8% lattice mismatch) and InAs-InSb (7% lattice mismatch) are two 
examples of material systems with rather large lattice mismatches. Figure 5.11 shows 
HRTEM images of a GaAs-GaSb and an InAs-InSb nanowire interface. The clear 
contrast along the interfaces (shown by black arrows) indicates the strain that has 
been induced as a result of the rather large lattice mismatch values. The strain is 
limited to areas around the interface and does not propagate along the nanowires. 

The diameter of the catalyst nanoparticle determines the diameter of the nanowire 
produced by catalyst-seeded nanowire growth. However, the diameter of InSb and 
GaSb nanowires always increases in the conditions we have investigated, compared to 
the similar Group III arsenide and phosphide-based nanowires. The increase in 
diameter is caused mainly by the uptake of the Group III material, which increases 
the particle volume and hence increases the nanowire diameter.  

In case of the InSb nanowires, post-growth particle analysis shows AuIn2 composition 
[40, 41, 167]. The orientation of the nanowire side facets differs in the WZ InAs 
stem from the orientation in the ZB InSb segment [168]. Therefore, looking at the 
nanowires in <110> direction also magnifies the significant diameter change. It is 
additionally possible that radial growth on the arsenide stems (either InAs or GaAs) 
may contribute to the change in diameter. If shell growth occurs on the stem 
segments, the rate of this growth will be faster on the ZB crystal structure than on the 
WZ structure (Section 5.3.2). Post-growth particle analysis of particles used in the 
growth of GaSb nanowires shows that either AuGa or AuGa2 is present, where the 
composition depends on the molar fraction of TMSb used [38]. Weng et al. [169] 
have shown that the particle composition depends also on the reactor pressure. 

 

Figure 5.10 Schematic illustrations and 30° tilted SEM images of (a-b) InAs-InSb-GaSb, (c-d) GaAs-
GaSb-InSb, and (e-f) InAs-InSb-GaxIn1-xSb nanowires. The diameter increases from the arsenide-based 
stem material (InAs or GaAs) to the first antimonide-based binary segment (InSb or GaSb). The figure 
has been adapted from Papers III and VI. 
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Figure 5.11 HRTEM images of (a) a 60 nm Au-seeded GaAs-GaSb axial heterostructural nanowire, and 
(b) a 70 nm Au-seeded InAs-InSb axial heterostructural nanowire. The black arrows show the interface 
position. All segments have pure ZB crystal structure [Courtesy of M. Ek].   

 

This thesis describes investigations into the axial growth of GaSb nanowires on InSb 
(Figures 5.10a-b), the reversed structure (Figures 5.10c-d), GaxIn1-xSb nanowires on 
InAs-InSb (Figures 5.10e-f), and the latter nanowires on GaAs-GaSb stems (not 
shown). The diameter increased significantly from the arsenide-based stem material 
(InAs or GaAs) to the antimonide-based binary segment (InSb or GaSb).  

Figures 5.10b and 5.10d show that the diameter changes from the InSb (GaSb) 
binary segment to the GaSb (InSb) segment. We attributed this diameter change to 
radial decomposition of the first antimonide-based binary segment (Paper III). All 
nanowires were characterized by XEDS analysis, which showed that significant shell 
growth had not occurred. SEM images of the InAs-InSb-GaSb nanowires showed 
clearly that microfacets had formed on the InSb stems. The equilibrium shape of a 
crystal is governed by the chemical potential, and different surface structures are 
thermodynamically stable at different chemical potentials [102, 103, 170]. The 
formation of microfacets on the InSb segment can, therefore, be attributed to a 
change in chemical potential. The molar fraction of TMSb was the same for both 
antimonide-based binary segments. The diameter of the first antimonide-based binary 
segment was significantly lower when the second antimonide-based binary segment 
was allowed to grow for a longer period, and the top part broke off after very long 
growth periods. This reduction in diameter was more pronounced at the InAs-InSb 
(GaAs-GaSb) interface, which may be due to the strain induced from the lattice 
mismatch in this case.  

Sets of InAs-InSb and GaAs-GaSb nanowires were grown and were kept under 
hydrogen for 10 min at the growth temperature (470 °C). Structural characterization 
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of those samples (not shown) showed that no decomposition or microfacet formation 
had taken place. We conclude that the decomposition of the InSb (GaSb) takes place 
through a mechanism in which the Group III element also plays an important role 
(Paper III). 

The diameter of GaxIn1-xSb nanowires grown on an InSb stem also changes, due to 
the radial growth rate of the GaxIn1-xSb segment being higher than that of the InSb 
segment (Figure 5.10f and Paper VI). The diameter of GaxIn1-xSb nanowires grown 
on a GaSb stem, in contrast, did not change significantly (Paper VII). 

5.3.2. Radial heterostructures 

Radial growth geometry provides an interesting template for both fundamental 
material studies and studies into radial heterostructural device applications [18, 147, 
171]. The study of heterostructural nanowires grown with radial geometry is 
important to understand the differences in the surface energies of various crystal 
structures and surface terminations. 

Radially grown heterostructural nanowires, also known as “core-shell” nanowires, are 
formed by first growing a core nanowire, then changing the growth conditions such 
that they favor deposition of a homogeneous shell (bulk growth) around it. The 
nanowire side facets become covered by shell material. Thus radial heterostructures 
are formed in a reaction that takes place on the nanowire side facets (and not at the 
catalyst particle) [29, 172, 173]. Shell growth proceeds by transfer of material from 
the vapor phase (precursors) to the solid phase (shell material) in a process that differs 
from the core nanowire growth mechanisms (both VLS and VSS). Subsequent 
introduction of different materials allows core-multishell nanowires to be formed. 
These are interesting as building blocks for various devices, such as photovoltaic 
devices [174] and light-emitting diodes (LED) [29]. 

The crystal structure of the core nanowire must be carefully controlled, such that 
homogeneous and uniform shells can grow around it, since stacking defects can act as 
nucleation sites and result in inhomogeneous shell growth. Non-uniform shell growth 
in lattice-mismatched systems causes nanowire bending, due to the strain between the 
core and shell. Intentional formation of stacking defects in the core nanowire, 
however, allows quantum dashes and quantum dots (QD) to be formed during the 
shell growth process [175]. 

Paper IV describes studies of the epitaxial growth of InP shells around various pure 
InAs core crystal structures, including WZ, ZB, and {111}-type and {110}-type 
faceted ZB twin-plane superlattice (TSL) structures. A short axial InP protective 
segment was initially grown on top of the InAs core nanowires, in order to avoid InAs 
core nanowires decomposing by an inverse VLS mechanism. The growth rate of the 
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InP shell was considerably lower on WZ nanowires than it was on ZB nanowires, 
which suggests that the surface energy of the side facets is lower.  

Characterization of the composition of the ZB and TSL nanowires revealed that 
considerable radial growth occurs around the InAs core nanowires after the top 
protective InP segment (no intentional shell growth). This growth is attributed to the 
higher surface energy. The InP shells that grew on two different TSL types were 
similar. Figures 5.12a and 5.12b are SEM images of the {111}-type TSL nanowires 
before and after 30 sec of shell growth.  

 

Figure 5.12 30° tilted SEM images of (a) 100 nm diameter Au-seeded InAs {111}-type TSL nanowires 
without any shell, and (b) 90 nm diameter Au-seeded InAs-InP TSL core-shell nanowires with a shell 
growth time of 30 sec showing fringed side facets shell growth. The inset shows a top view of the 
hexagonal cross-sectional TSL nanowire with alternating outwardly directed shell growth. (c) HRTEM 
image of a TSL nanowire similar to that shown in (b) with only top-protective InP segment growth, 
showing the initial stage of the shell growth. (e) 30° tilted SEM image of 80 nm diameter Au-seeded 
InAs {110}-type TSL nanowires without any shell. (f) HRTEM image of a nanowire similar to that 
shown (e). (g) 30° tilted SEM image of an 80 nm diameter Au-seeded InAs-InP core-shell nanowire after 
the growth of the top protective InP segment. The scale bar is 200 nm. (h) HRTEM image of a 
nanowire similar to that shown in (g), showing periodic side facets. (d) Illustration of the InP shell 
growth on {111}-type TSL nanowires, and (i) on {110}-type TSL nanowires, showing that shell growth is 
faster in the <111>A direction than in the <111>B direction, where the dashed black arrows show the 
possible positions of the strain-induced dislocations. The figure has been adapted from Paper IV. 
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Figure 5.12c is an HRTEM image of a similar TSL nanowire where only the top 
protective InP segment has grown (no intentional shell growth). Figure 5.12c shows 
the initial stage of shell growth, and suggests that the growth rate of the shell along 
the <111>A direction is higher than that along the <111>B direction. Figure 5.12e 
and g show respective SEM images of the {110}-type TSL nanowires before and after 
the shell growth (where only the top protective InP segment has grown). Figure 5.12f 
is an HRTEM image of such a nanowire before the shell growth, while Figure 5.12h 
shows a nanowire after shell growth. The results confirm that the shell growth 
behavior is the same for {111}-type and {110}-type TSL nanowires, which is shown in 
detail in the schematic illustrations, Figures 5.12d and 5.12i. The dashed black arrows 
in Figures 5.12d and 5.12i show positions at which strain-induced dislocations may 
form. It should be noted that {110}-type side facets are non-polar and their dangling 
bonds are anisotropic [176].  

Paper V describes studies of the epitaxial growth of the GaAsxSb1-x shells grown by 
MBE around GaAs core nanowires. As for InAs-InP core-shell nanowires, the rate of 
growth of the shell was considerably higher on ZB nanowires than it was on WZ 
nanowires. Diameter measurements of the samples grown for various shell growth 
times suggested that the shell growth rate is linear. 

5.3.3. Ternary nanowires 

A ternary III-V nanowire is formed when two binary materials with the same Group 
III or Group V element are combined. If the elements from any one group are 
different, a quaternary III-V nanowire is formed. The epitaxial growth of ternary 
nanowires allows two binary materials to be combined, which introduces an 
additional degree of freedom, “composition tuning”, allowing for the control of a 
physical property (band gap). This section describes the differences between ternary 
and binary nanowire growth. 

The epitaxial growth of ternary nanowires is more complicated than that of binary 
nanowires. The miscibility gap (Section 5.2.1) is a major challenge when forming 
some ternary materials and it limits the ways in which the composition can be tuned. 
Paper V describes investigations into the epitaxial growth of GaAs-GaAsxSb1-x core-
shell nanowires using MBE, where the Sb content was varied from 10 to ~70%. This 
range encompasses the miscibility gap. Figures 5.13a-e are SEM images of a set of 
GaAs-GaAsxSb1-x core-shell nanowires grown by MBE at 470, 510, 550, 570 and 590 
°C, respectively. The SEM images show that shell morphology changes considerably 
with temperature, with the most dramatic change below 550 °C. Nanowires with 
high Sb content grown at low temperature have an inhomogeneous shell, due to the 
high lattice mismatch, which favors island-type growth. The formation of the 
inhomogeneous shells at low temperatures was studied in more detail by lowering the 
Sb flux (at 470 °C), shown by the green diamond and black triangle in Figure 5.7. 
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Shell morphology improved significantly when the Sb flux was lowered, and the 
nanowires formed had an appearance similar to that shown in Figure 5.13e. Lowering 
the Sb flux affects the migration length of adatoms, but the significant morphology 
change that occurred shows that shell morphology is governed mainly by strain. 

The epitaxial growth of Au-seeded ternary nanowires is more complicated than the 
growth of binary nanowires. If we consider MOVPE growth of the Au-seeded ternary 
nanowires, the decomposition pathway of the precursors could be rather different 
(compared to the growth of binaries), affecting the amount of the available material 
for the nanowire growth process. The epitaxial growth of ternary nanowires with two 
Group III elements, such as GaxIn1-xAs, proceeds differently from that of ternary 
nanowires with two Group V elements, such as GaAsxP1-x. The difference arises from 
the fact that the solubilities of the Group III elements in the Au nanoparticles are 
considerably higher than those of the Group V elements. Ternary phase diagrams, for 
example the Au-Ga-In phase diagram for the Au-seeded GaxIn1-xAs nanowires, must 
be studied in order to understand the state of the particle. Guo et al. [177] have 
shown that the composition of Au-seeded GaxIn1-xAs nanowires grown by MOVPE 
depends on the composition of the seed particles and on the amount of the supply 
material. 

A serious challenge during ternary nanowire growth is spontaneous phase separation 
in both axial and radial directions [177-179]. The axial and radial phase separations 
(for the two Group III ternary nanowires) arise due to the difference in diffusion 
lengths of the two Group III elements [179, 180], where their diffusion lengths at a 
given temperature depend also on the substrate/surface atomic structure. In species 
have longer diffusion lengths than that of Ga adatoms, and thus Ga contributes less to 
the growth front when the nanowire height exceeds the Ga diffusion length. Ga 
adatoms are instead deposited on the nanowire side facets. 

 

Figure 5.13 30° tilted SEM images of GaAs-GaAsxSb1-x core-shell nanowires where the GaAsxSb1-x shells 
were grown at (a) 470 °C, (b) 510 °C, (c) 550 °C, (d) 570 °C, and (e) 590 °C with an Sb flux of 1.6 × 
10-6 Torr. The temperature of the Ga effusion cell was fixed to obtain a nominal planar GaAs growth 
rate of 0.7 ML s-1 on a GaAs (100) substrate, together with an As flux with a beam equivalent pressure of 
5.6 × 10-6 Torr. The scale bars for (b-e) are 200 nm. Part of the figure has been adapted from Paper V. 
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This radial growth mechanism is known as “tapering”, and it is often inevitable 
during the nanowire growth process, unless special in situ etching steps are carried out 
[181, 182]. Tapering takes place through a VS growth mode (which is neither VLS 
nor VSS), and thus the composition of the taper (shell growth) can differ from that of 
the nanowire itself (core growth). 

The epitaxial growth of Au-seeded antimonide-based nanowires with two Group III 
elements, such as GaxIn1-xSb nanowires, is more challenging than that of arsenide-
based or phosphide-based nanowires with two Group III elements, such as GaxIn1-xAs 
nanowires, due to the presence of the antimony in the particle. We have 
demonstrated the growth of GaxIn1-xSb nanowires on both InAs and GaAs substrates 
for the first time. We have studied the compositions of the particle and the nanowire, 
and the relationship between them, and have tuned the composition of the nanowires 
from 3 to 100% In (almost pure GaSb to pure InSb). The post-growth particle 
analysis of the GaxIn1-xSb nanowires showed that the particles are alloys of Au, In, Ga 
and Sb, where the composition is determined by the growth conditions. There is little 
or no post-growth Ga in the particle after the growth of GaxIn1-xAs nanowires [151], 
which suggests that the Sb changes the solubilities of the Groups III elements in the 
particle. The composition of the nanowires followed trends that were similar to those 
of the composition of the particle, which confirms that the nanowire composition is 
determined by the corresponding particle composition (Paper VII). 

Tuning the composition of the GaxIn1-xSb nanowires showed that the composition is 
affected by the growth conditions, such as the molar fraction of TMSb and the Ga/In 
vapor ratio. Figure 5.14a shows the effect of the molar fraction of TMSb on the 
composition of nanowires (where the Ga/In ratio lies in the solid phase), determined 
by XEDS analysis. A low molar fraction of Sb favors more Ga-rich nanowires (Paper 
VI). 

The Group III ratios in the vapor and solid phases were clearly correlated (or, in other 
words, the growth conditions and the nanowire composition were clearly correlated). 
The Ga/In vapor/solid ratio, however, is surprisingly high (as high as 300). This ratio 
is considerably higher than that of other ternary nanowires that contain Ga and In, 
such as GaxIn1-xP and GaxIn1-xAs nanowires, grown at similar temperatures [180, 183-
185]. 

The temperature at which growth occurs has complicated and interrelated effects on 
the composition and morphology of the nanowires, as briefly mentioned in Section 
5.1.3. Paper VII describes extensive studies of the effect of temperature on GaxIn1-xSb 
nanowires grown on a GaAs substrate. InAs nanowires decompose at high 
temperatures (which is discussed in Paper IV), and it was not possible to perform 
similar studies on GaxIn1-xSb nanowires grown on an InAs substrate.  
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Figure 5.14 The Ga/In ratio of the grown GaxIn1-xSb nanowires (measured by XEDS analysis) as a 
function of the Ga/In vapor phase ratio (determined by the growth conditions) for (a) GaxIn1-xSb 
nanowires grown on InAs substrates with two different molar fractions of TMSb, and (b) GaxIn1-xSb 
nanowires grown on GaAs substrates at two different growth temperatures. 

 

Figure 5.14b shows the effect of temperature on the composition of two sets of 
samples grown at 450 and 470 °C, and shows clearly that higher temperatures favor 
more Ga-rich GaxIn1-xSb nanowires (Paper VII). 

The temperature study showed also that the nanowire composition is controlled by 
the kinetics of the decomposition of the precursors, as discussed in Paper VII. We 
assumed that the two Group III precursors (TMIn and TMGa) decomposed along 
parallel pathways, and modeled the composition of a set of GaxIn1-xSb nanowires 
grown under various growth temperatures (450-530 °C). The decomposition of the 
TMIn precursor was modeled by assuming an Arrhenius-type behavior. It gave a 
value for the activation energy of 52 kcal/mol and a pre-exponential factor of 4 × 1013 
[186]. 

Temperature affects not only the composition of the nanowire: it affects also the 
morphology. Less radial growth occurred at high temperature. This may be due to the 
low decomposition temperature of InSb nanowires, which leads to the competition 
between radial growth (which occurs by a VS growth mechanism) and nanowire 
decomposition, depending on the temperature (Paper VII). 

All results from experiments in which GaxIn1-xSb nanowires grew confirm that the 
growth of ternary antimonide-based nanowires is more challenging than the growth 
of their binary counterparts. Nevertheless, ternary antimonide-based nanowires are an 
interesting new generation of materials, for which the band gap and carrier mobilities 
can be precisely tailored for specific applications. 
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6. Summary and outlook 

The results presented here show that it is possible to form promising III-V 
semiconductor materials into thin layer and nanowire geometries. Several interesting 
III-V semiconductor materials have been investigated, including InAs, GaAs, InP, 
InSb, and GaSb. In particular, the epitaxial growth of complex antimonide-based 
nanowires has been extensively studied. Thin layers and Au-seeded nanowires have 
been grown using MOVPE, while self-seeded GaAs-GaAsxSb1-x core-shell nanowires 
have been grown using the MBE system at NTNU in Trondheim, Norway. 

We have successfully integrated high-mobility and direct band gap InAs thin layers 
and nanowires with Si substrates with a wafer size as large as 2", which confirms that 
it will be possible to improve the devices, such as FETs, used in applications by 
combining III-V and Si materials (Papers I and II). 

This thesis also describes investigations into combining several III-V semiconductor 
materials into complex nanowire geometries, including axial and radial 
heterostructures, and ternary nanowires. It presents results from Au-seeded single and 
double InSb-GaSb axial heterostructures in both directions, and discusses the 
composition of the particles and the morphology of the nanowires (Paper III). The 
work presented here has investigated the radial heteroepitaxial growth of Au-seeded 
InAs-InP and self-catalyzed GaAs-GaAsxSb1-x, and the results confirm that nanowire 
morphology and the surface energies are important (Papers IV and V). 

The epitaxial growth of ternary nanowires allows nanowires with precise properties, 
such as composition and band gap, to be formed. We have studied the compositional 
tuning of GaAs-GaAsxSb1-x core-shell nanowires (Paper V), and we have demonstrated 
that GaxIn1-xSb nanowires can be grown by the epitaxial method. We have extensively 
studied the morphology of the nanowires, and the compositions of the particles and 
nanowires (Papers VI and VII). 

Further work in the study of antimonide-based nanowires will include further 
investigations into the way in which they form, and will aim to understand, for 
example, their nucleation and crystal structure. It will be important to understand 
nucleation and to discover how to nucleate antimonide nanowires directly on a 
substrate. We have always created a short stem (either InAs or GaAs) on which the 
antimonide-based structures grow, but this stem may decompose, and lead to 
problems. It will also be necessary to understand why antimonide nanowires almost 
always grow in the ZB crystal structure. Radial growth of antimonide nanowires with 
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the WZ structure may be lower than it is for those with the ZB structure. 
Furthermore, nanowires with the WZ structure are interesting in studies of 
fundamental physics. 

It is necessary to achieve complex heteroepitaxial growth of a wider variety of 
materials with antimonide-based materials in the nanowire geometry, in order to 
form other building blocks that are interesting for many applications. InSb, for 
example, has the smallest band gap, and the epitaxial growth of a short InSb segment 
in another wider band gap material may, therefore, be used to form a quantum dot. 

Highly controlled complex antimonide-based nanowires with precise properties are 
required for further developments in applications of devices based on such nanowires. 
It has been predicted, for example, that GaxIn1-xSb nanowires with tuned 
compositions have very high electron and hole mobilities, and this property is 
interesting for high-speed electronics. It will be necessary to study the electrical 
properties of GaxIn1-xSb nanowires, in order to develop devices based on such 
nanowires. Further, axial and radial InSb-GaSb heterostructural nanowires with very 
high electron and hole mobilities are interesting in some devices, such as CMOS 
devices, in which the combination of n-type and p-type building blocks is required. 
The epitaxial growth of such structures must be tightly controlled. 

Finally, since Au can create mid-gap defects and is incompatible with the Si-based 
technologies, it will be necessary to investigate the possibility of using other elements 
for seed particles for the epitaxial growth of III-V semiconductor nanowires. 
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7. Popular science writing  

Nanoscience is the science of understanding and controlling structures at a scale of 
nanometers in at least one dimension. One nanometer (nm) is equal to one-billionth 
of a meter. A human hair is approximately 80,000-100,000 nm wide. Nanoscale 
objects are, of course, invisible to the naked eye. Most viruses have diameters in the 
range of 20-300 nm, and a single gold atom is one third of 1 nm in diameter. It is 
interesting to know that our fingernails grow about 1 nm in one second. 

Nanoscale materials have dimensions that are much smaller than the dimensions of 
bulk materials (Figure 1a). Figures 1b-d show two-dimensional (thin layers), one-
dimensional (nanowires), and zero-dimensional (nanoparticles) structures. 

Nanoscale structures are used in many aspects of our everyday life. One example is 
sunscreens, which contain nanoparticles to block ultraviolet radiation and protect our 
skin against sunburn. Another example is electronic devices. The size of such devices 
has been significantly reduced in recent decades, while their functionality has 
improved. This has been achieved by reducing the size of the building blocks of our 
electronic devices. The smallest components now used are nanoscale structures. 

The properties of nanoscale materials differ from those of bulk materials. Such 
materials do not obey classical physics rules. The chemical properties of nanoscale 
materials differ from those of bulk material. A greater proportion of the object comes 
in contact with the environment as structures become smaller, and this increase in the 
surface-to-volume ratio affects the properties of the material. One property that is 
affected is the reactivity, and nanoscale materials interact more readily than bulk 
materials.  

 

Figure 1 (a) Bulk material, (b) Two-dimensional thin layers, (c) One-dimensional nanowires, and (d) 
Zero-dimensional nanoparticles. 
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The work presented in this thesis has studied the synthesis of several compounds of 
Group III and Group V elements in thin layers (Figure 1b) and nanowires (Figure 
1c). These III-V materials are interesting in applications such as electronics and solar 
cells. 

We have synthesized nanostructures through the ordered deposition of atoms to form 
crystalline materials, in a process known as “epitaxy”. The aim of the work was to 
understand and control the properties of such nanoscale structures and to discover 
how to combine materials in nanoscale structures that are difficult to combine in bulk 
structures. We have also examined whether it is possible to combine materials in new 
ways, to open the door to many new applications. This is one of the most interesting 
advantages of nanoscale structures. 

Some examples of the work presented in thesis are shown in Figures 2a-h. All the 
images are taken by high-resolution microscopes and their scale bars are 200 nm. 

 

Figure 2 High-resolution images of nanoscale structures created during the work presented in this thesis. 
(a) Cross-sectional view of a thin layer epitaxially grown on a Si substrates (b)-(h) Nanowire structures 
formed in various ways and having various compositions. 
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Nanoscale structures are promising building blocks in many types of application. 
Understanding and controlling the formation of such structures will allow us to create 
devices for these applications. Epitaxially grown thin layers are used in several device 
applications and are commercially available in, for example, certain high-efficiency 
solar cells. Nanowires with scalable dimensions are interesting candidates for the next 
generation of electronic devices, which would allow further downscaling of such 
devices. 
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