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Chapter 1

Introduction

This report is the result of a Ph.D. course on survey methodology in soft-
ware engineering research at the Department of Computer Science, Lund
University, Sweden. All chapters, except for this introduction, are written
by Sardar Muhammad Sulaman, Johan Lin̊aker, Rafael Maiani de Mello.

The basic idea of survey methodology is to collect information from a
group of people by sampling individuals from a large population. Examples
of surveys are found in daily life in several situations, such as election polls,
markets surveys, etc. and there is a large amount of literature on the general
methodology. The intention of this report is to present guidelines that are
adapted to software engineering research. Software engineering research is
multi-disciplinary and a survey in this area, of course, resembles surveys in
other areas when it comes to the methodology. However, there are some
differences when it comes to the population since they often are employed
at companies, and the types of questions that are specific to software engi-
neering.

Since the methodology relies on sampling, it is typically carried out by
first planning and then carrying out the study according to the plan (i.e.
a “fixed design” according to Robson [39]). This means that conducting a
survey can be divided into a number of sequential steps.

First the research questions are defined based on the need for research,
open questions, and interest of the researcher.

Based on the research questions the target populatioon and the audience
of the study can be defined. The target population is in most cases large
which means that it is impossible to ask questions to each of the members,
which means that a sample of the population must be decided as a next
step.

Before the sample population can be approached a questionnaire, a sam-
ple instrument, must be formulated, which is often done by first defining it
and then evaluating it on a subset of the sample population in order to make

7



8 CHAPTER 1. INTRODUCTION

sure that it servers its purpose.

When the sample population has answered the questions in the instru-
ment the researcher can analyze the data, and draw conclusions based on
the analysis. After that the study with its results and conclusions can be
reported.

Each of the mentioned steps are further presented in the subsequent
chapters of this report.



Chapter 2

Defining Research Objectives

The first step in the survey process is to define the research objectives. These
describe the problem or issue of interest, and provide a scope and context
for the research questions [25]. They are referred later on in the survey
process when decisions have to be made and make up a frame that confines
the researchers and stakeholders from steering into irrelevant directions.

When research objectives are specified, certain details will require extra
attention. Other than stating the main questions and hypothesizes that the
survey aims to investigate on a higher level, the objectives should:

• consider what population of respondents that the survey will target [6,
25]

• explain the motivation behind the survey [6]

• consider other possible directions that fall close to the objectives but
are not investigated [27]

• consider what resources that will be needed to accomplish the goals of
the survey [27]

• discuss how the information from the end results will be used [25]

2.1 Preparatory work

In correlation to the work of defining the research objectives, a review of
related work should be performed [6, 25]. If a previous survey falls in the
proximity of the one under development, maybe some parts of the question-
naire could be reused which could increase reliability. It could further help
to narrow down the objectives to be even more specific to the goal of the
stakeholders.

9



10 CHAPTER 2. DEFINING RESEARCH OBJECTIVES

Alongside the review of related work, discussions should be performed
with all stakeholders. Everyone needs to be in agreement on the core ques-
tions and what kind of information that can be expected in the end [6]. As
with the general size of the scope, unnecessary iterations later on in the sur-
vey process will prove expensive and might effect the end result in a negative
way.

2.2 Top-down versus Bottom-up process

Formulations should capture the goal of the survey, either as statements
of the expected outcome or as questions that break down the problems or
issues of interest [27], e.g. with a series of ”What, how and why” questions.
Further fine grained definitions of the research objectives constitute the re-
search questions. This top-down reasoning can be exemplified in a survey
by van Heesch et al. [49], about how software architects reason where the
goal was ”...to understand the reasoning process that industrial software en-
gineering practitioners follow while they are architecting.”. Van Heesch et
al. continues by breaking down the goal into research questions by mapping
to existing literature which results in the following research questions.

• “RQ1: How do software architects scope and prioritize the problem
space during architectural analysis?

• RQ2: How do software architects propose solutions during architectural
synthesis?

• RQ3: How do software architects choose among solutions during ar-
chitectural evaluation?”

This way of defining of the research questions correlates to Ciolkowski
et al. [6] proposition of adopting of the Goal Question Metrics (GQM)
method [50]. This is a goal-oriented method used especially in the field
of software quality improvements. With a top-down approach, goals are
first defined followed by more detailed questions and then in turn metrics,
which then are intended to measure to the goals. Transferred to the sur-
vey domain, goals corresponds to research objectives, questions to research
questions, and metrics to questionnaire.

Kasunic [25] suggests that this also can be done from a bottom-up ap-
proach, i.e. that the research questions can both be derived through, and
provide support to further help define and narrow down the objectives.
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2.3 Different types of objectives

With the GQM method in mind, the researcher needs to be aware of what
is to be measured and how this should be reflected in the research objec-
tives and questions. Kitchenham and Pfleeger [27] describe three types of
objectives in regards to this:

• Measure a rate or frequency of a certain characteristic among the in-
vestigated population. E.g. the frequency of failing projects [16].

• Evaluate the gravity of a certain characteristic among the investigated
population. E.g. the average overrun of software projects [33].

• Discover factors which affect a characteristic among the investigated
population. E.g. factors that predispose a process improvement activ-
ity towards failure or towards success [11].

2.4 Purpose of research

As described by Wohlin et al. [53], the objective of a survey can be either
i) descriptive, ii) explanatory, or iii) exploratory. Descriptive, meaning they
give the researcher support to make claims or assertions about the popula-
tion. The questions tend to be more although not exclusively about what,
then why. For example: what agile practices are used, in contrast to why
are agile practices used? Explanatory surveys help the researcher explain
trends, phenomenons or problems observed in the population. It takes a
further step and asks the why from the previous example. Exploratory sur-
veys help the researcher to break new ground and discover new insights into
an area that is to some degree unknown. It can for example, be used as a
pre-study and to render propositions for future research.

As noted, the purpose has implications on the research objectives, also
confirmed by Robson [39]. To give another example, now from the perspec-
tive of an evaluation of introducing agile practices to a software development
organization, the different purposes could render the following research ques-
tions:

• Descriptive: What are the developer’s view on the new agile practice?

• Explanatory: Has the developers become more efficient after the in-
troduction of the new agile practice?

• Exploratory: How does the introduction of a new agile practice affect
the developers?
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2.5 Economic considerations

Scope coverage of the research objectives needs consideration from an eco-
nomic perspective. If too wide, it will open up size and complexity issues
later on in the design process of the questionnaire. A consequence could be
that wrong topics end up as questions. Even though these might be cor-
rected in a pre-stage, the iterative work needed will consume unnecessary
time and resources from the surveys budget.

2.6 Critical perspective

It should be questioned whether survey is the correct methodology to be
applied in a specific investigation. Kitchenham and Pfleeger [27] take per-
spective from the different steps in the survey process. Is it clearly defined
what population context that should be of focus when deciding on target
population? Is there a reasonable way of sampling the population? Is there
a budget that can cover the survey based on what is asked? Is it clear what
variables that needs to be measured and how?

Sometimes a survey can only provide a part of the answer. Kasunic [25]
refers to the concept of triangulation and proposes that a series of method-
ologies could be used as complements to obtain the whole picture. This
could especially be the case of exploratory surveys as mentioned earlier.



Chapter 3

Identifying Target Audience
and Sampling Frame

3.1 Target Audience

When the target population for a survey is identified, it can be considered
that its target audience, i.e., who are its intended respondents, is established
[25]. A target audience must be established taking into account who can best
provide the information needed in order to achieve the research objective.
In this sense, it is important to highlight that survey instruments should
be written from the perspective of the respondent, not from the perspective
of the researcher, applying a vocabulary that must be interpreted by them.
Also, a method of surveying (interview, web questionnaire, etc.) must be
chosen taking into account which of them could be more accessible for a
target audience.

3.2 Characterizing the Target Audience

Kasunic [25] presents a set of basic attributes that can be applied in order to
elicit the main attributes on characterizing the target audience in Software
Engineering surveys. In addition, we suggest classifying them from the
point of view of how the data is collected as dependent (”D”, typically
related with subjects’ background) or independent (”I”, typically including
demographical attributes) from the research context:

• size (I)

• jobs and responsibilities (I)

• education level (I)

13
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• gender (I)

• age (I)

• technical abilities (D)

• relevant experience (D)

• perception regarding the survey’ domain knowledge (D)

3.3 Population

In statistics, apopulation, consists on the set of accessible elements from the
target audience from which samples can be extracted for a specific study
[48]. Populations can be divided into sub-populations, each one having
well defined and distinct values for a set of properties from each other. In
such cases the population can be classified as heterogeneous. For instance,
considering the population of individuals living in a specific country, an
experiment can be performed in order to observe how certain intervention
(such as the administration of a drug) can have different effects over different
ethnic groups. However, it is important to note that the heterogeneity of a
population should be analyzed based on the variables that characterize the
context of each research.

Kitchenham et al.,[28] assert that if there is no way to characterize the
population from which samples are extracted, no inference over the results
can be drawn. In this context, knowledge areas such as medicine offer ac-
cessible resources for supporting its researchers on investigating representa-
tive populations available for each study. However, in Software Engineering
research, there are significant limitations on performing this activity [9].
Thus, alternative sources such as social networks, digital libraries and open
databases of software projects have been investigated to reach mitigate such
limitations [10].

3.4 Unit of Observation, Unit of Analysis and Search
Unit

In questionnaire based surveys, the data is always collected from individu-
als (units of observation) (primary object), necessarily individuals (respon-
dents). However the survey design may demand a higher level of analysis
(unit of analysis) distinct from the own individual. For instance, Conradi
et al. [7] presents a survey in which individuals (unit of observation) that
worked in software projects (unit of analysis) using off-the-shelf (OTS) com-
ponents were surveyed.
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Another relevant issue regarding the population is related with how the
units can be filtered and retrieved in a specific source, introducing the con-
cept of search unit [10]. Ideally, the search unit and the unit of analysis of a
survey are represented by the same entity. However, due to the limitation of
sources available for sampling, these concepts can be represented by differ-
ent entities. For instance, in the case of the Conradi et al. survey, to access
a large scale of OTS projects (unit of analysis), they randomly selected and
sent invitations to representative sets of ICT companies (search unit) from
three distinct countries.

3.4.1 Examples

Although SE survey academic papers and technical reports often omit clear
descriptions regarding their target audience and population, Table 3.1 presents
a set of SE surveys in which it was possible to clearly identify their units
of analysis, units of observation and search units. In the case of [7], these
three concepts presents distinct values as already mentioned, whereas in the
survey presented by [40] these three concepts are represented by the same
entity. Alternatively, de Mello et al.[10] and Bettenburg et al.[3] worked with
web-based sources, which offered ways of retrieving units of observation from
alternative search units in large scale.

3.5 Sampling Frame

In statistics, a sampling frame is the source from which a sample, i.e. a
subset of units from the target audience, can be retrieved [41]. In many
practical situations, the establishment of a sampling frame is a matter of
choice of the researcher; in others, the sampling frame has a clear critical
importance for the interpretation of the study results. Sarndal et al.[41]
observe that some appropriate investigations could not be carried out due
to the lack of a suitable sampling frames, while other investigations remain
inconclusive results due to incomplete sampling frames. For the authors, an
ideal sampling frame must present the following set of characteristics:

1. All units have a logical, numerical identifier

2. All units can be retrieved and relevant information from them is avail-
able

3. The frame is organized in a logical and systematic fashion

4. The frame has additional information regarding its units

5. All elements of the target audience is present in the frame
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Study Target Audi-
ence

Unit Of Anal-
ysis

Unit of Obser-
vation

Search Unit Source of
Sampling

[7] Professionals
from ICT
companies
that worked
in finished
software
projects us-
ing OTS
components

finished soft-
ware projects
using OTS
components

professionals
from ICT
companies

ICT compa-
nies

Databases
of ICT com-
panies from
Italy, Norway
and Germany

[3] Experienced
bug reporters

developers developers bug reports Mozilla and
Eclipse
projects
database

[40] Finnish Soft-
ware Practi-
tioners suited
to the survey
focus

Finnish Soft-
ware Practi-
tioners suited
to the survey
focus

Finnish Soft-
ware Practi-
tioners suited
to the survey
focus

Finnish Soft-
ware Practi-
tioners suited
to the survey
focus

FIPA (The
Finnish In-
formation
Processing
Association)

[10] SE pro-
fessionals
experienced
with agility
in software
process

members members groups related
with agility in
software pro-
cesses

LinkedIn

Table 3.1: Examples of target audiences in SE surveys
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6. All elements of the target audience is present only once in the frame

7. No element outside of the target audience are present in the frame

8. The data is ’up-to-date’

Sarndal and Wretman[41] observe that the characteristics 1 and 2 are
considered essential while the other characteristics are desirable, contribut-
ing to the quality of the sampling frame and on reducing the effort involved
in the sampling process. The third characteristic, for example, supports sim-
plifying the sampling process, while the characteristics 4 and 5 contribute to
simplifying stratifying activities. In fact, when all eight characteristics are
met, we can consider that we have obtained an ideal sampling frame. Due
to non-conformities with the desirable characteristics described, Kish[26]
identifies four basic problems of sampling frames.

1. Missing elements, when the sampling frame does not include all units
from the target audience;

2. Foreign elements, when there are elements in the sampling frame out
from the target audience;

3. Duplicate entries, when two or more elements from sampling frame
represents the same unit;

4. Groups based on clusters, i.e. rather than groups based on individuals.

Due to the lack of accessible and controlled sources for establishing rep-
resentative sampling frames in Software Engineering surveys, it is frequently
hard to avoid the aforementioned basic problems and to support the char-
acteristics needed for composing an ideal sampling frame. For instance, De
Mello et al. [10] established a sampling frame composed by a small subset of
the source (the professional social network LinkedIn) following a systematic
searching process. Bettenburg et al. [3] study established a sampling frame
composed by a small set of open-source projects available.
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Chapter 4

Designing Sampling Plan

Sampling is the process in which a sample, i.e. a subset of units of obser-
vation from a sampling frame is selected to be used in a study. Sampling is
typically needed when the effort involved on selecting all units (census) from
a sampling frame is not feasible, or even when the selection of all sampling
frame could bring an collateral effect on the statistical power, introduc-
ing a prohibitive hypersensitivity to the sample [22]. Following subsections
present the most common sampling designs available in the specialized lit-
erature, distributed between non-probabilistic and probabilistic designs.

4.1 Non-probabilistic Sampling

Non probabilistic sampling is related with all sampling approaches in which
randomness could not be observed on selecting the units, i.e., the units from
a sampling frame do not have the same probability to be chosen [48]. As
main consequence, the extent in which the observed results can be gen-
eralized for the whole sampling frame is limited, even when the evidence
obtained is statistically significant. Specialized literature presents the fol-
lowing four main non-probabilistic sampling designs:

• Accidental sampling: The only criterion for selecting each unit is the
convenience. It is a common design on SE surveys in which, frequently,
researchers recruit subjects from their personal connections.

• Quota sampling: The sampling frame is composed by mutually exclu-
sive subsets in which their units do not have the same probability to
be chosen since quota sampling does not take into account the size
of each subset. For instance, a survey design could establish that 20
companies will be surveyed limiting the survey invitation to only ten
employees from each company.

19



20 CHAPTER 4. DESIGNING SAMPLING PLAN

• Judgment sampling: It aims to reduce the bias from the accidental
sampling since there are clear reasons for selecting each unit. It in-
cludes practices such as the use of experts’ opinion on selecting units.

• Snowballing sampling: It extends accidental sampling, typically select-
ing seeds of subjects (first level) for indicating subjects (second level)
to be recruited by the researchers. Alternatively, there is a common
approach in which the first level units are allowed for direct recruiting
new subjects.

4.2 Probabilistic Sampling

To be considered a probabilistic sampling, all units from a sampling frame
must have the same probability to be selected which can be supported
through random sampling [48]. As a consequence, it will be feasible to
calculate the confidence level of the observed results (in which extent these
results are reliable) and its confidence interval (in which level the results
can be extended to all sampling frame).

4.2.1 Simple Random Sampling (SRS)

This is the most common probabilistic sampling design, in which n distinct
units are selected from N a sampling frame having all of them N the same
probability to be chosen [48]. Thus, considering the establishment of an
adequate sampling frame, performing SRS means that all its units can be
considered homogeneous from the point of the view of the study scope.
It is important to emphasize that, when establishing the sample size for a
voluntary survey (frequently in SE) the probability of each recruited subject
effectively participate (effective sample size) should be took into account.
Such participation may significantly vary depending on the survey plan.

4.2.2 Clustered Sampling

In this sampling design, homogeneous clusters of distinct units can be iden-
tified in a population. Then, if the observed clusters present significant
similarity levels between then, it can be considered to only select a sub-
set from these clusters for a trial. As a consequence, due to this similarity
(identified as function from the units’ attributes designed for a survey), a
small loss of confidence is expected and, at the same time, significant efforts
on recruiting and data collecting can be avoided [48]. Clustered sampling
is commonly applied in large scale surveys in which researchers must be in
loco, (in person) for collecting data [2][38]. As there are still many chal-
lenges on characterizing the context in SE studies, including surveys, it may
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be considered risky to apply clustered sampling.

4.2.3 Stratified Sampling

In statistics, stratified sampling is considered the best sampling design for
large scale populations, allowing distributing all the population units into
distinct subpopulations (strata, plural of stratum). Then, for each stratum,
SRS must be performed, which allow to observe more specific and reliable
results than in a single SRS. It is important to highlight that no units from
a sampling frame can be let out from a stratum and all strata must be
mutually exclusive [48], i.e. a single unit can’t be found in more than one
strata.

4.2.4 Systematic Sampling

Systematic sampling consists of a SRS in which a previously sorted sampling
frame composed by N units have a sample of n units selected following a
sequence initialized by a randomly selected unit i. Then, the next units are
selected through the continuously addition of the interval k, resulted from
the integer division between N and n). For instance, if the population size
is 200 and the sample size must be 50, k=4. Then, if i=3, the following 10
first units will be included in this sample: 3, 7, 11, 15, 19, 23, 27, 31, 35 and
39.
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Chapter 5

Designing Survey Instrument

5.1 Designing Questionnaire

A survey instrument is usually a questionnaire that is very important and
requires special considerations. This section presents guidelines to design
survey questionnaire and to develop internal and survey questions. Inter-
nal questions are open ended questions that are later transformed to survey
questions. Internal questions represent main objective or goal of the inves-
tigation that is being carried out. The results and conclusions of a survey
directly depend on the quality of the used questionnaire. The main strength
of survey research lies in the collection of a population’s behavioral and at-
titudinal attributes quantitatively, which allows uniform interpretation of
the collected attributes [25]. To achieve sound results and conclusions from
the survey research it is important to carefully design the questionnaire of
a survey, for this one has to consider the following factors:

1. Following a team based approach

2. Determining what is to be measured

3. Aligning internal and survey questions with the research objectives

4. Selecting questionnaire type

5. Prioritizing internal questions

6. Selecting survey questions type

7. Selecting execution method

8. Questionnaire length

9. Sequence of survey questions

23
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10. Establishing response format

11. Transferring internal questions to survey questions

5.1.1 Following a team based approach

The first task of designing a questionnaire is to form a team of both re-
searchers and domain experts. This team will provide required expertise to
design survey questionnaire including both technical and substantive knowl-
edge of the project or topic under investigation [37].

5.1.2 Determining what is to be measured

In the initial phase of designing a survey questionnaire it is good to to know
clearly what is going to be measured and because of this the collected data
will be easily analyzable. By using survey research one can collect three
types of information such as, descriptive, behavioral and attitudinal [37].
Descriptive questions consist of the respondent’s age, education, occupa-
tion, and experience. The collected information from descriptive questions
is also known as demographic or personal information about respondents.
Kasunic [25] calls descriptive questions, the questions about attributes and
these attributes can be personal or demographic attributes of respondents.
Sometimes researchers are interested in collecting behavioral information of
respondents. Behavioral questions try to measure difference or change in
the respondent’s behaviors. Finally, attitudinal questions collect informa-
tion about respondent’s attitudes and opinions. Kasunic [25] distinguishes
between questions about attitudes and beliefs. The author defines attitude
as personal outlook or orientation acquired through years of experience. On
the other hand, Beliefs are the respondent’s assessment of what they think
is true or false. However, at the same time Kasunic says that the distinction
between attitude questions and belief questions is sometimes a grey area.
Here, we are not trying to distinguish between attitude questions and belief
questions. In these guidelines they will be used in same context as reported
in [37].

5.1.3 Aligning internal and survey questions with objectives

After this the survey questionnaire design deals with the development of
survey internal questions. The internal questions must be developed in
alignment with the main objective of the study that are later formulated
to survey questions. While developing internal questions, the researchers or
those carrying out the survey must take objectives and target population
of the survey into consideration. If the objectives of the survey are not
clearly defined then it will be hard to design a useful survey instrument.
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While designing a survey instrument one should also consider the target
population of the survey because results and conclusions of the survey will
be based on the response of the target population.

5.1.4 Questionnaire types

It is also important to consider and select a feasible type of questionnaire
that will be used for the underlying investigation. There are mainly two
types of questionnaire, self-administrated and interviewer-administrated ques-
tionnaire.

Self-administrated questionnaires are administrated by the respondent
him/her self and they are executed by ordinary postmail, E-mail or Inter-
net. In this respondents fill in the distributed questionnaire without the
help of the investigation team. Therefore, this type of questionnaire re-
quires some additional information at the beginning of the questionnaire i.e.
introductory notes, definitions of used concepts, and possible outcomes. Self-
administrated questionnaires are less costly and easy to administer. Since
respondents fill in the questionnaire by themselves without the presence of
any member of research team, it preserves confidentiality and there is no
researcher influence while filling out the questionnaire. However, this type
usually results in low response rate because respondents are less motivated to
respond. To reduce this problem one can carefully design the questionnaire
by writing proper introductions with information about the importance of
the survey results for respondents.

Web-based questionnaires are becoming more and more popular because
they are more time efficient and help to acquire higher response rate than
mailed questionnaires. They are easy to set up and then their distribution
is also very simple and straightforward by sending the corresponding link
to target audience. Data collection by investigators is also easy because it
does not require the time consuming data entries. However, the selection of
a web-based questionnaire may miss a part of the population that does not
have access to internet. While designing a survey questionnaire and select-
ing questionnaire type one has to consider target population and sample.
These are some examples of web-based questionnaire applications; Survey
Monkey1, LimeSurvey2, QuestionPro3, and QuestBack4.

There are two types of interviewer-administrated questionnaire, face to
face and telephone interviews. By using them the target population can eas-
ily be accessed regardless of their education or expertise (like previously not
whole population has access to internet and not everyone can use comput-

1http://www.surveymonkey.com
2http://www.limesurvey.org
3http://www.questionpro.com/web-based-survey-software.html
4http://www.questback.com
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ers). In this, the interviewer (investigation team member) can help to clarify
ambiguous questions and also the response rate is obviously higher than in
the web-based or mailed questionnaire. By using this type of questionnaire
one must take care of interviewer bias that is introduced by different inter-
viewers’ perceptions and interpretations of the answers. Use of interviewer-
administered questionnaires in large survey is costly because they require
more resources (interviewers), also they are not a suitable choice for the
collection of sensitive information.

5.1.5 Prioritizing internal questions

While formulating internal questions from the survey objectives it is impor-
tant to identify and prioritize important questions [25]. The prioritization
of internal questions will help later in keeping a reasonable questionnaire
length. As designing a questionnaire and internal questions is a team ac-
tivity, that can result in a large number of internal questions. Usually it is
not easy to prioritize internal questions because it requires great amount of
effort and discussions among the investigation team members, but this pri-
oritization can be useful while considering a reasonable questionnaire length.

5.1.6 Survey questions types

There are mainly two types of questions that can be used in a survey ques-
tionnaire, open-ended and closed-ended. In Open-ended, respondents are
asked to answer without given any answer choices. Respondents answer
these questions in their own words subjectively that provides a great deal
of openness to respondents while answering. On the contrary, closed-ended
questions provide a fixed list response choices or categories and ask respon-
dents to select one or more as their answer. Closed-ended questions are
mostly used in a survey questionnaire however both types have their own
advantages and disadvantages. Open-ended questions do not impose any
restriction on respondents to choose one from already given choices. How-
ever, they lead investigators with the qualitative data that is not easy to
interpret and analyze for generalizable conclusions. Therefore, if the plan
is to have open-ended questions then one must need to analyze available
resources. It does not mean that open-ended questions are useless for sur-
vey research, they can be very useful in interviewer-administrated surveys
[25]. Moreover, there is another commonly used question type in most of the
questionnaires that combines both open and close ended questions known as
hybrid questions. They are also known as partially closed-ended and they
do not impose restriction on respondents to choose one option from already
given options because they also provide an option of open response from
respondents. If respondents think that the given options are not suitable
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then they can write answer in their own words subjectively.

Inclusion of only one type of questions in a survey questionnaire may
not be a good choice. for example, if a questionnaire contains only hybrid
questions then that can lead to a large amount of qualitative data to analyze,
which requires a lot of resources. Here, it is important to find a balance
between type of questions while considering research objectives and available
resources.

5.1.7 Execution method

The execution of a survey can be carried out by several methods therefore it
is important to discuss among the survey team and select a suitable execu-
tion method during the designing phase of questionnaire. A survey can be
executed by the following methods: ordinary mail, web-based questionnaire,
face to face interviews and telephone based interviews. Each of these execu-
tion methods have advantages and disadvantage (for details see [37]). Today
as survey research has become popular and common, a web-based execution
method is the first choice in the most cases. In a software engineering con-
text it is common to execute surveys through a web-based questionnaire
because mostly it involves software engineers or programmers that, in most
cases, have access to internet and can use computers to fill web-based ques-
tionnaires. In some cases researchers evaluate the usability of a system or
software by targeting users of that system or software. This means, it is
likely that most of the users of the system under evaluation or investigation
are able to use computers and have access to internet. Sometimes in an
organization employees are asked to fill in paper based questionnaires, this
method gives ease of collection of data if it carried out in an organization
with limited number of employees. If one intends to use a paper-based ques-
tionnaire to target a whole population then that will involve mail cost and
also require huge resources to manually enter that collected information in
a digital form to analyze it. This section emphasizes on the careful selec-
tion of execution method by keeping in mind the available resources and
by clearly knowing what is intended to measure. The web and interviewer
based execution are explained in the previous subsection 5.1.4.

5.1.8 Questionnaire length

The questionnaire length is very crucial because it directly affects the sur-
vey response rate [54]. It is common practice that investigators distribute
lengthy survey questionnaires among participants to investigate unclear and
not well defined research objectives. If the research objective is not clear
and not well defined or its scope is too large then it is likely that the ques-
tionnaire will be very lengthy. Some studies have presented the factors that
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effect the response rate in mail and web based surveys [13, 54, 19]. For ex-
ample, it was observed that every additional question can reduce response
rate by 0.5% and every additional page by 5% [19]. If a questionnaire is
longer than 4 pages then it has a significant effect on the response rate
[54]. This is also valid for a web based questionnaire. As stated earlier, the
prioritization of internal questions help in limiting the length of a survey
questionnaire. If a questionnaire is becoming very long then one can remove
some questions from the performed prioritization to keep it in a reasonable
size. It is also important to show the total number of pages of a survey
questionnaire on its first page. The respondents should clearly know about
the length of questionnaire, sometimes they become bore or tired by filling
out few pages and still they do not know how many pages are left.

5.1.9 Sequence of survey questions

The arrangement and organization of survey questions in a survey instru-
ment are crucial and require special considerations. The order of survey
questions in a questionnaire can greatly effect the results of a study, specif-
ically it can effect the response rate. If the survey questions are poorly
ordered and organized then they can confuse respondents, and demotivate
them to fill questionnaire that consequently can affect the entire research
effort and yield to poor results [37].

Kasunic [25] presented three categories of questions that can be included
in a survey questionnaire,

• Demographic questions

• Substantive questions that are the main questions of a survey

• Filter questions

Moreover, one more question category is mentioned by [37],

• Sensitive questions

Demographic questions are also known as introductory questions and
the main objective of these questions is to motivate respondents to continue
with questionnaire without confusing and demotivating them [37]. Therefore,
they should come early in a questionnaire. These are about respondents
characteristics, for example, job, experience, gender etc.

Substantive questions address the main objective of survey, they collect
information regarding the topic that is being investigated. It is important to
have all substantive questions together, which can gain full concentration of
respondents without any distraction. If the objective of the study is broad
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and covers more than one subject in particular then it is good to introduce
separation by different categories of questions. Each category should have
its own heading and a short introductory note about that section.

Filter questions require respondents qualification to answer subsequent
questions, they do not apply to all respondents. They are also known as
screening questions. For example, in a software engineering context if a
respondent has more than three years of experience of development than
he/she has to answer subsequent question.

Sensitive questions collect sensitive information, such as religious affilia-
tion, ethnicity, sexual practices, income and opinion about highly controver-
sial ethical, political and moral issues [37]. In a software engineering context
sensitive questions can be about respondents salary, and opinions about or-
ganization or management. If these questions are not placed at the right
place in a questionnaire then they can negatively effect the results. Respon-
dents can react negatively by providing sensitive information and decide not
to participate in survey, resulting in low response rate. By considering this
threat it is important to place these questions at the end of questionnaire.
In a software engineering context, these questions are not common but it is
still good to keep them under consideration while designing a questionnaire.

5.1.10 Response format

In survey research data is collected in form of different variables that repre-
sent specific characteristics of the respondents, such as, age, job, experience,
skills etc. There are mainly three ways in which these collected variables
can be measured,

• Nominal or dichotomous response scale

• Ordinal or Likert response scale

• Interval response scale

In the nominal response scale, data can be placed into categories, e.g.,
yes/no, agree/disagree and can only be measured regarding frequency. For
example,

Q. Have you used Eclipse?

Yes——– No——– Do not know——–.

The ‘do not know’ option is presented for a respondent to keep motivated
and interested. If a respondent does not want to answer a particular question
or does not know about it then she can choose this option.
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In the ordinal response scale, data placed in categories can be ranked
according to their order but without indicating the magnitude of differences
between them [37]. This response scale determines the intensity of a belief
or opinion and frequency of a behavior [25]. For example,

Q. How difficult was Eclipse to use?

Very Easy——– Easy——– Fair——– Difficult——– Very Difficult——–.

In the interval response scale, constant units of measurement are used to
indicate exact values of each category response. Income, age, and experience,
etc. can be measured using interval response scale. For example,

Q. How much experience do you have of using Eclipse?

1. ——–Less than 1 year

2. ——–1 year to 3 years

3. ——–3 years to 5 years

4. ——–5 years to 8 years

5. ——–More than 8 years

5.2 Designing survey questions

The wording of survey questions is critically important to achieve useful
results and conclusions from carried out survey. In general, there are three
conditions that must be fulfilled to get appropriate response of survey ques-
tions from their respondents,

• The questions must be understandable by the target population

• Making sure that respondents have sufficient knowledge required to
answer survey questions

• Are participants motivated and willing to participate in survey?

If afore-mentioned conditions are not met then one of the following prob-
lems can arise. First, the collected information from the carried out survey
could be inaccurate. Second, there could be many responses with“do not
know” option, resulting in incomplete answers of questionnaire. Finally, par-
ticipants could refuse to participate in the survey by lack of understanding of
questions or by not having the required knowledge to answer questions. To
avoid these problems it is important to pay special attention while writing
survey questions. For this, it is recommended to take care of the following
question wording problems, [25, 37, 27]



5.2. DESIGNING SURVEY QUESTIONS 31

• Using appropriate and simple language: It is important to use
simple and appropriate wording for survey questions. Here, appropri-
ate means keeping the target population in consideration while writing
survey questions that all respondents can understand them. Always
define any likely ambiguous terms used in survey questions.

• Avoiding technical terms: It is likely that a survey in a software
engineering context can have some technical terms that are not well
known by all respondents (e.g., software engineers, developers, testers,
etc.). In such case it is important to either avoid those technical terms
or define them in the introduction section of a survey.

• Keeping questions short: It is important to have short questions
that ask about only one concept.

• Avoiding vague sentences: It is important to avoid too vague sen-
tences while writing survey questions.

• Avoiding biased questions: Biased questions suggest likely answers
or responses in their sentences. It is important to avoid biased ques-
tions, which can be done by carefully phrasing the questions that do
not suggest likely answers or responses.

• Avoiding sensitive questions: Special care must be taken while
writing survey questions, they should not have sensitive questions (too
personal, i.e., sex, income, etc.) that can lead to low response rate. In
a software engineering context, the sensitive questions can be about
respondents income, opinion about organization or management, etc.
If for some reason one wants to ask a few sensitive questions in a survey
then they should come at the end of the questionnaire.

• Avoiding too demanding questions: It is important to avoid too
demanding (that require too much effort at the respondents end) ques-
tions while writing survey questions.

• Avoiding double-barreled questions: It is important to avoid ask-
ing two questions in one question, which is known as double barreled or
composed questions. If a researcher asks these questions then respon-
dent most likely can not answer both questions asked in one question,
which leads to difficulties in analyzing collected data.

• Avoiding double negatives: Double negative questions are confus-
ing questions and they must be avoided while writing survey questions.

• Avoid asking about past events: It is important to avoid questions
about events that have occurred long time ago. In this case it is likely
that respondents do not remember exact information, which is being
asked in survey question.
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Chapter 6

Survey Instrument
Evaluation

This section presents guidelines for designing and conducting pretest or pilot
surveys to evaluate survey instrumentation. Designing a survey instrument
is an iterative activity that involves an evaluation though carrying out a
pilot run to introduce improvements in the survey instrument. This way,
survey instrument can be improved iteratively by getting feedback from a
pilot run of a survey.

The output of the previous step, designing instrument, is a draft ques-
tionnaire that requires a pretest or a preliminary evaluation. Pre-test eval-
uation is also used to assess the reliability (reproducing the similar survey
data while administering survey again) and validity (is survey measuring
what is required to measure?) of instrumentation [27] (For more details
see chapter 8). The survey evaluation mainly assesses the following critical
factors [37, 27],

• Questionnaire clarity and understandability

• Likely response rate and its acceptability

• Effectiveness of execution method and other survey supporting docu-
ments

• Reliability and validity of survey instrument

• Data collection and its analysis

6.1 Survey instrument evaluation methods

A survey instrument can be evaluated by using one of the following evalua-
tion methods [36],

33
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• Expert reviews

• Focus groups

• Pilot surveys

• Cognitive interviews

• Experiments

6.1.1 Expert reviews

The first type of evaluation of survey instrumentation is an expert review.
There are two types of expert reviews, survey design expert reviews and
subject matter expert reviews.

The survey and questionnaire design experts evaluate the survey instru-
mentation and make sure that it is designed according to the best practices
in survey research.

The subject matter experts evaluate the survey instrumentation and help
to find the correct survey questionnaire flow. They check the wording used
in the questionnaire and determine is that technically correct or not. They
help to align the survey instrumentation with the survey main objectives
or goals. Moreover, they determine the understanding of survey questions
that they will be understood in the same way by all respondents and this
understanding matches with the survey designers intention.

6.1.2 Focus groups

The most common types of evaluation used for a survey instrumentation are
focus groups and pilot studies. A focus group is a qualitative research com-
ponent in which a group of people are asked about their perceptions, opin-
ions, beliefs, and attitudes towards an under investigation topic or project.
It usually consists of people representing survey investigators and partici-
pants. It evaluates instrumentation and help to identify missing or unnec-
essary questions and ambiguities. In focus groups, questions are asked in
an interactive group manners, often face to face, where group members are
free to talk with other group members. In focus groups, the investigator or
moderator gathers a group of people (usually 7 to 8) and asks them survey
questions. It allows focus group participants to provide longer answers and
discuss a topic with others. A focus group can also be used and helpful in
gathering information during designing a survey questionnaire to see what
topics are important to a sample of the population, how people understand
a topic area and how people interpret questions. It provides a qualitative
understanding of the topic under investigation that is being quantified in a
survey research.
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6.1.3 Pretest/Pilot surveys

Pilot studies are carried out by using the same material and procedures
(designed for the final survey) including survey questionnaire, execution
method, questionnaire format, motivational documents, etc. but with a small
number of participants from the target population. Pilot studies evaluate
survey instrumentation like focus groups but additionally they also evalu-
ate the response rate and follow-up procedures. Pilot surveys are usually
conducted well in advance before carrying out the final survey so that more
substantial changes to the questionnaire or procedures can be made. Car-
rying out a pilot study can be time consuming and requires more resources
than a focus group meeting. However, pilot study provides a realistic oppor-
tunity of improving survey instrumentation before carrying out the whole
designed survey. Carrying out a pilot study in software engineering context
is as important as it is in other fields [30].

6.1.4 Cognitive interviews

A cognitive interview is not like an ordinary interview. Ordinary interviews
produce codeable responses to the interview questions. On the other hand,
cognitive interviews produce a view of the processes evoked by the survey
questions [36]. Cognitive interviews help to identify and analyze sources of
response errors in survey questions by focusing on the cognitive processes,
which respondents use to answer the questions [52, 18]. The main objective
of these interviews is to focus on the survey questions rather than on the
respondent. This way, these interviews are used to evaluate the quality and
accuracy of the survey instrumentation [52]. To the best of our knowledge
no one has used cognitive interviews for the survey research in a software
engineering context.

6.1.5 Experiments

Experiments can be conducted to evaluate the survey instrumentation. The
expert reviews, focus groups and pretests lead to revisions in the survey
instrumentation. After carrying out revisions, it becomes difficult to deter-
mine which version of the survey instrument is better that should be used
for the final designed survey. Experiments can compare different versions of
survey instrumentations and help survey designers to select the best version.
Experiments can be used to compare both the single item of a questionnaire
and the entire questionnaire [34]. This way, by conducting an experiment,
one can evaluate different versions of the survey instrument and determine
which version to use in the future.
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Chapter 7

Analyzing Survey Data

As already mentioned in Chapter 5, each survey question can be classified as
closed, open-ended or a mix of them. While the analysis of the answers for
closed questions are better supported through quantitative methods, open-
ended questions are better suited to be analyzed through content analysis.
Both cases are addressed in the following sections.

7.1 Open-ended questions

Open-ended questions are designed in such a way to encourage the explana-
tion of the answers and the reactions to the question through a sentence, a
paragraph, or even a page or more, allowing researchers to better access the
respondents’ true feelings on an issue. Following subsections introduce the
content analysis approach for analyzing survey data extracted from open-
ended questions.

7.1.1 Content Analysis

Content analysis is a method for finding valid and replicable evidence from
a textual data to their context, describing a family of analytical approaches
ranging from intuitive (interpretative) analysis to systematic (strict textual)
analysis.

Aiming at attaining a condensed and broad description of the phe-
nomenon, delivering categories and concepts through a coding process, con-
tent analysis can deliver knowledge, new insights, representation of facts,
and practical guides to action.

Usually, the concepts and categories support the designing of models,
conceptual systems and conceptual maps. Although the criticisms that con-
tent analysis does not support a detailed statistical analysis and that content
analysis is not sufficiently qualitative in nature, currently is recognized the
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classification of two main types of such method, introduced in the following
subsections: qualitative content analysis and quantitative content analysis
[12][20].

In fact, many other methods for analyzing open-ended questions can be
applied, but they are better suitable for the context of researches typically
used in studies based in unstructured/ semi structured interviews. Examples
of such methods are Phenomenology [5], Grounded Theory [14], discourse
analysis [42] and metaphor [43].

Quantitative Content Analysis

Quantitative Content Analysis (QtCA) is a deductive research approach with
positivist orientation. It means that the phenomena are observed and its
reasoning are performed following one or more statements (premises) to
reach a logically certain conclusion. QtCA was the first approach applied
in research for content analysis [20]. It aims to make replicable and valid
inferences from texts to the context of their use [51].

Since QtCA is based on previous research, allowing the formulation of
hypotheses about relationships among variables, QtCA coding scheme must
be objective, being determined a priori. In QtCA coding scheme, relevant
and valid categories must be established to support hypotheses testing.

A good coding scheme has exhaustive and mutually exclusive categories,
i.e., all relevant aspects of the construct are represented and they are clearly
distinct. It is expected that a coding scheme can be measured in the four
scales of measurement (nominal, ordinal, interval, and ratio). Also, it is
expected to have clear definitions and easy-to-follow instructions. It is im-
portant to highlight that if it is observed that the coding scheme must be
modified during the coding, it must be re-applied to all the data already
coded [51].

In the analysis, many statistical approaches or techniques can be cho-
sen, taking in consideration not only the questions addressed but also the
nature of the data, such as: tabulations, associations, correlations, multi-
variate techniques (hierarchical clustering analysis, multiple regression and
others)and semantic nodes [51]. In their work, de Mello et al. [8] applied
a coding schema aiming at categorizing the five main skills in Software En-
gineering reported by each subject in a survey on Agility in Software Pro-
cesses. This approach was helpful to distinguish the similarities of skills
between subjects from distinct set of respondents (strata). For supporting
this analysis, hierarchical clustering analysis was applied.
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Qualitative Content Analysis

Qualitative content analysis (QlCA) is an inductive research approach, i.e.,
from specific observations it is possible to derive broader generalizations
and theories. QlCA is based on naturalist/humanist research orientation in
which research questions guide data gathering and analysis, but potential
themes and other issues may arise through data reading. QlCA aims to
capture the meanings, emphasis and themes of messages, also understand-
ing the organizations and process on how they are presented. It searches for
multiple interpretations by considering the diversity represented by aspects
such as ideological positions, critiques or the diverse use of the texts exam-
ined [51]. The coding Schema for QlCA follows a subjective approach, in
which no previous categories are established. In order to draw categories,
the research must look for diversity of ideas, alternatives, perspectives, op-
positional writings and different uses of the data sources [51].

In the analysis, QlCA is deeply oriented on grounding in the data, ”sup-
porting their interpretations by weaving quotes from the analyzed texts and
literature into their arguments and conclusions, by constructing parallelisms,
by engaging in triangulations, and by elaborating on any metaphors they
can find” (Krippendorff, 2012) [29].

7.2 Closed-ended questions

Closed-ended questions provide a fixed list of response choices or categories
and ask respondents to select one or more as their answer. These type of
questions are most commonly used type in the survey research [25]. They
collect quantitative data and there are mainly three ways in which this col-
lected data can be measured, nominal or dichotomous response scale, ordinal
or Likert response scale, and interval response scale. The questions produce
quantitative data, which can be analyzed by using methods presented in the
following subsections.

7.2.1 Pre analysis considerations

The methods that will be used to analyse any quantitative data produced
by a survey is implicitly decided in the beginning of the survey process, e.g.
by sampling method and type of research objectives.

The choice of a non random sampling method implicates that no results
can be considered representable for the population, from a statistical point
of view. Although many of the statistical analysis methods can still be used,
any findings will be limited to the respondents obtained through the sample
frame.
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The type of research objectives implicates the approach in how the anal-
ysis should focus [39]. If they are descriptive or exploratory, a more general
analysis can be done by using the necessary techniques to present frequen-
cies and possible relationships. If the objectives are more towards the ex-
planatory, then there typically would be a certain set of relationships of
pre-defined interest that would be investigated more thoroughly.

To efficiently analyse the data a software with statistical analysis func-
tionality is highly recommended. The option of manual analysis is of course
always available but can easily produce errors and will prove inconvenient
with even small proportions of data. In many cases, a general calculus desk-
top software as Microsoft Excel, MiniTab or JMP tools can be used to great
success, but for the more complex types of analysis specialized software as
Matlab, R, Octave or IBM SPSS is recommended.

When designing the questionnaire it is important to understand how
and in which format the data will be collected. Some software may allow
an automatic collection of the data if an appropriate interface is available.
Others may allow the import of the data structured in certain file formats,
e.g. comma separated files. Manual input should be regarded as a last resort
as this may introduce errors. If manual input is used, it is recommended that
two separate individuals input the data and that it then is cross verified to
ensure correctness. A general rule is to have as few steps between the source
of the survey data in its original raw format and the final storage and format
from where it will be analysed as possible. Reason is that data may be lost,
corrupted or ill modified e.g. due to reformatting or data transmission.

7.2.2 Data validation

Validation of the data should be done in an early stage to find any errors as
these can later affect the analysis in an harmful and unnecessary way. Steps
could include manual proof reading of the data but also by using simpler
functionality available in the software. This could be to reorder answers
to find erroneous answers or error codes, unexpected number of blanked or
extreme answers. Creating frequency tables and graphical representations
as histograms or box plots could also help unravel ill-regularities, outliers
and extreme values.

This exploratory approach is also a useful way for the researcher to
familiarize with the data and get a sense for what it contains. Independent
of the nature of the research objectives, it will helpful for the further analysis
to have a basic understanding of the data available, how it is formatted,
ranges of answers and other general characteristics.
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7.2.3 General statistical analysis methods

To help get a better comprehension about what the data represents and in-
terpret what it actually means, measurements from the notion of descriptive
statistics may be used. Mean average, median and mode values give a sense
for the frequency or answer which could be best representable for the re-
spondents, also known as measures of central tendency. Standard deviation,
variance, range and inter-quartile range help to interpret the variability and
spread of the answers in the distributions. Depending on the scale used,
different values should be used, see table 7.1.

Table 7.1: Summary chart of descriptive statistics that can be used in cor-
relation to scale. The measurments are cumulative downwards. Adopted
after Wohlin et al. [53]

Scale
type

Measure of central
tendency

Measure of disper-
sion

Measure of depen-
dency

Nominal Mode Frequency

Ordinal Median Interval of varia-
tion

Spearman corr. co-
eff, Kendall corr.
coeff.

Interval Mean Standard devi-
ation, variance,
range

Pearson corr. co-
eff.

Ratio Geometric mean Coefficient of vari-
ation

For more thorough explanations on these concepts and related terms,
please refer to books on statistical theory, e.g. Siegel and Castellan [45]..

Sometimes it may be necessary to re-scale the data for it to be more
understandable or to be able to compare with other results [39]. Subtracting
the mean or median from all results gives a better relative view of how far
off all values are. Multiplying with a constant for example could be used
to transform monetary values between currencies. When the distribution
is wide spread or otherwise asymmetrical it could be useful to take the
logarithm or power to make it more interpretable. Another tool, referred
to as standardization or normalization, involves subtracting the mean from
a score and then dividing with the standard deviation. This method is
commonly used in statistics and makes it easier to compare distributions
with each other.

Correlations can sometimes be identified in the distributions and matched
to different types of equations describing a graph. One of the most com-
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monly looked for is a linear correlation where the data can be fitted along
a linear graph. The fit is seldom perfect why there are different correlation
coefficients (e.g. Pearson’s r, Spearman, Kendall’s Tau A-C) which indicate
how good the graph fits the data. As with the measures of centrality and
dispersion, it varies when you may use these measures of dependency, see
table 7.1. When the distribution is normalized and the scale is either inter-
val or ratio, Pearson’s r is used. In the case where the data is not normally
distributed, Spearman or Kendall’s Tau is to be used. For more information
on this topic, refer to e.g. Siegel and Castellan [45].

Often there is an interest to investigate patterns between how respon-
dents have answered in different questions. To find these patterns and corre-
lations there are several tools available in the field of multivariate statistics.
Contingency tables, also known as cross tabulation tables, is a matrix which
presents the frequency distributions for two variables and how they correlate
[39]. This technique can be used for more variables also, but will quickly
become cumbersome to present. Others include principal component analy-
sis (PCA), cluster analysis and discriminant analysis. For more information
on this topic, refer to e.g. Manly [32] and Kachigan [23, 24].

7.2.4 Hypothesis testing

Given that a relationship can be identified, a null hypothesis can be formu-
lated. This can then be tested in order to determine if it can be rejected
or not, and to what level of significance. Choice of test method depends on
the type of distribution and its scale.

The tests are generally divided between parametric and non-parametric
tests. Parametric tests need the data to fit on a specific distribution depen-
dent on the test. In non-parametric tests, no assumptions are made about
the population or the distribution of the parameters. In regards to the null
hypothesis, this implicates that for parametric tests it based on parameters
of the populations distribution. In non-parametric the null hypothesis is
free from parameters.

In regards to scale, the non-parametric tests only exists for nominal and
ordinal data, whilst no parametric tests exists for nominal data.

Parametric tests include e.g. t-test, F-test, z-test and ANOVA, whilst
non-parametric include e.g. mann-Whitney, Wilcoxon, Kruskal-Wallis and
Chi-2. For more information on the topic, refer to e.g. Siegel and Castellan
[45], and Good [15].

7.2.5 Presentation and visualization

Frequencies of the answers can be presented in multiple ways. Depending on
audience and type of data a consideration has to be made in either presenting
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the responses in a table or a graphical format. It is also important to consider
the risk of loosing data when choosing a representation. For the more general
illustrations graphical representation is usual to prefer. Pie and bar charts
are good options when the variables are of discrete character. For continuous
variables, histograms and line graphs are to prefer.

As with frequencies, graphical representation of the descriptive statistics
helps the interpretation and analysis process. Error bar charts can be used
to represent the mean average in relation to the values which lies inside the
standard deviation or a certain confidence interval. Box plot is an alternative
based on the median value and different quartiles.

Scattergram is a good option to graphically illustrate the data when the
variables are of ordinal character. Each axis will represent the frequency
for one of the variables. From the plotted distributions possible patterns
and (dis)alignments can be identified. As earlier described, it may prove
useful to re-scale the data for the plot to make more sense. By the use of
different markings, stratas can be graphically separated so their responses
can be easier grouped together.

7.2.6 Analyzing Likert items and scale questions

Likert type questions are used to measure respondents attitudes to a partic-
ular question or statement, and they produce ordinal data, i.e., one response
is higher than another not the distance between the points [21]. This type
of question format is common in empirical software engineering surveys why
a special subsection is dedicated to this topic. Here are some examples of
Likert items,

Q. How difficult was Eclipse to use?

Very Easy——– Easy——– Fair——– Difficult——– Very Difficult——–.

OR

Q. Eclipse was easy to use?

Strongly agree—– Agree—– Neutral—– Disagree—– Strongly disagree—–.

As Likert type questions produce ordinal data, parametric analysis tech-
niques can not be used. For example, they can be analyzed by using following
analysis techniques,

• Mann whitney test

• Kruskal wallis test
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A distinction needs to be made between Likert items and a Likert scale.
The notion of items refers to a single question with Likert style answer
alternatives. The second concept refers to a series of Likert items which aim
to measure the same concept. There are separate ways of measuring these
two as mentioned in [21, 4].

Single Likert items should be analysed with the median or mode as a
measure of central tendency, frequencies as a measure for variability, and
Chi-square, Kendall’s Tau B or C for measures of association. Examples of
single likert items are shown above.

On the other hand, Likert scales should instead use the mean as a mea-
sure of central tendency, standard deviation as a measure of variability, and
Pearson’s r, ANOVA, t-test or regression for other statistical measures. The
following questions are used in a previous study [47] that present an exam-
ple of Likert scale that can be analyzed together to know the opinion of
respondents about a risk analysis method. To read more about analyzing
Likert scale see for example [21].

Q1. How difficult was the risk analysis method to use?

Very Easy——– Easy——– Fair——– Difficult——– Very Difficult——–.

Q2. How difficult were the instructions to perform risk analysis?

Very Easy——– Easy——– Fair——– Difficult——– Very Difficult——–.

Q3. You are confident that you have found all the relevant risks.

Strongly agree—– Agree—– Neutral—– Disagree—– Strongly disagree—–.

Q3. You will recommend this risk analysis method to others.

Strongly agree—– Agree—– Neutral—– Disagree—– Strongly disagree—–.
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Drawing Conclusions

After the respondent data has been analyzed and results are presented, one
has to contemplate whether any conclusions can be drawn. It may very well
be that the researcher has confidence in the results but this subjectivity
is not enough. The complete survey process and its results need to be
evaluated and reviewed from a critical viewpoint. The two notions of validity
and reliability (e.g. [27]) are central to understanding the thoroughness and
trustworthiness of the survey.

Validity in its broadness refers to whether the questionnaire measured
what it was supposed to. Reliability regards if the results can be generaliz-
able, i.e. similar distributions of answers would be obtained if the question-
naire was executed in another time, place or sample of the same population.
Threats to the validity and reliability can be many and appear in any part
of the survey process, e.g.:

• Conflicting research objectives and questions resulting in wrong ques-
tions being asked.

• An ill-defined target population resulting in wrong people being asked.

• An improper or badly executed sampling method resulting in a non
representative sample.

• Ambiguous and over technical questions confusing the respondents.

• No pilot study executed resulting in missed errors.

• A non user friendly interface to the survey resulting in questions being
jumped.

• Data gathering process not pre verified and tested leading to missed
data.
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• Response rate too low for any valid conclusions to be made.

• Improper analysis methods to the types of questions asked.

8.1 Validity

Each question in the questionnaire should be designed to measure a specific
purpose. If it cannot be safely concluded that it measures what it is supposed
to then it will be hard to draw any conclusions at all. Here, different types of
validity are discussed (topics adopted from Kitchenham and Pfleeger [27]).

• Face validity involves a lightweight review of the questionnaire by ran-
domly chosen respondents [39, 27]. This is an extremely subjective
method but can be used to give initial feedback. Should not be used
as the single method to support the arguments of validity.

• Content validity, as defined by Kitchenham and Pfleeger [27], is achieved
by having a group of reviewers go through and evaluate the question-
naire. The group should include subject matter experts as well as
example respondents from the target population.

• Criterion validity refers to how the questionnaire can separate between
respondents that belongs to different groups [27]. To measure this
attribute an existing classification and mapping of the different groups
in the target population must be in place.

• Construct validity is how well the question actually measures the con-
struct it was intended to by the designer [39, 27]. By executing pi-
lot studies and taking concern to content validity with focus groups
as earlier mentioned, this can help to ensure the construct validity.
Kitchenham and Pfleeger [27] furthermore mention the two variants
of construct validity; Convergent and Divergent. The first variant ex-
plains to what degree multiple questions intended to measure the same
concept actually do. The second type inversely explains to what de-
gree the questions do not correlate, although still intended to measure
the same concept.

8.2 Reliability

If conclusions are to be drawn on the whole population, not just on the
sample, the reliability needs to be proven and established. Even when just
analysing the sample there needs to be a certain level of reliability in order
to make any final claims. As with validity, the notion of reliability is broad
in its definition. In literature it may also be termed as external validity
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[6] and generalizability [39]. Here different ways of measuring reliability is
discussed (topics adopted from Kitchenham and Pfleeger [27]).

• Test-retest reliability is based on that the same subject responds to the
same survey two times, and it is measured whether the subject gives
the same answers each time. Kitchenham and Pfleeger [27] states that
if the correlation between both of the answers is greater than 0.7 the
test-retest reliability can be considered good. Many factors however
effect the actual ’truth’ of this test. If given to short of a period
between the tests occurrences, the respondent might remember what
answer was given last time. On the other hand, if given too long
of a period in between, external or personal circumstances may have
persuaded the respondent to answer differently the second time [6].

• An alternate form of reliability concerns testing whether the phrasing
or reorder of questions has any effect on the answers by a respondent
[27]. This method addresses some of the issues with the respondents
bias [39] as described in the previous point, primarily in regards to
memory. The rephrasing is however a delicate manner is it can trigger
other associations or interpretations by the respondent.

• Inter-observer reliability is directed to the observer bias [39] that may
be introduced when an observer would involve subjectivity during the
conduction of the survey. This regards situations when the survey is
not self administered. Another occasion could be during the analysis
phase when interpreting and decoding open ended questions. A way
to address this validity issue is to have two or more observers involved
in the interview and analysis process.

8.3 Risk management

In the beginning of the survey process as many possible threats should be
identified and documented [6]. This process (e.g. a focus group) should
involve experienced practitioners of the survey methodology as well as sub-
ject matter experts and example respondents from the identified population.
Those threats that can be managed with redesigning the survey should be
looked after. Threats that cannot be managed from an initial point and risk
to occur later on in the process should be highlighted and have a cause of
action assigned, explaining how to manage these to best extent.

Eliminating a threat to validity or reliability may always have its draw-
backs. Better, is of course to use multiple methods if possible in order to
rule out as much as possible of any potential effect the threat may have
on the results [39]. The cost of resources should however be considered in
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correlation to the value added. A limit of when the reliability and validity
can be considered satisfactory should be determined by the stakeholders and
researchers in the beginning of the survey process. It should also be contin-
uously discussed and adapted as the survey progresses, as different events
may take place which can affect what is considered acceptable.



Chapter 9

Documenting and Reporting

From the start, an awareness needs to be in place about what is expected in
the end of the survey process. Documentation is one way to start producing
deliverable in an early stage as well as a way to increase the general validity
of the survey. Then, knowing how to format the results you will can meat
expectations more easily and make a higher impact. In this section we both
parts will be discussed and presented.

9.1 Documentation

Documenting the survey process helps to increase the quality and acceptance
of the survey. It can be viewed by researchers and stakeholders to keep track
of where they are, and what step is next. Especially when writing the report,
the documentation will come to good use as details can easily be forgotten
during the process e.g. if long time passes between the different steps.

The documentation starts in the first step of the survey process, with the
specification of the research objectives. The document should then evolve
with each step and update iteratively. The content should include at least:

• Research objectives and research questions

• Organization of those conducting the survey

• Description of target population

• Description and design of sampling method

• Any quality assurance steps, e.g. pilot studies or focus groups

• Survey questions to be asked

• Method for distribution
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• Method for data collection and analysis

• Schedule of when the different activities should occur, and the different
milestones

• Expected results and deliverables

Kitchenham and Pfleeger [27] call this document a questionnaire spec-
ification whilst Kasunic [25] refers to its as a survey plan. As the survey
respondent data gets analysed, this should also be included in the documen-
tation.

The documentation should also be seen as an agreement between the
stakeholders so there are no misunderstandings to what can be expected
and when. Although disputes may still arise, a written description of the
survey process and its content will ease managing any conflict and avoid
unnecessary interruptions in the survey process.

9.2 Reporting

When analysis is done and conclusions are drawn it is time to report the
findings. Depending on the venue and audience this packaging of results
can be done in many ways. Before starting on the report, the expecta-
tions and interests of the target audience should be identified. Kasunic [25]
propose conducting an audience analysis. Important aspects to take into
consideration in regards to reporting include:

• Form and complexity of language

• Level of detail and abstraction

• What to include or not

The report structure is also dependent on the target audience. In general
the following topics should be considered for inclusion (e.g. [6]):

• Abstract and/or Executive summary - The abstract is a short sum-
mary of the survey process from start to finish, and should reflect
your report. It covers main purpose and scope, objectives, method-
ology and key conclusions. The abstract should be a quick read for
anyone interested and limited to a paragraph with about 150 words.
If aimed to management or executives it should be referred to as the
Executive summary and can be more thorough.
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• Research objectives and problem statement - This is the introduction
to your survey report. Together with your research objectives and
problem statements should also be a background and scope section
which frame the survey to a context and its purpose.

• Methodology and survey process - For the survey to gain creditability,
it needs to be thoroughly reported how it was conducted. This is be-
cause people need to know under what conditions the results presented
were obtained, in order to judge whether they are valid or interesting
for their need or interest. This part is more deeply discussed in the
next section.

• Results from data analysis - Here you share the results from your
analysis of the survey data. The way in which this is done depends
on the audience and purpose of the report. Some may require simpli-
fied graphical charts whilst others expect percentages and statistical
parameters in tables.

• Discussion of results, and threats to validity and reliability - After
presenting your results, they need to be discussed and framed to clarify
their implications. How did the survey fulfill its research questions? As
with previous sections, it is very important that this is done from the
point of view of the target audience and their context. The discussion
should also frame the whole process from a critical stand point and
contrast the validity and reliability of the different steps performed.

• Conclusions and acknowledgements - In the end you should conclude
on the hard facts and implications which can be drawn from the survey.
This should be in a condensed and easy to read form as the discussion
parts has already been performed.

• Eventual appendices - Finally, you should attach any material which
could be of interest to the stakeholder and strengthen the creditability
of the survey. Questionnaire could be one example.

9.3 Credibility

For the report and its results to be trusted and gain acceptance by its read-
ers, the methodology and description of the conducted survey process needs
to be detailed and informative. If the readers do not trust the results, it will
get no spread or impact which could cause all effort to be for nothing. There-
fore, the notion of credibility is to be seen as equally important as validity
and reliability [39], described in earlier chapter. Broken down, creditability
can viewed from the terms thoroughness and trustworthiness. Thoroughness
being the description of the different steps (e.g. defining target population,
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design of sampling plan) and trustworthiness being the description of validity
and reliability. Stavru [46] examined the thoroughness and trustworthiness
of a series of industrial surveys on agile method usage. He constructed a
framework around these two topics as none could be identified in earlier
literature.

The topic of thoroughness was based on established survey literature in
software engineering [6, 25, 27] as well as in more general fields [31, 35, 44].
The final list contains 21 criteria, see table 9.1, which can be considered
relevant. These are weighted between one (least important) to five (most
important). When using this list to measure the thoroughness of a survey
it is decided whether the survey fulfills the criteria or not. The weights of
the fulfilled criteria are then summed and normalized, resulting in a decimal
number between zero and one. The closer to one, the more thorough the
survey can be considered. Stavru established a limit of 0.62, surveys with a
score higher than this would be further analyzed for trustworthiness.

The attributes of trustworthiness was based on those defined by Guba
[17]: truth value, applicability, consistency and neutrality. These are mapped
by Stavru to the same 21 criteria he had earlier identified. When assessing
the trustworthiness, all criteria mapped to each of the attributes, which can
be considered to have a positive effect are summed up and normalized. As
with thoroughness, this results in a decimal number between zero and one.
The closer to one, the more trustworthy the survey can be considered. For
more information on the framework, please refer to [46].
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Table 9.1: Criteria for thoroughness. Adopted from Stavru [46]

Criteria for thor-
oughness

Description Weight

Survey definition

Objectives The study defines explicitly its objectives. 1

Sponsorship The study clarifies its sponsorship (or the organizations who are funding the
survey) and their interests in conducting the survey.

1

Survey method The study specifies and thoroughly describes how the survey was conducted
(in terms of its phases, settings and context, etc.).

4

Survey design

Conceptual
model

The study specifies and thoroughly describes its conceptual model (in terms
of objects that are investigated, variables and expected relationships between
them, etc.)

4

Target population The study specifies and thoroughly describes its target population (in terms
of unit of analysis, reporting unit, exclusion/inclusion criteria, sources, etc.).

4

Sampling frame The study specifies and thoroughly describes its sampling frame the actual
set of units from the target population from which a sample would be drawn
(or lists all those within the target population who can be sampled). For
example the target population might be defined as all organizations which
are developing, maintaining or integration software products and services in
a given region. However the sampling frame might be restricted to these
organizations which have an official (as the survey would be mediated by
email). The information on the sampling frame should include at least the
number of units to be sampled.

5

Sampling method The study specifies and thoroughly describes its sampling method (e.g. non-
probabilistic sampling methods, probabilistic sampling methods,etc.).

5

Sample size The study defines its sample (in terms of sample size). 5

Data collection
method

The study specifies and thoroughly describes its data collection method (e.g.
interviews, self-administrated questionnaires, etc.).

3

Questionnaire de-
sign

The study describes how the questionnaire was designed (e.g. the number of
questions, type and wording of the questions, question sequence and grouping,
translations, etc.).

4

Provisions for
securing trust-
worthiness

The study describes the provisions made to secure trustworthiness (e.g. adop-
tion of appropriate, well recognized research methods, examination of previous
research findings, etc.)

3

Survey implementation

Questionnaire
evaluation

The study provides information on how the questionnaire was evaluated (e.g.
through piloting, focus groups, in-depth interviews, statistical methods, etc.).

3

Questionnaire The questionnaire of the study is available (e.g. attached to the report or
included as an appendix, etc.).

3

Survey execution

Media The study describes how the survey was mediated (e.g. through mail, e-mail,
telephone, web, etc.).

1

Execution time The study specifies how long the survey was available to respondents. 1

Response burden The study specifies how long the survey took to fill out by respondents. 1

Follow-up proce-
dures

The study specifies the procedures taken in order to encourage response and
prevent non-response.

2

Responses The study provides information on the number of responses received. 3

Response rate The study provides information on its response rate. 5

Survey analysis and packaging

Assessment of
trustworthiness

The study formally assesses its trustworthiness (e.g. through calculating mea-
surement error, sample frame error, error of selection, non-response error,
etc.).

5

Limitations The study describes its limitations and threats to validity. 3
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Chapter 10

Example Surveys

10.1 Survey on Communication in Software Engi-
neering Projects

10.1.1 Research Objective

It aims to investigating the state of practice on Communications Charac-
teristics of Agility (CCA) at Software Organizations from the point of view
of software projects members. These Characteristics were extracted from a
set of characteristics of agility identified through a large scale survey [9, 10]
as relevant for introducing agility on software processes. They are: Being
Collaborative, Feedback Incorporation, People Oriented, Being Cooperative,
Reflection and Introspection and Self Organization. The definition of each
characteristic can be found at [1]

10.1.2 Target Population

Professionals that recently worked in a software project at Swedish Software
Organizations.

10.1.3 Sampling Design

It will be sent an invitation for each organization, asking for selecting re-
cently concluded projects and recruiting their software practitioners on an-
swering the questionnaire

Internal Questions

• How the Communication Characteristics of agility (CCA) have been
applied in software projects?
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• Is there any influence from the project attributes on the communica-
tion effectiveness?

• What is the relation between the project’ effectiveness perceived by
the team member and his/her opinion regarding the communication
effectiveness?

• What are the gaps and challenges on improving the communication
on software engineering projects?

Questionnaire- Attributes

• Company Name

• How many time ago your last concluded project was finished?

• Was this project performed in you current company?

• Team size?

• Your time allocation (part-time, full time)

• Are the team physically distributed? How? (2 or more rooms in the
same building, 2 or more buildings, 2 or more countries)

• What was the project official language? (Swedish, English, Other)

• What was the followed software development process? (RUP, RUP
Small, Scrum, XP, LSD, Kanbam, Crystal, Other)

• What was your main activity in the project? (programming, require-
ments engineering, testing, management, inspection, documentation,
design, other)

Questionnaire- Opinion

Questions were derived from the concepts of each CCA described by Abrantes
and Travassos Abrantes13 and adapted from the survey on Five Agile Fac-
tors presented at Stettina11 Each question was designed to be answer consid-
ering the following Likert Scale: totally disagree, partially disagree, partially
agree, totally agree.

1. Project results

• The project had attended to its original scope.

• The project had attended to the customer needs.

• The time of the project was well applied.
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• The resources available was well applied.

2. Self Organization

• Everyone was involved in the decision-making process.

• Team members made important decisions without consulting other
team member.

• The team vision was well defined and presented.

• The team was designed and redesigned according to its purpose.

3. People Orientation

• The team took into account alternative suggestions in team dis-
cussion.

• The team valued alternative suggestions.

• Team members related to the tasks of individuals.

4. Being Collaborative

• The role of everyone in the project was clear for me.

• The roles needed on each activity that I participated have been
applied in harmony, avoiding communication gaps.

• The overall goal of the project was clear for me.

• I didn’t have difficulties on keeping in touch with my team part-
ners.

5. Feedback Incorporation

• I regularly comment on a co-worker‘s work.

• The team gave feedback on all aspects of each others work.

6. Reflection and Introspection

• Team keeps what works well in the development process.

• The team improved the developments method when software de-
velopment problems was identified.

• Team met after each sub-project.

• Team met after each iteration.

• The project current status was easily accessible for all the project
members.

7. Being Cooperative

• It was easy to keep in touch with costumers’ representatives.



58 CHAPTER 10. EXAMPLE SURVEYS

• Customers’ representatives actively worked in the projects.

• Customers’ representatives regularly gave feedback to the project
team.

• The project team was accessible to the costumer.
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