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Preface

In order to understand Nature one should identify the basic constituents of matter and
study the interactions between them. The branch of physics which does all this is called
particle physics. Probably it is part of our human nature to believe that there is a small-
est building block. Historically, the idea of the smallest possible division of matter dates
back to the 5th century BC when the Greeks (or Indians by other sources) introduced the
concept of ‘atom’, meaning indivisible. While these ideas were more philosophical than
empirical, the first experimental observation came in the early 19th century when John
Dalton concluded that each element of Nature was composed of a single, unique type of
particle. He believed that these particles are indivisible and therefore identified them with
the uncuttable ‘atoms’ of long tradition. However, at the end of the century, J. J. Thomp-
son proved that atoms are not indivisible by discovering the electron in cathode rays. In
1911 Ernest Rutherford postulated that atoms have their positive charge concentrated in
a very small nucleus through his scattering experiment, and soon after he discovered the
proton, the constituent of the nucleus. He also theorized about the existence of neutrons
which was proved in 1932 by James Chadwick. It was not clear at that time whether the
protons and neutrons could further be divided or not. In 1930 Wolfgang Pauli postulated
the electron neutrino and C. D. Anderson discovered the muon in 1936. Electrons, muons
and the (electron) neutrino were classified as leptons later on. Throughout the 1950s and
1960s around 100 new particles were discovered and they were initially regarded as funda-
mental particles. But in 1968 the proton substructure was revealed through electron-proton
collisions at the Stanford Linear Accelerator Centre. The constituents of the proton were
called partons and later identified with the quarks introduced by Murray Gell-Mann and
George Zweig four years earlier. The quarks and leptons at present show no experimental
evidence of size or substructure and they are considered fundamental objects of which all
matter is composed. No free quarks were found or have been found by now; the quarks
must combine to form particles called hadrons: baryons and mesons.

In parallel with all these experimental discoveries, the theoretical part made a great
progress in understanding the physics of elementary particles in the last century. From the
creation of the theory of relativity to the foundation of quantum mechanics, the construc-
tion of quantum field theories (the Higgs mechanism, the electroweak theory, the theory of
strong interactions), the theoretical developments and predictions led to the formulation
of the Standard Model (SM), currently the best framework of the particle physics field.
The SM describes three fundamental interactions between the elementary particles: the

xi
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strong, the weak, and the electromagnetic forces, and the elementary particles that take
part in these interactions. The only known interaction not described by the SM is the
gravitational. The interactions are mediated by gauge bosons of spin 1: photons (electro-
magnetic), weak bosons (weak), and gluons (strong). The SM also includes 12 elementary
particles of spin 1/2 known as fermions: 6 quarks and 6 leptons. In addition to the quarks,
leptons, and guage bosons, it predicts the existence of the scalar Higgs boson. Finally, each
particle has an antiparticle with the same mass and spin and opposite values for electric
charge, color charge, and flavor.

Despite its great success in describing the elementary particle interactions up to the
weak scale, the SM falls short of being a complete theory since it does not include gravity.
Also it does not account for neutrino masses and none of its particles can be considered
a dark matter candidate. Another still unverified ingredient is the yet undiscovered Higgs
boson. In view of these problems, new theories are being constructed and only experimental
data could give a clear answer.

All eyes turn towards the Large Hadron Collider (LHC) now since it is in its initial phase
providing proton-proton (pp) collisions at the center-of-mass energy of 7 TeV, an energy
that has never been reached before in a particle accelerator. The main motivation for
building the LHC was to test the SM through the discovery of the Higgs boson, but other
physics goals, like supersymmetry, extra dimensions, study of CP-violation, understanding
the early evolution of our Universe by studying the Quark-Gluon Plasma (QGP), will also
be pursued.

The ALICE detector at the LHC has been optimized for the large track density in
heavy-ion collisions with the aim of studying the QGP at extreme values of energy density
and temperature. Since the LHC is mainly a proton collider, ALICE experiment will also
record proton-proton collisions.

Even though the main goal of the ALICE proton program is to provide the baseline
measurements for interpreting the heavy-ion data, the new heavy stable charged particles
(m > 100 GeV/c2) predicted by some theoretical models, such as R-hadrons in Supersym-
metry (SUSY), are good candidates of ALICE searches for signals Beyond the Standard
Model.

The first topic of this thesis is dedicated to the search of heavy stable charged particles
associated with a new theory, called Supersymmetry. SUSY relates bosons with fermions
and predicts that each elementary particle has a supersymmetric partner with the same
mass and the spin differing by 1/2. As no superpartners of the SM particles have been
observed so far, supersymmetry must be a broken symmetry, allowing for heavier supersym-
metric particles than the corresponding SM ones. Due to the low proton-proton integrated
luminosity expected in ALICE, the gluino R-hadrons predicted by Split SUSY with the
highest production cross section have the best detection potential. In Split SUSY the light
gluino decay to neutralino (stable lightest supersymmetric particle) via virtual squarks (to
preserve color and R-parity) is suppressed by the much heavier squarks (the mass states
are “split”) and instead hadronize into R-hadrons. These R-hadrons are predicted to be
pair produced and can have very interesting inelastic interactions with hadronic matter.
However, only the non-hadronic interactions were considered here due to the low material
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budget; the strategy is more general and applies to all heavy charged particles. Because of
the excellent particle identification capabilities of ALICE an event where two gluinos pro-
duced approximately back-to-back have hadronized into two charged R-hadrons is enough
to discover these particles.

In order to outline the ALICE potential discovery of R-hadrons, I did PYTHIA and
ALICE detector response simulations. In PYTHIA simulations I investigated four different
gluino masses (100−500 GeV/c2). I also performed detailed detector response simulations
of the most important signatures for R-hadron identification in the ALICE central barrel
for 100 GeV/c2 R-hadron mass (Chapter 7). The results were presented in an ALICE
Internal Note and in the proceedings of the SUSY09 conference.

One of the signatures of the QGP is the suppression of particles with high transverse
momentum (pT > 2 GeV/c), primarily produced in hard scatterings early in the collision.
The experiments at the Relativistic Heavy Ion Collider (RHIC) have observed that the
number of hadrons with pT > 5 GeV/c is suppressed by 80% in central gold nuclei collisions
as compared to estimates base on proton-proton collisions at the same energy per nucleon;
the suppression pattern is also different for baryons and mesons at intermediate transverse
momentum (2 < pT < 8 GeV/c) and can be explained by recombination models where
the particle production occurs through coalescence of “constituent quarks” rather than
fragmentation of high transverse momentum jets.

Since the Time Projection Chamber (TPC) is the only detector which can provide direct
particle identification information at these large transverse momenta, the second subject
of this thesis describes a particle identification analysis based on the energy loss signal
in the TPC. Because of the low multiplicity environment and the lack of heavy-ion data,
the analysis was developed for proton-proton systems; it will be optimized for heavy-ion
collisions later on.

For this topic I did a comparison between the approach for statistical particle identifi-
cation used by the STAR experiment at RHIC and the simplest approach (Chapter 8). I
found that the simplest method is more suitable in case of ALICE and I used it to extract
the π+ and π− spectra from the data collected at 900 GeV and 7 TeV center-of-mass energy
(Chapter 9). Note that the results presented in these chapters are not ALICE official ones.

The thesis is divided into two parts. The first part (Chapter 1 to 5) covers general issues
as theoretical frameworks, the Large Hadron Collider, the ALICE detector. The second
part (Chapter 6 to 9) describes the two analysis discussed above. A summary is presented at
the end. In detail, the outline is the following: Chapter 1 summarizes the Standard Model.
A general introduction to supersymmetry is given in Chapter 2. Chapter 3 focuses on high
transverse momentum particle production in electron-proton, proton-proton, and heavy-ion
collisions. The subsequent chapters are devoted to the experimental apparatus: Chapter 4
gives a short description of the Large Hadron Collider and the ALICE experiment, while
the Time Projection Chamber subsystem of ALICE is detailed in Chapter 5. The next
two chapters are dedicated to heavy stable charged particles emphasizing the R-hadrons:
arguments why to perform a search for R-hadrons, the production mechanisms, the most
relevant existing searches are reviewed in Chapter 6; a Monte Carlo generation of R-hadrons
within the ALICE experiment is detailed in Chapter 7. An early study based on ALICE
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simulated data done to understand how and to what precision identified particle yields
can be obtained using the energy loss measurements in the Time Projection Chamber is
described in Chapter 8. The π+ and π− spectra from pp collisions at

√
s = 900 GeV and√

s = 7 TeV are presented in Chapter 9.
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Chapter 1

The Standard Model

The theories which describe the particles and their interactions are gauge theories, a special
class of quantum field theories. A good example of such theories is the formulation of
electromagnetic, weak and strong interactions in the Standard Model (SM) of elementary
particle physics. It will be briefly described in the following. First some basic aspects of
the SM will be presented, after that the Lagrangian of the theory will be reviewed and the
experimental and theoretical shortcomings of the SM will be outlined at the end of the
chapter.

1.1 Introduction

To understand the physics of elementary particles one should study the symmetries they
exhibit. A fundamental result that shows the importance of the symmetries in Nature was
provided by the mathematician Emmy Noether - in 1918 she established that symmetries
imply conservation laws.

Using this principle the SM was constructed. It is a gauge field theory of the microscopic
interactions. This means that one requires the Lagrangian density of the theory be invariant
under gauge transformations. The SM describes the elementary matter particles observable
in our world alongside three basic interactions governing them: electromagnetic, weak, and
strong interactions. As of now, there is no canonical way to include gravitational interaction
in the SM.

In order to describe the particles and interactions, three internal symmetries each asso-
ciated with a theory are needed: U(1) for the theory of Quantum Electrodynamics (QED),
SU(2) for the theory of weak interactions, and SU(3) for the theory of Quantum Chromo-
dynamics (QCD). QED, the best theory ever constructed to describe Nature, is the theory
of the electromagnetic interaction and was formed by covariantly quantizing the theory
of classical electrodynamics. There were several attempts to construct a theory for the
(electro)weak interaction in the fifties and sixties. Eventually a theory was developed by
Glashow, Weinberg, Salam [1, 2, 3], employing the idea of spontaneous symmetry breaking
and the Higgs mechanism [4, 5] to give mass to the weak bosons Z0, W+, and W− (discov-

1
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Quarks Leptons

Flavor Mass Charge Flavor Mass Charge

u 1.5 − 3.3 MeV/c2 2/3e νe < 2 eV/c2 0

d 3.5 − 6.0 MeV/c2 −1/3e e− 0.511 MeV/c2 −e
c 1.27+0.07

−0.11 GeV/c2 2/3e νµ < 0.19 MeV/c2 0

s 105+25
−35 MeV/c2 −1/3e µ− 106 MeV/c2 −e

t 171.3 ± 2.3 GeV/c2 2/3e ντ < 18.2 MeV/c2 0

b 4.20+0.17
−0.07 GeV/c2 −1/3e τ− 1.78 GeV/c2 −e

Table 1.1: Matter particles of the Standard Model (three generations each with two mem-
bers) [9].

ered later by SPS 1 with masses found to be as the SM predicted) and, at the same time, to
preserve the gauge invariance. QCD describes the interactions between quarks and gluons,
and in particular how they bind together to form hadrons. It emerged as a mathematically
consistent theory in the seventies as the particle colliders started to probe the structure of
the matter at short distances. It is a non-Abelian gauge field theory obtained by taking
the color charge to define a local symmetry.

The above theories taken together form the SM of particle physics. More details and
aspects of the model can be found in Refs. [6, 7, 8].

1.2 Contents of the Standard Model

The SM is based on the gauge group SU(3)× SU(2)×U(1). The symmetry group SU(3)
describes the strong force, while the electroweak force is described by the SU(2) × U(1)
part of the SM gauge group. The particles can be divided into two categories, matter
particles (fermions) and gauge bosons.

Matter particles are the quarks and the leptons. They have spin 1/2 and are arranged in
three families of doublets which are ordered by increasing mass. In turn, every family has
two chiral manifestations: the left-handed and right-handed one. The complete fermionic
sector of the SM is listed in Table 1.1. The quarks come in six flavors: up (u), down (d),
charm (c), strange (s), top (t), and bottom (b). They fall into two classes according to
their electrical charge: u, c, t have charge 2/3e, while d, s, b have charge −1/3e. The leptons
include charge −e leptons and neutral neutrinos. The charged leptons are the electron
(e−), muon (µ−), and tau (τ−). The corresponding neutrinos are the electron neutrino

1The Super Proton Synchrotron (SPS) is a 6.9 km long particle accelerator at CERN that has been used
to accelerate proton, antiprotons, electrons, positrons, and heavy-ions. During 1981-1984 was operated
as proton-antiproton collider with a maximum center-of-mass energy of 540 GeV, so it was called Super
proton-antiproton Synchrotron (Spp̄S), which led to the discovery of the W± and Z bosons by the UA1
and UA2 experiments.
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(νe), muon neutrino (νµ), and tau neutrino (ντ ). The quarks also carry the color charge of
QCD (red, green, and blue), whereas the leptons are colorless (the sum of the three colors
is color charge neutral). Thus the quarks can interact through electromagnetic, weak, and
strong interactions, while the charged leptons can interact electromagnetically and weakly
and the neutral leptons can only interact weakly. Each particle of the fermionic sector
has an antiparticle, featuring the same mass, but opposite internal quantum numbers like
charge. The quarks and leptons are idealized as pointlike, because they show no evidence
of internal structure at the current limit of our resolution (r ∼ 10−18 m). As a consequence
of QCD, no colored particle appears freely but is instead bound inside colorless hadrons.
Hadrons are grouped into quark-antiquark states (qq̄), the mesons, and three quark states
(qqq), the baryons.

The particles that mediate the forces are called gauge bosons (integer non-zero spin)
and are summarized in Table 1.2. They are introduced to restore local gauge invariance.
The gauge bosons are: eight gluons for the strong force, W± and Z0 for weak interaction,
and the photon for the electromagnetic interaction. The graviton, the yet undiscovered
gauge boson of the gravitational force, interacts too weakly to be detected singly.

In addition to quarks, leptons, and gauge bosons, another spin 0 or scalar gauge boson,
the Higgs boson, is needed to make a consistent theory of masses and interactions. Its
existence remains to be experimentally proven.

1.3 The Standard Model Lagrangian

The QCD part of the SM is described by a Lagrangian density which is given by:

LQCD = −1

4
F a

µνF
µνa +

∑

flavors

q̄αi 6 Dαβqβ, (1.1)

where α, β = 1, 2, 3 denote color indices, 6 D = Dµγ
µ (Dµ is the gauge covariant derivative

and γµ are the Dirac matrices), qα represent the quark fields (in the triplet representation
of the color group), and F a

µν is the field strength tensor from the gluon field Aa
µ,

F a
µν = ∂µA

a
ν − ∂νA

a
µ − gsf

abcAb
µA

c
ν (1.2)

and the indices a, b, c run over the eight color degrees of freedom of the gluon field, gs (or
αs = g2

s/4π) is the QCD gauge coupling constant, and the structure constants fabc are
defined by introducing a matrix representation of SU(3)

[T a, T b] = ifabcT c, T a =
1

2
λa, (1.3)

where λa are the eight Gell-Mann matrices. The terms of Eq. 1.1 describe the interaction
of spin 1/2 quarks and massless spin 1 gluons.

The F 2 term leads to cubic and quartic gluon self-interactions since

F a
µνF

µνa = (∂µA
a
ν − ∂νA

a
µ)(∂µAaµ − ∂νAaµ) − 2gsf

abcAb
µA

c
ν(∂

µAaν − ∂νAaµ)

+ g2
sf

abcfa′b′c′Ab
µA

c
νA

µb′Aνc′.
(1.4)
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Force Gauge Boson(s) Acts on

Gravitation Graviton All particles

(massless, spin 2)

Electromagnetic force Photon (γ) All charged particles

(massless, spin 1)

Weak force W±, Z0 Quarks, leptons

(heavy, spin 1)

Strong force 8 Gluons (g) Quarks, gluons

(massless, spin 1)

Table 1.2: Forces and gauge bosons of the SM.

The consequence of the gluon self-coupling is very important in the QCD framework. It
is responsible for the confinement of quarks inside hadrons (quarks will notice the strong
force at large distances, which prevent them from escaping the nucleon), as well as for the
asymptotic freedom (quarks can essentially be treated as “free” particles when they are
close to each other).

The explicit sum from the second term of Eq. 1.1 runs over all flavors and the gauge
covariant derivative is given by:

(Dµ)αβ = ∂µδαβ + ig(T aAa
µ)αβ . (1.5)

QCD alone allows mass terms in Eq. 1.1, but they are forbidden by the chiral symmetry of
the electroweak part of the theory and for this reason discarded here. The quark masses
will be generated later by spontaneous symmetry breaking. There is no gauge invariant
way of including a mass for the gluon since a term such as m2AµA

µ is not gauge invariant.
A detailed description can be found in [8, 10].

The electroweak Lagrangian is given by:

L = Lgauge + Lf + Lϕ + LY ukawa, (1.6)

with:

• Lgauge: the gauge term, describing the gauge fields and their interactions;

• Lf : the fermion part, describing their interactions with the gauge fields;

• Lϕ: scalar part of the Lagrangian, describing the Higgs potential and the interactions
between gauge and scalar fields;

• LY ukawa: describing the Yukawa couplings between the Higgs field and the fermions.
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The first term is

Lgauge = −1

4
F a

µνF
µνa − 1

4
FµνF

µν , (1.7)

where the field strength tensors of the SU(2) and U(1) gauge fields can be written as:

F a
µν = ∂µW

a
ν − ∂νW

a
µ − gǫabcW b

µW
c
ν (a = 1, 2, 3) (1.8)

Fµν = ∂µBν − ∂νBµ (1.9)

Here g is the SU(2) gauge coupling constant (related to electromagnetic coupling constant
e by the Weinberg angle θW as g = e/ sin θW ), ǫabc is the Levi-Civita tensor, W a

µ =
(W 1

µ ,W
2
µ ,W

3
µ) is a weak isospin triplet and Bµ is a weak isospin singlet. Wµ fields have

three and four self-interactions because of the non-Abelian nature of the SU(2) symmetry
group, while Bµ has no self-interactions.

The fermion term, Lf has the form

Lf = i
∑

m

(q̄mL
6 DLqmL

+ l̄mL
6 DLlmL

+ ūmR
6 DRumR

+ d̄mR
6 DRdmR

+ ēmR
6 DRemR

), (1.10)

where m is the family index (number of families ≥ 3), L(R) refer to the left (right) chiral
projections ψL(R) = (1 ∓ γ5)ψ/2. The left handed quarks and leptons

qmL
=

(
um

dm

)

L

lmL
=

(
νm

e−m

)

L

(1.11)

transform as SU(2) doublets, while the right handed ones umR
, dmR

, and e−mR
are singlets.

The coupling of the gauge to fermionic matter fields is implemented using the covariant
derivatives for the left and right handed field respectively, defined as

DLµ = ∂µ + i
g

2
τaW a

µ + i
g′

2
Y Bµ (1.12)

DRµ = ∂µ + i
g′

2
Y Bµ (1.13)

where g′ is the U(1) coupling constant (g′ = e/ cos θW ), τa are the Pauli matrices, and the
weak hypercharge Y is not the same in Eq. 1.12 and in Eq. 1.13. The different transfor-
mations of the L and R fields (i.e., the symmetry is chiral) is the origin of parity violation
in the electroweak sector. It also forbids any bare mass terms for the fermions.

The scalar part of the electroweak Lagrangian is given by

Lϕ = (Dµ
Lϕ)†(DLµϕ) − V (ϕ) (1.14)

where ϕ =

(
ϕ+

ϕ0

)
is a SU(2) doublet, the complex Higgs scalar, with Y = 1/2. The

square of the covariant derivative leads to gauge-Higgs interactions. The potential V (ϕ)
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is restricted by the combination of SU(2) × U(1) invariance and renormalizability to the
form

V (ϕ) = µ2ϕ†ϕ+ λ(ϕ†ϕ)2 (1.15)

Since λ should be positive to guarantee vacuum stability, the minimum of the potential
depends on the sign of µ2. For µ2 < 0, the symmetry is spontaneously broken since Lϕ is
invariant but the vacuum is not. This subject will be treated in more detail in Section 1.4.

The last term in Eq. 1.6 provides a way for the Higgs field to generate fermion masses:

LY ukawa = −
∑

m,n

(
λu

mnq̄mL
ϕ̃unR

+ λd
mnq̄mL

ϕdnR
+ λe

mnl̄mL
ϕenR

)
+ h.c. (1.16)

Here ϕ̃ = iτ2ϕ
∗ =

(
ϕ0∗

−ϕ−

)
is the charge conjugate of the Higgs field with Y = −1/2 and

the matrices λmn are the Yukawa couplings between the Higgs doublet, ϕ, and the various
flavors m and n of the quarks and leptons. All the masses can therefore be generated with a
single Higgs doublet if one makes use of both ϕ and ϕ̃, but the mass of the up type fermions
differs from the mass of the down type fermions since we are using the fundamental and the
conjugate of the Higgs doublet. However, for higher unitary groups the two representations
are not equivalent. Take for example supersymmetry (will be discussed in Chapter 2) which
needs a second Higgs doublet to generate masses. Also note that no term with ϕ̃ appears
for leptons in Eq. 1.16 because there are no right handed neutrinos in the minimal version
of the SM.

1.4 Spontaneous Symmetry Breaking

As already pointed out in Section 1.3 the gauge invariance does not allow mass terms in the
Lagrangian. Also no massless gauge bosons can be accepted since the weak interactions
are short-ranged. Hence, the gauge invariance should be spontaneously broken. The main
idea is that the masses of the gauge bosons arise dynamically from the interactions of the
gauge fields with the Higgs field since the vacuum state (the lowest energy state) does not
respect the gauge symmetry. The vacuum state of the theory is the one which minimizes
the Higgs potential defined in Eq. 1.15.

Considering

ϕ =

(
ϕ+

ϕ0

)
=

(
1√
2
(ϕ1 + iϕ2)

1√
2
(ϕ3 + iϕ4)

)
(1.17)

where ϕ is a column, ϕ† a row with

ϕ†ϕ =
(
ϕ+∗

ϕ0∗
)( ϕ+

ϕ0

)
= ϕ+∗

ϕ+ + ϕ0∗ϕ0 =
ϕ2

1 + ϕ2
2 + ϕ2

3 + ϕ2
4

2
(1.18)

the Higgs potential becomes:

V (ϕ) =
1

2
µ2

(
4∑

i=1

ϕ2
i

)
+

1

4
λ

(
4∑

i=1

ϕ2
i

)2

(1.19)
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Without loss of generality we can choose the direction in the SU(2) space so that ϕ1 =
ϕ2 = ϕ4 = 0, ϕ3 = v. Thus,

V (ϕ) → V (v) =
1

2
µ2v2 +

1

4
λv4 (1.20)

For µ2 > 0 the vacuum corresponds to v = 0, so SU(2)×U(1) is unbroken at the minimum
(µ2 can be interpreted as mass2). For µ2 < 0, we find the minimum of the potential by
requiring

∂V

∂v
= 0 ⇒ v(µ2 + λv2) = 0 (1.21)

which leads to v =
√
−µ2/λ. So the vacuum expectation value (VEV) is

ϕ0 =
1√
2

(
0
v

)
(1.22)

In order to study the spectrum we can expand ϕ around the vacuum

ϕ =
1√
2

(
0

v +H

)
(1.23)

The neutral field H is the famous Higgs boson. The choice that only the neutral component
ϕ0 gets a VEV is done to conserve the electromagnetic charge. The SU(2) symmetry is
broken since only one component of the Higgs field acquires VEV. Also the U(1) symmetry
is broken because the hypercharge YH 6= 0. On the other hand, the vacuum carries no
electric charge, so U(1)em is not broken. So the SU(3) × SU(2) × U(1) symmetry is
spontaneously broken to SU(3) × U(1)em. This mechanism, called the Higgs mechanism,
generates mass terms for the gauge fields W±

µ and Zµ and leaves the photon field Aµ

massless. The gauge fields are given by:

W±
µ =

W 1
µ ∓ iW 2

µ√
2

(1.24)

Zµ =
gW 3

µ − g′Bµ√
g′2 + g2

(1.25)

Aµ =
g′W 3

µ + gBµ√
g′2 + g2

(1.26)

and the masses

MW =
gv

2
MZ =

v

2

√
g2 + g′2 =

MW

cos θW
(1.27)

The VEV is

v =
(√

2GF

)−1/2

= 246 GeV, (1.28)

where GF = 1.16637(1)×10−5 GeV−2 is the Fermi weak-interaction coupling constant. The
discovery of the W± [11, 12] and Z0 [13, 14] marked an important milestone for the theory.
Subsequent measurements of their properties and masses have been in perfect agreement
with the SM expectations.
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1.5 Problems with the Standard Model

Although the SM gives a very good description of the known phenomena in particle physics,
the minimal version of the model has 21 free parameters. Even though this is not a strong
objection there are more rigorous arguments against the SM. Among the shortcomings of
the model are:

• Why are there three generations of matter? Experimental studies have shown that
there are only three light neutrinos [15] and this ruled out the existence of other fam-
ilies than: (νe, e

−, u, d), (νµ, µ
−, c, s), and (ντ , τ

−, t, b). The SM gives no explanation
for the existence of the families and no prediction for their number. Furthermore,
there is no explanation or prediction of the mass hierarchy in the lepton and quark
sectors.

• The simplest Lagrangian of the SM does not include terms for neutrino masses even
though recent measurements have shown that neutrinos have mass. Different models
have been proposed to incorporate neutrino masses, but until now the question of
how neutrino masses arise has not been answered conclusively.

• Charge quantization is incorporated into SM, but not explained, i.e., why all particles
have discrete charge values.

• Gravity is not fundamentally unified with the other interactions in the SM since
general relativity is not a quantum theory. In addition to the fact that gravity is not
included in the SU(3) × SU(2) × U(1) theory and not quantized, the cosmological
constant is another problem. In order to accommodate the energy density induced
by the spontaneous symmetry breaking and the observational upper limit a severe
fine tuning between the generated and the bare pieces is needed. There is no a
priory reason to relate this. String theories unify gravity and yield quantum gravity
theories, but they do not provide any obvious solution to the cosmological constant
problem.

• Experimental observation like the measurement of the cosmic microwave background
with WMAP and movements of the galaxies lead to the estimation of the proportion
of dark matter in Universe [16, 17]. None of the SM particles can be regarded as
explanation of dark matter.

• SM is a direct product of three groups, SU(3) × SU(2) × U(1), with different gauge
constants. These coupling constants are not constant at all; instead they vary with
the energy scale (“running”) and seem to converge at a high scale. This led to the idea
that strong and electroweak interactions might be embedded in a “Grand Unified”
interaction. But as can be seen from Fig. 1.1 the couplings do not exactly meet and
new physics is needed to obtain grand unification.
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Figure 1.1: Evolution of the inverse of the coupling constants as shown in [18]. The bands
reflect the experimental uncertainties. The αi (i=1,3) denote the three gauge coupling
constants of U(1), SU(2) and SU(3), respectively.

The major problem of the SM is the “hierarchy problem”, the huge difference between
the experimental and theoretical Higgs mass in the absence of new physics below the
Planck scale, ΛP = (~c/GNewton)−1/2 ≈ 1.22× 1019 GeV. As already shown in Section 1.4,
the VEV of the Higgs field is approximately 246 GeV which leads to a Higgs mass squared
of the order of (100 GeV)2. However, there is a complication as the bare Higgs mass
receives quadratically-divergent quantum corrections from the loop diagrams in Fig. 1.2.
One finds [19]:

M2
H(p2) = M2

H(Λ2) + Cg2

∫ Λ2

p2

dk2 (1.29)

where Λ is a scale at which M2
H is known, g is the coupling constant, and C a calculable

coefficient. If the SM is valid up to the Planck scale (Λ = ΛP ), the corrections are 34 orders
of magnitude larger than the actual value of the Higgs mass squared. Several mechanisms
to solve this problem were suggested and some of them will be presented in the following
chapter.

Figure 1.2: Diagrams contributing to the quantum corrections of the Higgs mass from
scalars (left), fermions (center), and gauge bosons (right). The figure is taken from [19].
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Chapter 2

Extensions of the Standard Model

The previous chapter indicated that the SM can not be the full theory and new physics
is needed. There are many models available that can solve one or more of the problems
listed above, but only a few are addressed here. This chapter will focus on Supersymmetry
(SUSY), a promising candidate of physics Beyond the Standard Model (BSM) and one of
the most attractive theories among theoreticians.

2.1 Supersymmetry

Supersymmetry [20] is considered as one of the most appealing BSM theories since it can
provide ways to unify the gauge coupling constants and to cancel the quadratic divergences
in the Higgs sector, hence solving the hierarchy problem. Furthermore, in SUSY theories
the breaking of the electroweak symmetry is naturally induced at the Fermi scale and the
lightest supersymmetric particle can be neutral, weakly interacting and absolutely stable,
providing therefore a natural solution for the dark matter problem. A very good review
on this subject can be found in [21].

SUSY is a hypothetical symmetry of Nature (no experimental evidence yet) that relates
fermions and bosons through an anticommuting spinor operator Q,

Q |Boson〉 = |Fermion〉 , Q |Fermion〉 = |Boson〉 (2.1)

with a conjugate operator Q†. Since Q and Q† are fermionic operators, they carry spin
angular momentum 1/2. The generators Q and Q† satisfy the following commutating and
anti-commutating relations:

{
Q,Q†} = P µ (2.2)

{Q,Q} =
{
Q†, Q†} = 0 (2.3)

[P µ, Q] =
[
P µ, Q†] = 0 (2.4)

where P µ is the four-momentum operator. The spinor indices have been suppressed here.
SinceQ andQ† transform as spin 1/2 objects theQQ† andQ†Q both carry spin 1, and hence

11
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they transform under Lorentz transformations as a spin 1 object. P µ is also transforming
as a spin 1 object under Lorentz boosts and rotations, so Eq. 2.2 is proved. The Eq. 2.4
ensures that the operators of SUSY conserve momentum. Usually, the number of SUSY
generators is N = 1.

The irreducible representations of the SUSY algebra are called supermultiplets. Each
supermultiplet contains fermion and boson states, commonly referred to as superpartners
of each other. From SUSY algebra relations one should note that as the operators Q and Q†

commute with the squared-mass operator −P 2 and also with the generators of the gauge
transformations, the particles in the same supermultiplet have the same mass, charges,
isospin, and color degrees of freedom. But if the SM were part of a supersymmetric theory,
with a conserved symmetry, all the quarks, leptons, and gauge bosons would have an almost
identical partner (differed only in spin). As such partners are not observed in Nature, SUSY
must be spontaneously broken to allow high enough masses for superpartners in order not
to be observed. Furthermore, each supermultiplet contains the same number of fermion
(nF ) and boson (nB) degrees of freedom. A chiral/scalar supermultiplet consists of a two-
component left-handed Weyl fermion, so nF = 2, and a complex scalar field (or two real
scalar fields), nB = 2. A vector/gauge supermultiplet is a combination between a massless
spin 1 boson (has two helicity states, so nB = 2) and a massless spin 1/2 Weyl fermion with
two helicity states (nF = 2). If one assumes gravity to be mediated by a spin 2 graviton
it will have a spin 3/2 superpartner called gravitino which would be massless if SUSY was
unbroken.

2.2 The Minimal Supersymmetric Standard Model

Applying the concept of SUSY to the SM, each of the known particles must have a su-
perpartner with the same quantum numbers and spin differing by 1/2. So they will be
therefore in either a chiral or gauge supermultiplet in a supersymmetric extension of the
SM. As only chiral supermultiplets can contain fermions whose left-handed parts trans-
form differently under the gauge group than the right-handed parts, all of the SM fermions
will be members of chiral supermultiplets. Supersymmetric partners of the quarks and
leptons are named by attaching “s” for scalar, so squarks and sleptons. The chiral super-
multiplets of a minimal phenomenologically viable extension of the SM are summarized in
Table 2.1. Due to the convention that all chiral supermultiplets are defined in terms of
left-handed Weyl spinors, the conjugates of the right-handed fields appear in this table.
The supersymmetric fermionic partners of the SM vector bosons are listed in Table 2.2.
They reside in gauge supermultiplets named by appending “ino” to the name of the SM
bosons (e.g. the superpartner of the W boson is called Wino) and generically referred to
as gauginos. All the supersymmetric partners of the SM states are denoted by a tilde (∼).
As no electroweak or SUSY breaking was considered by now, the fields and superpartners
show the pure gauge and SUSY structure of the theory. The collection of supermultiplets
in Tables 2.1 and 2.2 is generally referred to as the Minimal Supersymmetric Standard
Model (MSSM).
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The Higgs part of the theory becomes more complicated as two chiral supermultiplets
containing a Higgs field are needed. One reason for this is the cancellation of gauge
anomalies through condition as Tr[T 2

3 Y ] = Tr[Y 3] = 0 (T3 and Y are the third component
of weak isospin and the weak hypercharge) which in SM is already satisfied by quarks and
leptons. The SM Higgs (Y = 1/2) being a scalar does not contribute to these anomalies.
But its supersymmetric partner (a weak isodoublet with Y = 1/2 or Y = −1/2) will spoil
the anomaly cancellation. This can be avoided by having a second Higgs with opposite
hypercharge. Another reason is related to the superpotential being analytic, so we need
two Higgs chiral supermultiplets to give Yukawa couplings, and thus masses.

Name Supermultiplet Spin 0 Spin 1/2

Squarks, Quarks Q (ũL d̃L) (uL dL)

(×3 families) ū ũ∗R u†R

d̄ d̃∗R d†R
Sleptons, Leptons L (ν̃ ẽL) (ν eL)

(×3 families) ē ẽ∗R e†R

Higgs, Higgsinos Hu (H+
u H0

u) (H̃+
u H̃0

u)

Hd (H0
d H−

d ) (H̃0
d H̃−

d )

Table 2.1: Supersymmetric partners of the fermionic sector of the SM together with the
MSSM Higgs sector.

Name Supermultiplet Spin 1/2 Spin 1

Gluino, Gluon G g̃ g

Winos, W bosons W W̃± W̃ 0 W± W 0

Bino, B boson B B̃0 B0

Table 2.2: Gauge supermultiplets present in MSSM.

As already pointed out, SUSY naturally solves the hierarchy problem. The introduction
of two complex scalar fields for each of the SM fermions allows the cancellation of the
quadratically divergent contributions to the Higgs boson mass (discussed previously in
Section 1.5). Considering a fermion f and a sfermion f̃ one obtains [21]:

∆m2
H =

1

8π2
(λf̃ − |λf |2)Λ2

UV + ..., (2.5)

where λf̃ and λf are the Yukawa couplings of the sfermion, respectively fermion to the
Higgs field. The difference between the relative sign for λf̃ and λf arises because of the
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spin nature. According to the assumption of the same quantum numbers:

λf̃ ≡ |λf |2, (2.6)

thus ∆m2
H = 0 + ... .

Another advantage of SUSY is the unification of the gauge couplings. In the MSSM, the
gauge couplings unify precisely around O(1016) GeV with a suitable choice of parameters.
This is illustrated in Fig. 2.1; the SUSY particles are assumed to contribute effectively to
the running of the coupling constants only for energies above the typical SUSY mass scale,
which causes the change in the slope of the lines near one TeV.

Figure 2.1: Coupling constants unification in MSSM [18]. The dashed lines represent
the 68% confidence level in the SUSY scale, while the the uncertainty in the coupling is
indicated by the thickness of the lines.

2.3 R-parity

Since the particles in the same supermultiplet have the same quantum numbers (i.e. spar-
ticles have the same charges as their SM counterparts), the most general SUSY Lagrangian
(see next section) contains lepton and baryon number violating couplings. This will allow
for a very short lifetime of the proton, but current measurements set lower limits on the
decay time of the proton of 8.2×1033 (6.6×1033) years at 90% confidence level for p→ e+π0

( p→ µ+π0) modes [22]. In order to cure this, a new symmetry which eliminates the pos-
sibility of lepton and baryon violating terms is added. It is called R-parity [23] and is a
multiplicative quantum number given by:

R = (−1)3(B−L)+2s, (2.7)

where B is the baryon number, L the lepton number, and s the spin of the particle. The
spin difference gives that all the particles of the SM have positive R-parity (R = 1), while



2.4. A SUPERSYMMETRIC LAGRANGIAN 15

their superpartners have negative R-parity (R = −1). This symmetry has a great influence
of the phenomenology of the MSSM. Its phenomenological consequences are:

• Supersymmetric particles are always produced in pairs;

• The lightest supersymmetric particle (LSP) is absolutely stable. If LSP is neutral
and weakly interacting, it could be a good dark matter candidate;

• Each supersymmetric particle except the LSP decays eventually into an odd number
of LSPs.

2.4 A Supersymmetric Lagrangian

The SUSY breaking mechanism is a rather complex task that has also to provide a so-
lution to the hierarchy problem, so it should conserve the cancellation of the quadratic
divergences. This means that Eq. 2.6 should hold in the concept of SUSY breaking. At the
same time, as no SUSY particles were discovered so far, they should have different masses
than their SM counterparts. In order to accommodate these observations new mass terms
for SUSY particles are introduced explicitly, hereby leaving the Yukawa couplings of the
SM unchanged: soft supersymmetry breaking. This led to consider an effective Lagrangian
of the form:

L = LSUSY + Lsoft, (2.8)

where LSUSY represents all of the gauge and Yukawa interactions with SUSY invariance,
and Lsoft contains terms with positive mass dimension that violate SUSY.

2.4.1 The Simplest SUSY Lagrangian

In this section the simplest SUSY Lagrangian will be derived starting from the general
form, Eq. 2.8. The conserving part of the SUSY Lagrangian LSUSY can be divided into a
chiral and gauge part:

LSUSY = Lchiral + Lgauge. (2.9)

The Lagrangian density for a chiral supermultiplet is given by:

Lchiral = −∂µφ∗i∂µφi − iψ†iσ̄µ∂µψi −
1

2
(W ijψiψj +W ∗

ijψ
†iψ†j) −W iW ∗

i . (2.10)

Here i runs over all gauge and flavor degrees of freedom, the complex scalar φi and a left-
handed Weyl fermion ψi are contained into a supermultiplet, and W i and W ij are derived
from an object called the superpotential (W ) as

W i =
∂W

∂φi
W ij =

∂2

∂φi∂φj
W. (2.11)
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The superpotential is an analytic function of the scalar fields φi treated as complex variables
and has the form:

W =
1

2
M ijφiφj +

1

6
yijkφiφjφk, (2.12)

where M ij is a symmetric mass matrix, and yijk is a Yukawa coupling of a scalar φk and
two fermions ψiψj .

Hence the first two terms in the Eq. 2.10 represent the kinetic energy for quarks,
squarks, leptons, sleptons, Higgs, and higgsino and are the supersymmetric generalization
of Eq. 1.10. The next two terms describe the Yukawa interactions of the fermions, while
the last term is a general potential for any scalar field.

The Lagrangian density for a gauge supermultiplet is

Lgauge = −1

4
F a

µνF
µνa − iλ†aσ̄µDµλ

a +
1

2
DaDa. (2.13)

The interactions involve a massless gauge boson field W a
µ and a gaugino λa, where a =

1, ..., 8 for SU(3) group, a = 1, 2, 3 for SU(2) gauge group, and a = 1 for U(1). Here F a
µν

is the Yang-Mills field strength tensor as defined in Eq. 1.8, Dµ is the covariant derivative
of the gaugino field and is given by Eq. 1.12, and Da is a real bosonic auxiliary field with
dimensions of [mass]2 and no kinetic term needed to have a consistent supersymmetry
algebra. The first term in Eq. 2.13 is the kinetic energy of the SM gauge bosons, the
second one describes the interactions and the kinetic energy of the gauginos, while the last
one gives the self interactions of the auxiliary field.

As already argued, the SUSY breaking should be soft in order to keep the hierarchy
problem under control. An easy way to do this is achieved by adding extra terms that
break SUSY explicitly in the effective SUSY Lagrangian. A general expression for a soft
SUSY breaking Lagrangian is

Lsoft = −(
1

2
Maλ

aλa +
1

6
aijkφiφjφk +

1

2
bijφiφj) + c.c.− (m2)i

jφ
j∗φi, (2.14)

whereMa are the gaugino masses (for each gauge group), (m2)i
j and bij are the squared-mass

term of the scalar fields φi, a
ijk is a trilinear coupling totally symmetric under interchange

of i, j, k. Since Eq. 2.14 involves only scalars and gauginos, SUSY is broken by Lsoft. Even
more, the soft terms in Lsoft can give masses to all of the scalars and gauginos in the
theory.

2.4.2 The MSSM Lagrangian

Having written down a general framework for constructing Lagrangians that includes soft
SUSY breaking, it can be applied to the MSSM. The LSUSY is derived from the MSSM
superpotential

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd, (2.15)
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where Hu, Hd, Q, L, ū, d̄, ē are the chiral supermultiplets defined in Table 2.1, and yu,yd,ye

are dimensionless 3 × 3 matrices in family space. All the indices have been suppressed in
Eq. 2.15 (i.e. the term ūyuQHu means ūia(yu)j

iQjαa(Hu)βǫ
αβ , where i = 1, 2, 3 is a family

index, a = 1, 2, 3 is a color index, and α, β = 1, 2 the weak isospin indices). The last term
in Eq. 2.15, traditionally called the “µ term”, is the supersymmetric version of the Higgs
boson mass in the SM. Since the superpotential should be analytic in the chiral superfields,
no terms like H∗

uHu or H∗
dHd are allowed, so the µ term is unique. Also the ūQHu, d̄QHd,

ēLHd Yukawa terms can not be replaced by something like ūQH∗
d , d̄QH∗

u, ēLH∗
u and two

Higgs fields are needed in order to get masses: Hu gives masses to the up-type quarks and
Hd gives masses to the down-type quarks and to the charged leptons. The soft MSSM
breaking Lagrangian can be obtained from Eq. 2.14 by imposing gauge invariance and has
the form

LMSSM
soft = − 1

2

(
M3g̃g̃ +M2W̃ W̃ +M1B̃B̃ + c.c.

)

−
(

˜̄uauQ̃Hu − ˜̄dadQ̃Hd − ˜̄eaeL̃Hd + c.c.
)

− Q̃†m2
QQ̃− L̃†m2

LL̃− ˜̄um2
ū
˜̄u† − ˜̄dm2

d̄
˜̄d† − ˜̄em2

ē
˜̄e†

−m2
Hu
H∗

uHu −m2
Hd
H∗

dHd − (bHuHd + c.c.) .

(2.16)

The first line generates the gluino mass M3, the Wino mass M2 and the Bino mass M1. The
second line contains the (scalar)3 couplings as the aijk ones from Eq. 2.14. It generates
the mass matrices au, ad, ae for the three generations of scalar fermions. These 3 × 3
matrices in family space are in one-to-one correspondence with the Yukawa couplings of
the superpotential. The third line gives masses to all squarks and sleptons through the
3×3 matrices in family space m2

Q,m
2
ū,m

2
d̄
,m2

L,m
2
ē. The last line generates masses for the

two Higgs fields. As can be seen from the discussion above soft SUSY breaking introduces
many new parameters not present in the SM, but the number can drastically be reduced
by constraints imposed to the SUSY breaking scheme and by experimental observations.

2.5 Supersymmetry Models

In the MSSM, the SUSY breaking is done explicitly. However, experimental constraints
showed that the soft SUSY breaking Lagrangian can not be arbitrary or random and it is
necessary to consider models in which the SUSY is spontaneously broken. Generally, SUSY
breaking is believed to occur in a “hidden” sector of particles that have no (or negligible)
direct couplings with the “visible” sector of MSSM particles. SUSY breaking is then
mediated between the two sectors by flavor-blind interactions. Depending on the nature
of the mediating interactions many theoretical scenarios exist. Only a short description of
the common models will be presented next.

mSUGRA The most popular scenario arises in the context of supergravity. In these
theories the messenger fields are gravitational [24] and the scale associated with the origin
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of the SUSY breaking in the hidden sector is the coupling constants unification scale
MGUT ≈ 2×1016 GeV, usually called GUT scale. Since the supergravity parameter space is
very large, a simplified model has been introduced, the Minimal Supergravity (mSUGRA).
It is based on the assumption of gaugino and fermion mass unification at GUT scale:

M3 = M2 = M1 = m1/2 (2.17)

m2
Q = m2

ū = m2
d̄ = m2

L = m2
ē = m2

01, m2
Hu

= m2
Hd

= m2
0 (2.18)

au = A0yu, ad = A0yd, ae = A0ye (2.19)

b = B0µ, (2.20)

where all the above parameters are coming from Eq. 2.16. The theoretical grounds of these
assumptions are open for debate, but from the phenomenological perspective they have
very nice consequences: it spans different mass hierarchies that can be studied at colliders.
So these assumptions allow us to predict the entire mass spectrum of the MSSM in terms
of just five parameters: m1/2 the universal fermion mass, m0 the universal boson mass, A0

the uniform trilinear coupling, tanβ the ratio of the VEV values of the two Higgs doublets,
and arg(µ) the sign of the Higgs mixing parameter µ.

GMSB In Gauge-Mediated Supersymmetry Breaking (GMSB) models, the SM gauge
interactions are responsible for SUSY breaking [25]. The gravitational communication be-
tween the MSSM and the source of the SUSY breaking is still present, but it is suppressed
by the gauge interactions effects. Minimal models are cast in terms of the parameters
N,Λ,M, tanβ, arg(µ), and cgrav. The basic idea is to introduce N chiral SU(5) supermul-
tiplets, called “messengers”, at a scale M . They couple directly to the source of SUSY
breaking and indirectly to the (s)quarks, (s)leptons, and Higgs(inos) of the MSSM through
the ordinary SU(3)× SU(2)×U(1) gauge boson and gaugino interactions. The Λ param-
eter (Λ ∼ 10− 100 TeV) represents the effective SUSY breaking scale and is related to the
fundamental SUSY breaking scale

√
F by

Λ = F/M (2.21)

Since the SUSY breaking terms are induced by gauge interactions the masses of the squarks
and sleptons depend only on their gauge quantum number, leading to degeneracy of squark
and slepton masses needed for suppression of flavor-changing effects. Also the strongly in-
teracting sparticles should be heavier than the weakly interacting ones because of the gauge
coupling hierarchy. The most distinctive phenomenological prediction of these models is
that the gravitino is very light (m eG ≤ 1 keV) and hence becomes the LSP for any relevant
choice of parameters. Its mass is related to F and cgrav by the relation:

m eG = 2.4 cgrav

( √
F

100 TeV

)2

eV. (2.22)
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AMSB In the Anomaly-Mediated Supersymmetry Breaking (AMSB) scenario [26] the
SUSY is broken by so-called anomalous interactions. These models are in close relation
with the string theory and introduce extra dimensions in order to break SUSY.

Split SUSY Split Supersymmetry (Split SUSY) models [27, 28] do not address the
hierarchy problem, but instead focus on solving the dark matter problem and the gauge
coupling unification. SUSY breaking is considered to happen at very high scale mS ≫
1 TeV/c2 and the fine tuning required to make the Higgs light happens by some kind of
new physics. In this case all the scalar particles, except for a single neutral Higgs boson,
have very large masses, while all the other new particles have masses around the weak scale
since a particle with weak cross section and mass around the Fermi scale is a natural dark
matter candidate. Furthermore, the gauge coupling unification requires colored particles
with weak charges since adding to the SM only particles without color charges will break
the lower limit of the GUT scale imposed by the proton decay lifetime [28]. The new
particles should belong to some GUT multiplet and they are identified with the gauginos
and higgsinos from the supersymmetric SM with a single Higgs doublet [28] which is the
case advocated in Ref. [27]. The framework naturally suppresses both proton decay and CP
violation, avoids constraints from flavor physics, predicts a light Higgs (∼ 120−150 GeV/c2)
and sparticles, provides a dark matter candidate through the lightest neutralino, accounts
for the gauge coupling unification.

Name Spin Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 H0
u H0

d H+
u H−

d h0 H0 A0 H±

ũL ũR d̃L d̃R (same)

Squarks 0 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e (same)

Sleptons 0 µ̃L µ̃R ν̃µ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

Neutralinos 1/2 B̃0 W̃ 0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

Charginos 1/2 W̃± H̃+
u H̃−

d χ̃±
1 χ̃±

2

Gluino 1/2 g̃ (same)

Gravitiono 3/2 G̃ (same)

Table 2.3: The particle content of the MSSM assuming no sfermion mixing for the first
two families [21].

From the discussion above, the superpartners of the SM fields acquire masses after the
spontaneous SUSY breaking. On the other hand the SM particles obtain masses after the
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electroweak symmetry breaking, but this is slightly changed in MSSM since two complex
Higgs doublets are present. As a consequence the two processes will allow mixing in both
gauge and sfermion sectors. The neutral Higgsinos mix with the neutral gauginos to form
four mass eigenstates called neutralinos (denoted by χ̃0

i , i = 1, 2, 3, 4), while the charged
Higgsinos mix with charged winos to form two mass eigenstates with charge ±1e called
charginos (denoted by χ̃±

i , i = 1, 2). In most models, the lightest neutralino is assumed
to be the LSP. In the sfermion sector the first two families do not mix. So in the slepton
sector the two stau states, τ̃L and τ̃R, mix to form two mass eigenstates τ̃1 and τ̃2, while
in the squark sector similar mixing will occur for stop and sbottom squarks. The mass
eigenstates of the MSSM are listed in Table 2.3.



Chapter 3

Particle Production in ep, pp, and
AA Collisions

Particle production in electron-proton (ep), proton-proton (pp), and heavy-ion (AA) col-
lisions within the QCD framework is discussed in this chapter. The perturbative and
non-perturbative treatments of the strong interaction are introduced first. Deep Inelastic
Scattering together with different approaches to model it are presented next. Finally, a
brief description of particle production in hadron-hadron and AA collisions is given.

3.1 Perturbative QCD

As discussed in Chapter 1, QCD is the gauge field theory that describes the strong inter-
actions of colored quarks and gluons. As long as the strong coupling constant αS is small,
perturbative QCD (pQCD) can be used to calculate analytically these interactions in order
to predict different experimentally observable quantities (e.g. cross sections). In pQCD,
this is done by using a perturbative expansion in αs with the help of Feynman diagrams.
A full set of Feynman rules for QCD is to be found in Ref. [8]. For a given observable,
the first non-zero term of this expansion (or the diagram with the smallest number of cou-
pling vertices) is called the leading order (LO), the following term is next-to-leading order
(NLO) and so on. More complicated diagrams are needed when considering higher order
terms. Second order diagrams where the gluon propagator fluctuates into two gluons or
alternatively into a quark-antiquark pair are depicted in Fig. 3.1.

Figure 3.1: QCD diagrams showing gluon and quark loops responsible for ultraviolet di-
vergencies.

21
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When including the loop diagrams of Fig. 3.1, ultraviolet divergencies occur. They
arise because the momentum in the loop itself is unrestricted such that it can take any
value between zero and infinity, making the loop integral divergent as the momentum goes
to infinity (since the integral has the form

∫
dp2/p2 = log p2). In order to avoid this,

the renormalization procedure is used. The purpose of renormalization is to replace these
divergent integrals by finite expressions by introducing a new scale, on which αs becomes
dependent. This renormalization scale, µR, is an arbitrary parameter, and different choices
of µR correspond to different renormalization schemes. However, a physical quantity R can
not depend on the choice made for µR, implying that:

µ2
R

dR

dµ2
R

≡
[
µ2

R

∂

∂µ2
R

+ µ2
R

∂αs

∂µ2
R

∂

∂αs

]
R = 0. (3.1)

But R will depend on µR through the dependence of αs on the scale (running of αs) and
most often µR is chosen close to the scale of the momentum transfer Q, e.g. µ2

R = Q2. The
running of αs is determined by the renormalization group equation:

Q2 ∂αs

∂Q2
= β(αs) = −

(
b0α

2
s + b1α

3
s + ...

)
, (3.2)

where

b0 =
33 − 2nf

12π
(3.3)

b1 =
153 − 19nf

24π2
(3.4)

and nf is the number of active light flavors (mq ≪ µR). Unlike in QED, the b coefficients
have negative sign due to the non-Abelian interactions in QCD. Since Eq. 3.2 only describes
the αs scale dependence without given an absolute value of αs, the strong coupling constant
has to be determined experimentally at the energy of the measurement and then can be
transformed to any other scale. Conventionally, the αs is quoted at a given scale (typically
the mass of the Z0 boson). In LO (retaining only the first term of Eq. 3.2), the normalized
strong coupling constant is given by:

αs(Q
2) =

αs(µ
2
R)

1 + αs(µ2
R)b0 ln

(
Q2

µ2

R

) . (3.5)

As Q2 becomes large, the running coupling αs(Q
2) decreases to zero (rather slow due to

the inverse power of lnQ2), leading to the asymptotic freedom of the partons. On the other
hand, as Q2 becomes smaller, the strong coupling will eventually get so large that pQCD
breaks down. This limit is given by the scale ΛQCD ≈ 200 MeV on which the quarks and
gluons start forming hadrons. The αs(Q

2) obtained from different measurements is shown
in Fig. 3.2 which also includes the current world average value [29]:

αs(M
2
Z) = 0.1184 ± 0.0007.
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QCD α  (Μ  ) = 0.1184 ± 0.0007s Z
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Figure 3.2: The strong coupling constant αs as a function of the momentum transfer [29].

3.2 Factorization

Another important property of QCD which turns it into a reliable calculational tool with
controllable approximations is factorization. Factorization deals with the divergencies in-
troduced in the perturbative calculations by gluon emissions at very small angles (collinear
divergence) or when the transverse momentum of the radiated gluon approaches zero (soft
divergence). In the case of the strong coupling constant, the ultraviolet divergencies could
be absorbed into the running of αs with the introduction of the renormalization scale µR.
The divergencies from gluon emissions can in a similar way be absorbed into the par-
ton distribution functions (PDFs) with the introduction of an arbitrary parameter called
factorization scale, µF . The scale µF can be interpreted as the scale which separates
the long- and short-distance physics. Thus a parton emitted with a small transverse
momentum, less than µF , is considered part of the hadron structure and is included in
the PDF, while partons emitted at large transverse momentum are taken care of pertur-
batively. The PDFs describe the probability of finding a specific parton that carries a
fraction x of the longitudinal momentum of the hadron in which it is bound. Since PDFs
are non-perturbative they must be extracted from data, but the dependence of the quark
and gluon distribution functions on the factorization scales can be calculated perturba-
tively using the so-called evolution equations: Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) equations, Balitsky-Fadin-Kuraev-Lipatov (BFKL) equations, Ciafaloni-Catani-
Fiorani-Marchesini (CCFM) equations. These evolution equations describe how a mother
parton is split into two daughter partons, one of which is emitted whereas the other con-
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tinues as a propagator parton and can be subject of further splittings. They are derived
under different approximations and valid in different phase space regions.

3.3 Non-perturbative QCD

As already mentioned in the previous section, pQCD can not be used at small scales
(ΛQCD), or large distances (∼ 1 fm), since the coupling will no longer converge and non-
perturbative effects become important. The most important of these effects is hadroniza-
tion, which converts the partons into colorless hadrons. The connection between the “par-
ton level” and “hadron level” is done using phenomenological models at present. These
models introduce the so-called fragmentation functions (FFs) that describe the probability
for a parton to hadronize into a particular hadron, carrying a certain fraction of the par-
ton’s energy. Since the fragmentation process occurs from the different primary partons
i = u, d, ..., g, the FFs can be represented as a sum of their contributions:

F h(x, s) =
∑

i

∫ 1

x

dz

z
Ci(s; z, αs)D

h
i (x/z, s), (3.6)

where s is the center-of-mass energy squared, z is the fraction of parton momentum carried
by the hadron, Dh

i (x/z, s) is the fragmentation function of the hadron h from a parton
i, Ci(s; z, αs) is a coefficient function. The FFs can not be computed from perturbation
theory and their parameters are determined from fits to experimental data. However, a
similar approach to that used for PDFs, can be applied to the FFs as well. Knowing the
z dependence of the fragmentation functions at some energy-squared scale s0, one can use
the evolution equations to predict their form at any other scale s. Different hadronization
models are available, but only the Lund string fragmentation model [30] will be briefly
described in the following.

The Lund model assumes a linear confinement potential between two q/q̄ endpoints
approximated by a string:

Vqq = κr, (3.7)

where κ ≈ 1 GeV/fm ≈ 0.2 GeV2 is the string tension constant. If the two quarks are
moving away from each other, the potential energy becomes large enough for the string
to break, creating quark-antiquark or diquark-antidiquark pairs by invoking the idea of
quantum mechanical tunneling. In the classic picture, q (qq) and q̄ (q̄q̄) must be produced
at a certain distance when the quarks have mass and/or transverse momentum (so that the
field energy between them can be transformed into the sum of the two transverse masses
mT ). Quantum mechanically, the pair can be created at one point (in order to assure local
flavor conservation) and then tunnel out to the classically allowed region. The tunneling
probability is given by [31]:

exp

(
−πm

2
T

κ

)
= exp

(
−πm

2

κ

)
exp

(
−πp

2
T

κ

)
. (3.8)
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where mT is a common transverse mass of the q (qq) and q̄ (q̄q̄).
The factorization of the transverse momentum and the mass factors leads to a flavor

independent Gaussian spectrum for px and py components of qq̄. The formula also implies
a suppression of heavy quark production u : d : s : c ≈ 1 : 1 : 0.3 : 10−11, with diquarks
further suppressed. Charm and heavier quarks are hence not expected to be produced in
the soft fragmentation. The fragmentation process continues until there is no energy left
to create new qq̄ (qqq̄q̄) pairs. Due to the kinetic energy of the initial quarks, the string
will primarily break at the ends and it is expected that the produced hadrons will move
in the same direction as the original parton. This collimated flow of particles is called a
jet. Mesons are produced by combining the initial quark (antiquark) with the antiquark
(quark) from the created pair. Baryons may be produced either by connecting quarks and
antiquarks from the created quark-antiquark pairs, or by combining the original quark
(antiquark) to the created diquark (antidiquark). Since baryons have higher masses, the
probability to form a baryon is lower than of a meson. When gluons are emitted by the
initial partons, a kink in the string will be produced which leads to an additional jet due
to the kinetic energy gained in the direction of the gluon.

3.4 Deep Inelastic Scattering

To understand the dynamics of the partons, confined inside the hadrons, lepton-hadron
scatterings have an obvious advantage as the lepton is a particle without any substructure.
Within the SM, these interactions are mediated by γ, Z0 or W±. Due to the high masses of
the Z0 and W± the later two processes are suppressed and the photon exchange dominates
at low energies. If the momentum transfer is far above the proton mass (but far below
the Z0 mass), the wavelength of the photon is small enough for it to interact with the
partons inside the proton. Such interactions are always inelastic (i.e. the proton breaks
up), therefore called Deep Inelastic Scattering (DIS) events.

A schematic diagram of the DIS process ep → eX is illustrated in Fig. 3.3, where
an electron e with four-momentum k scatters off a proton with four-momentum p via the
exchange of a highly off-shell photon with four-momentum q. The final states, the scattered
electron and a hadronic final state X, have the four-momentum k′ and the invariant mass
W , respectively. Then the kinematic variables are defined by:

• Q2 = −q2 = −(k − k′)2, the virtuality of the exchanged photon. Since k and k′ are
timelike, the resulting photon four-momentum is spacelike (q2 < 0), and thus Q2 > 0.

• x = Q2/(2p · q), the Bjorken scaling variable which can be interpreted as the fraction
of the longitudinal proton momentum carried by the interacting parton.

• y = (p · q)/(p ·k), the inelasticity which, in the rest frame of the proton, is the energy
fraction of the incoming electron carried by the photon.

• s = (p+ k)2, the center-of-mass energy squared.
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Figure 3.3: Schematic illustration of a deep inelastic charged lepton-proton scattering. The
photon interacts with a parton carrying the momentum fraction xp. The four-momentum
is given in brackets.

• W 2 = (p+ q)2, the invariant mass of the hadronic final state X.

Neglecting the proton and electron masses, the kinematic variables Q2, x, and y are
related by:

Q2 = xys ≈ W 2 x

1 − x
(3.9)

and for fixed s, only two independent variables need to be determined in order to describe
the full kinematics of a DIS event.

A differential DIS cross section can be written in terms of the kinematic variables as:

d2σ

dxdQ2
=

4πα2

Q4

[
(1 + (1 − y)2)F1(x,Q

2) +
1 − y

x

(
F2(x,Q

2) − 2xF1(x,Q
2)
)]
, (3.10)

where α is the electromagnetic coupling constant and F1(x,Q
2) and F2(x,Q

2) are proton
structure functions. Since the photon is virtual, in addition to being transversely polarized
it also has a longitudinal component. The absorption of transversely polarized photons is
described by F1, while longitudinally polarized photon interactions are described by the
longitudinal structure function given by FL = F2 − 2xF1. Introducing FL, Eq. 3.10 reads:

d2σ

dxdQ2
=

4πα2

2xQ4

[
(1 + (1 − y)2)F2(x,Q

2) − y2FL(x,Q2)
]
. (3.11)

3.4.1 Quark Parton Model

The Quark Parton Model (QPM) [32, 33] is formulated in the ‘infinite momentum frame’
(mp ≪ |~p|) where the quarks are moving parallel with the proton and carry fractions of
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its momentum. In this limit the structure functions are observed to obey an approximate
scaling law, i.e. they are independent of the scale Q2:

Fi(x,Q
2) → Fi(x), (3.12)

and reduce to:

F2(x) = 2xF1(x) = x
∑

q

e2qfq(x), (3.13)

which is called the Callan-Gross relation. Here the eq and fq(x) are the charge and the
PDF for quarks of type q inside the proton. The scaling implies that the virtual photon
scatters off pointlike constituents, since otherwise the structure functions would depend on
the ratio Q/Q0, with 1/Q0 a length scale which characterizes the size of the constituents.

Figure 3.4 presents measurements of the structure function F2 as a function of Q2 for
different values of x. As can be seen from the figure F2 is increasing with increasing Q2

for low x, whereas F2 is decreasing with increasing Q2 for high x. This is a clear evidence
of the scaling violation; it could be explained by the existence of the gluon. It should also
be noted that the structure function is independent of Q2 for x ∼ 0.13 and that QCD
describes the data.

3.4.2 QCD in DIS

The LO DIS process is depicted in Fig. 3.3, while higher orders in αs involve gluon emis-
sions. As already discussed in Section 3.2, these gluons lead to divergencies in pQCD and
a factorization scale µF is needed to separate the perturbative and non-perturbative parts
of the cross section.

There are two main approaches to factorizing DIS cross sections: collinearfactorization
and kT -factorization. In the first case, the partons are approximated to be collinear with
the proton (their transverse momenta are neglected) and the cross section can be written
as:

σ(ep→ e′X) =
∑

i=q,g

∫ 1

0

dz

z
fi(
x

z
, µ2

F ) · σ̂i, (3.14)

where z is the ratio between the parton momentum when it interacts with the photon and
the parton momentum when it was extracted from the proton (the two momenta can be
different since the parton may have radiated gluons in between), fi(

x
z
, µ2

F ) is the factorized
PDF of parton i, and σ̂i is the factorized partonic cross section (perturbatively calculable).
In the kinematic region where the collinear approximation is valid, the DGLAP equation
is used to evolve the PDF. However, the collinear approximation does not reproduce the
data for small x and the kT-factorization scheme is used in which the cross section is given
by:

σ(ep→ e′X) =
∑

i=q,g

∫ 1

0

dz

z
dk2

TFi(
x

z
, kT ) · σ̂i. (3.15)
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Figure 3.4: The proton structure function F2 as a function of Q2 at fixed values of x
measured by the H1, ZEUS, BCDMS, E665, NMC experiments. Predictions from
pQCD calculations/fits to the data are shown as the solid line. The figure is taken from [34].
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Figure 3.5: Schematic diagram of a hard scattering process in a hadron-hadron collision.

Here the σ̂i is the kT-dependent partonic cross section and Fi(
x
z
, kT ) is the unintegrated

PDF (uPDF), where the transverse momenta of the partons are taken into account. The
kT approximation is used in combination with the BFKL equation.

Although factorization provides a prescription for handling the divergencies, there is
an arbitrariness in choosing which finite contributions should be absorbed into the PDFs.
In the DIS scheme all the gluon contributions are included into the PDFs, while in the
MS scheme only the divergent terms are hidden in PDFs.

3.5 Hadron-Hadron Collisions

In order to verify the description of short-distance interactions one should study the produc-
tion of hadrons with large transverse momentum in hadron-hadron collisions. Therefore, it
is necessary to consider processes in which the constituents of one hadron (e.g. quarks and
gluons with varying fractions of the momenta of their parent hadron) can undergo hard
scatterings with those of another hadron. In such collisions, it has been well established
that the primary source of hadrons with high transverse momentum (pT ≥ 2) GeV/c is
the fragmentation of the hard-scattered partons, and that the pT spectra can be described
using pQCD [35]. A schematic diagram of a hard scattering is illustrated in Fig. 3.5. The
cross section for such a process is given by:

σ(p1, p2) =
∑

i,j

∫
dx1dx2fi(x1, µ

2
F )fj(x2, µ

2
F )σ̂ij(k1, k2, µ

2
R, µ

2
F ), (3.16)

where p1 and p2 are the four-momenta of the two colliding hadrons, k1 = x1p1 and k2 = x2p2

are the momenta of the partons which participate in the hard interaction, fi(x, µ
2
F ) is the

factorized PDF of parton i, σ̂ij is the short-distance cross section for the scattering of
partons of types i and j and can be calculated as a perturbation series in the running
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coupling αs:

σ̂ = αk
s

n∑

m=0

C(m)αm
s , (3.17)

where C(m) are functions of the kinematic variables and the factorization scale and can be
calculated using Feynman graphs. Different hard processes will contribute with different
leading powers k. In the leading approximation (n = 0) the short-distance cross section is
identical to the normal parton scattering cross section (calculable in the same way as for
a QED process), while in higher orders it is the factorized partonic cross section.

More generally, Eq. 3.16 becomes:

σ =
∑

i,j

∫
dx1dx2fi(x1, µ

2
F )fj(x2, µ

2
F ) ×

n∑

m=0

(
αs(µ

2
R)
)(m+k)

σ̂
(m)
ij (k1, k2, µ

2
R, µ

2
F ). (3.18)

The standard choice for the scales is usually µR = µF = Q, the hard scattering scale.
Moreover, the PDFs extracted in DIS can be directly used in pp or pp̄ predictions as long
as the factorization scheme is the same.

For example, the inclusive hadron production cross section in p + p → h + X can be
written as:

dσpp

dyd2pT
= K

∑

abcd

∫ 1

0

dzc

∫ 1

x
amin

dxa

∫ 1

x
bmin

dxbfa(xa, Q
2)fb(xb, Q

2) × dσ(ab→cd)

dt̂

D0
h/c(zc, s)

πz2
c

,

(3.19)
where xa and xb are the initial momentum fractions of the interacting partons a and b,
zc = ph/pc is the momentum fraction of the final observable hadron, dσ(ab→cd)/dt̂ is the
hard partonic cross section to produce the outgoing partons c and d, with t̂ ≡ (pa − pc)

2

the invariant momentum transfer from parton a to parton c, fa(x, µ
2
F ) is the factorized

PDF of parton a, D0
h/c(zc, s) is the FF for the parton c into the hadron h. The K is

a phenomenological factor used to account for higher order QCD corrections to the jet
production cross section; typical values for K are 1-4.

3.6 Heavy-Ion Collisions

The focus of heavy-ion physics is to study and understand how collective phenomena and
macroscopic properties, involving many degrees of freedom, emerge from the microscopic
laws of elementary particle physics. This is done in the QCD sector by studying nuclear
matter under conditions of extreme density and temperature through collisions between
large nuclei (A ≫ 1). The main goal is to characterize the properties of the highly dense
and hot states that matter exhibits in such conditions, and to verify the existence of a
new phase of matter called Quark-Gluon Plasma (QGP). Experimental physics with rela-
tivistic heavy-ions have been carried out at the Alternating Gradient Synchrotron (AGS)
at Brookhaven National Laboratory (BNL), Super Proton Synchrotron (SPS) at CERN
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b

Figure 3.6: Schematic view of a relativistic heavy-ion collision: impact parameter b in
heavy-ion collisions (left) and the spectators and participants picture (right).

(European Organization for Nuclear Research), and are currently carried out at Rela-
tivistic Heavy Ion Collider (RHIC) at BNL. The LHC should start colliding lead ions at√
sNN = 2.75 TeV soon (see Section 4.1). In this section some key observable in relativistic

heavy-ion collisions will be presented using the variables defined in Appendix A.
A schematic drawing of a relativistic heavy-ion collision is shown in Fig. 3.6. The

two Lorentz-contracted nuclei (due to their relativistic speed) approach each other in the
center of mass system with impact parameter b. The impact parameter is defined as the
transverse distance between the center of the two colliding nuclei. In the region of overlap,
the participating nucleons interact with each other and give rise to an expanding volume
of high energy density called fireball. In the non-overlap region, the spectator nucleons
keep their initial momentum and simply continue on their original trajectories without
interacting.

The degree of overlap is called centrality and is defined as

c =

∫ bc

0
dσin(b′)db′

db′

σin

· 100% (3.20)

where σin is the total inelastic cross section and bc the impact parameter cut-off. This
implies that c is the probability that a collision occurs at b ≤ bc. The most central collision
has c ∼ 0% when b ∼ 0 fm, while for the most peripheral one c ∼ 100%. For two identical

colliding spherical nuclei the inelastic cross section is dσin(b)
db

db = 2πbdb, so c = b2c
4R2 since

bmax = 2R, where R is the radius of the nuclei.
Since the impact parameter is not a directly measurable quantity, the quantification

of the collision geometry can be done using the Glauber model [36]. The model is used
to calculate the number of participants, Npart, the number of binary collisions, Ncoll, and
from this to estimate experimentally the centrality of the collision (Fig. 3.7).

A possible space-time evolution of a relativistic heavy-ion collision is illustrated in
Fig. 3.8. After a short initial formation time (τ ∼ 1 fm/c) the QGP is formed. It then
cools off by expanding and eventually hadronizes. During the expansion of the fireball,
chemical freeze-out is reached when the hadrons stop interacting inelastically and new
particles are only produced by secondary interactions in material out of collision zone or
by decays of resonances. Elastic interactions continue until thermal freeze-out when the
momentum transfer between particles stops.
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Figure 3.7: Correlation of the final state observables with Glauber calculated quantities:
the number of participants and the impact parameter [37].

3.6.1 Quark-Gluon Plasma

Since phase transitions are related to large-distance phenomena in a thermal medium, they
can not be treated using perturbative methods. Numerical studies inside the Lattice QCD
(LQCD) framework have been used to study from a theoretical point of view the qualitative
features of the QGP and to make quantitative predictions about its properties, e.g. the
transition temperature Tc and the energy density ǫc at this temperature.

A typical expected phase diagram of nuclear matter is presented in the left panel of
Fig. 3.9. The expected phase transition and its theoretical uncertainty based on LQCD
calculations at zero baryon chemical potential µB = 0 is given by the cross-hatched region.
The arrows indicate how different colliders probe the deconfinement transition during the
expansion phase in heavy-ion collisions; the chemical and thermal freeze-out curves are
also presented in the figure. As can be seen from the figure the phase transition can be
reach along different paths on the (µB, T ) plane. According to Big Bang cosmology, the
Universe evolved from QGP to hadrons at µB ≈ 0 due to rapid expansion and cooling
(path downward along the vertical axis). Currently QGP may exist in the very dense cores
of neutron stars since the gravitational collapse causes an increase in the baryonic density
at temperature close to zero (path towards the right along the horizontal axis). The order
of the phase transition and the existence and the position of a critical point are disputed,
but the common claim is that the phase transition is second order (crossover) for µB ≈ 0
and first order for T = 0.
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Figure 3.8: Space-time evolution of a relativistic heavy-ion collision.
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Figure 3.9: Left: QCD phase diagram in temperature T versus baryon chemical potential
µB plane. The cross-hatched region indicates the expected phase transition and its present
theoretical uncertainty based on LQCD calculations at µB = 0. The points indicate the
region reached by different experiments. Right: Lattice calculation of energy density as
a function of active flavours (µB = 0); arrows indicate the value for a gas of light quarks
and gluons. For all calculations, the sharp energy increase around a critical temperature
Tc reveals a phase transition [38].
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The right panel of Fig. 3.9 illustrates lattice calculations of the energy density scaled by
T 4, ǫ/T 4, as a function of system temperature T scaled by Tc. The values are computed for
2, 3 and 2+1 flavors [38]. At high temperature, it is expected that ǫ/T 4 will asymptotically
approach the ideal gas limit (Stefan-Boltzmann limit) indicated by the arrows. The energy
density shows a sharp rise when the temperature increases above Tc and eventually at
T > Tc flattens without reaching the Stefan-Boltzmann limit, meaning that LQCD predicts
a phase transition to QGP. The critical temperature is estimated to be Tc = 173± 3 MeV
and critical energy density ǫc ≃ 0.3 − 1.3 GeV/fm3 at vanishing µB. In this calculation
the main uncertainty sources for Tc and ǫc are the number of flavors and the quark masses.
Recent calculations indicate a transition temperature of Tc = 192(7)(4) MeV, with almost
physical light quark masses and a heavier strange quark mass [39]. Also, an energy density
ǫc ∼ 1 GeV/fm3 was found, though with a large error due to the uncertainty on Tc.

3.6.2 Particle Production

The particle production in AA collisions is different from pp collisions since nuclear PDFs
are different from those in free protons and the eventually produced medium can modify
the fragmentation process. The medium that changes the parton fragmentation could be
the nucleus itself and/or the high particle multiplicity. Thus, for an accurate description of
particle production in AA collisions, nuclear PDFs and medium modified FFs are needed.
The nuclear effects are usually divided in two classes:

• Initial-state effects: the hard cross section depends on the size and energy of the col-
liding nuclei, but not on the medium formed in the collision. Such effects are: Cronin
enhancement, nuclear shadowing, and gluon saturation. For a detailed description
see Ref. [40].

• Final-state effects: the yields and the kinematic distributions of the produced hard
partons are influenced by the created medium. Final-state effects are not correlated to
initial-state effects and provide information on the properties of the medium (gluon
density, temperature, volume). Such effects are: parton radiative and collisional
energy loss. For a review see [41].

Including initial and final nuclear effects (nuclear modification of the PDFs, nuclear
broadening of the transverse momentum kT of the colliding partons, parton energy loss),
the inclusive hadron production cross section in AB → h+X can be written as

dσAB

dyd2pT
=K

∑

abcd

∫
d2bd2rdxadxbd

2kTad
2kTb

tA(r)tB(|b− r|)gA(kTa , r)

gB(kTb
, |b− r|)fa/A(xa, Q

2, r)fb/B(xb, Q
2, |b− r|)dσ

ab→cd

dt̂

D′
h/c(zc, s)

πz2
c

,

(3.21)

where zc = ph/pc is the fractional momentum, b is the impact parameter, TAB(b) =∫
d2rtA(r)tB(|b − r|) is the nuclear overlap function, D′

h/c(zc, s) is the medium modified
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FF for parton c, gA(kTA
, r) is the position dependent initial parton transverse momentum

distribution (broadened due to the multiple scattering that partons from both projectile
and target nuclei suffer before the hard process), fa/A(xa, Q

2, r) is the position dependent
nuclear PDF of parton a, K ≈ 1.5-4 is the factor used to account for higher order pQCD
corrections.

Disregarding the nuclear effects, QCD factorization implies that inclusive AB cross
sections for hard processes scale simply as A ·B times the corresponding pp cross section:

dσhard
AB = A · B · dσhard

pp . (3.22)

For a given impact parameter b, one writes instead:

dNhard
AB (b) = 〈TAB〉 dσhard

pp = 〈Ncoll〉 dNhard
pp (3.23)

since the averaged nuclear overlap function is given by:

〈TAB〉 =

∫
d2bTAB(b)∫

d2b(1 − e−σinel
pp TAB(b))

=
〈Ncoll〉
σinel

pp

, (3.24)

where 〈Ncoll〉 is the average number of inelastic nucleon-nucleon collisions, with cross section
σinel

pp .
A standard method to quantify the medium effects on particle production at high pT

in a AA collision is thus given by the nuclear modification factor :

RAA =
d2NAA/dydpT

〈Ncoll〉 d2Npp/dydpT
(3.25)

In the absence of nuclear effects, the heavy-ion collisions can be seen as a superposition of
binary NN collisions and RAA = 1. If RAA > 1, the nuclear effects enhance the particle
production compared to pp collisions (e.g. Cronin enhancement), and if RAA < 1, the
nuclear effects suppress the particle production (e.g. jet quenching). For pT < 2 GeV/c,
where the particle production follows a scaling with the number of participants, RAA < 1.

When no pp collision distributions are available, another quantity called the central-
to-periphal ratio, Rcp, is constructed. This ratio uses the peripheral collisions to construct
the reference spectrum and is thus defined as:

RCP =
〈Nper

coll〉 d2Ncen/dydpT

〈N cen
coll 〉 d2Nper/dydpT

, (3.26)

where 〈Nper
coll〉 and 〈N cen

coll 〉 are the average number of incoherent binary collisions in the
peripheral and central centrality bins, respectively.

Recombination Models

Different models are used to describe hadron production at high transverse momentum in
AA collisions (see Ref. [40]). The focus here will be on the recombination models since they
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provide solutions to some of the puzzling features of high pT data obtained by the RHIC
experiments and distinct predictions for LHC. These features can not be explained using
the “standard approach” concerning the treatment of hadron production at high pT , namely
the fragmentation process, and may be regarded as anomalies. If hard partons fragment in
vacuum, whether or not they have lost energy traversing the medium, the fragmentation
products should be independent of the medium. Thus the ratio of the produced hadrons
should depend only on the ratio of the FFs, Dh(z). Given a parton (quark or gluon), its
FF for the production of a proton Dp(z) is much smaller than that for a pion Dπ(z). The
observed data reveal several anomalies according to that picture:

• The ratio of proton to pion, Rp/π, in AuAu collisions (
√
sNN = 200 GeV, y = 0) is

approximately 1 at pT ≈ 3 GeV/c [42].

• The RCP in dAu collisions (
√
sNN = 200 GeV) is greater for p than for π at pT > 2.5

GeV/c for |y| < 1.0 [43].

• The azimuthal anisotropy parameter v2 is larger for baryons than for mesons for
pT > 2 GeV/c in AuAu collisions (

√
sNN = 200 GeV) [44, 45].

All these anomalies can be understood if hadrons are produced by parton recombination
instead of hard parton fragmentation. The basic reason why hard parton fragmentation
works so well in describing the high pT data in leptonic and hadronic collisions, but poorly
in heavy-ion collisions, would then be the absence of the large body of soft partons in the
former case. When a multi-parton state is to hadronize, it is more easy for a q and q̄ to
recombine than for a higher momentum quark q to fragment, assuming a rapidly falling
parton momentum distribution. That is simply because recombination involves the addi-
tion of two lower momenta q and q̄, where the densities are higher, while fragmentation
involves first the creation of a high momentum parton (at a cost in yield), and then the
production of a hadron at some momentum fraction at the cost of another factor of sup-
pression. Baryon production is enhanced because of the extra quark compared with the
mesons. Since there are many soft partons moving collinearly with a hard parton in a AA
collision, the above comparison is meaningful.

A specific parton recombination model that describes well the RHIC data and makes pre-
diction for LHC is the one of R. C. Hwa and C. B. Yang. They introduce semi-hard shower
parton and assume that all hadrons are produce by recombination at any pT [46]. The frag-
mentation of a hard parton is accounted for by the recombination of shower partons that it
creates. The shower partons can also recombine with the soft partons in the environment;
this is considered the dominant mode of hadronization in the intermediate pT region and
stands between the recombination of thermal partons at low pT and the fragmentation of
hard partons at high pT .

The invariant inclusive distribution for a produced meson with momentum p is [47]:

p
dNM

dp
=

∫
dp1

p1

dp2

p2

Fqq̄′(p1, p2)RM(p1, p2, p), (3.27)
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where Fqq̄′(p1, p2) is the joint distribution of a quark q with momentum p1 and an antiquark
q̄′ with momentum p2, RM(p1, p2, p) is the recombination function (RF) which specifies the
probability that these two quarks recombine to form a meson with momentum p.

For pions the RF is Rπ(p1, p2, p) = (p1p2/p)δ(p1 + p2 − p), so the pion production can
be written as

dNπ

pdp
=

1

p3

∫ p

0

dp1Fqq̄′(p1, p− p1). (3.28)

The Fqq̄′ can be expressed in terms of the thermal (T) and shower (S) components of the
parton sources as:

Fqq̄′ = TT + TS + (SS)1 + (SS)2, (3.29)

where TT signifies two thermal partons whose recombination yields the soft hadrons, TS
denotes thermal-shower pairing, (SS)1 represents two shower partons arising from one hard
parton (hence within one jet), and (SS)2 denotes two shower partons that are from two
separate, but nearby hard partons (therefore associated with two overlapping jets). The
(SS)2 term is expected to be important at LHC where the density of hard parton should
be extremely high. Even though each term is important in different pT regions, they make
contributions to all pT .

Since the observed pion distribution at low pT is exponential, the invariant thermal
parton distribution is

T (p1) = p1

dNT
q

dp1
= Cp1 exp(−p1/T ) (3.30)

and the TT component yields:

dNTT
π

pdp
=

1

p3

∫ p

0

dp1Cp1 exp(−p1/T )C(p− p1) exp(−(p− p1)/T )

=
C2 exp(−p/T )

p3

∫ p

0

p1(p− p1)dp1 =
C2

6
exp(−p/T ), (3.31)

where C and T are model parameters obtained from fits to the low pT data.
The distribution of a shower parton j with transverse momentum p1 in central heavy-ion

collisions is

S(p1) = ξ
∑

i

∫ ∞

k0

dkkfi(k)S
j
i (p1/k), (3.32)

where fi(k) is the probability of producing a hard parton i with transverse momentum
k, k0 represents the lower limit for which pQCD derivation of fi(k) is still valid (set to 3
GeV/c in the model), Sj

i (p1/k) denotes the shower parton distributions obtained from FFs
and can be found in Ref. [48]. The ξ parameter is the average fraction of hard partons that
are to hadronize; it can be regarded as an empirical quantification of the degree of energy
loss.

The contribution to the pion spectrum from the TS component is then

dNTS
π

pdp
=

1

p3

∫ p

0

dp1T (p1)S(p− p1) (3.33)
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and from (SS)1 is

p
dN

(SS)1
π

dp
= ξ

∑

i

∫
dkkfi(k)

p

k
Dπ/i

(p
k

)
, (3.34)

where Dπ/i(p/k) is the FF of a parton i into a pion. The (SS)2 term in Eq. 3.29 is

(SS)2(p1, p2) = δyφξ
2
∑

i,i′

∫
dkdk′kk′fi(k)fi′(k

′)Sj
i (p1/k)S

j′

i′ (p2/k
′), (3.35)

where δyφ reflects the probability for overlap in y and φ of the two showers in order for
collinear recombination of the partons j and j′ to happen. The value of δyφ is expected
to be small at RHIC energies, and hence this mode of recombination is ignored in the
calculations, but may well become significant at LHC energies. Collecting all the pieces
of Eq. 3.29 together and substituting them in Eq. 3.28, the formula for the inclusive pion
distribution is obtained.

A similar procedure can be applied for baryon production. They are produced from
thermal and shower parton recombinations:

p
dNB

dp
=

∫
dp1

p1

dp2

p2

dp3

p3
F (p1, p2, p3)RB(p1, p2, p3, p), (3.36)

where F (p1, p2, p3) is the joint distribution of three relevant quarks to form the baryon B
and RB(p1, p2, p3, p) is the RF for a baryon with momentum p. The joint quark distribution
has more terms in the various possible contributions from the thermal and shower partons
than in meson production. Schematically, it takes the form (in increasing order of the
number of hard partons involved):

Fqq′q′′ = TTT + TTS + T (SS)1 + (SSS)1 + T (SS)2 + (S(SS)1)2 + (SSS)3. (3.37)

Here the first term only consists of thermal partons, the next three terms involve a hard
parton, the following two have two hard partons, and the last one has three. Only the first
four terms are considered when doing calculations at RHIC energies.

The left panel in Fig. 3.10 shows a comparison between the π0 spectrum for central
AuAu collisions at

√
sNN = 200 GeV calculated in the recombination model and data from

PHENIX. Thermal-thermal recombination (dashed line) dominates for pT < 3 GeV/c,
while in the region 3 < pT < 8 GeV/c the dominant contribution is from thermal-shower
recombination (line with crosses). The shower-shower recombination in one jet (line with
circles) is the conventional jet fragmentation and becomes important for pT > 9 GeV/c.
The shower-shower recombination from 2 jets (line with squares) has no important contri-
bution to particle production. The model calculation fits very well the data up to pT ≃ 10
GeV/c.

The proton spectrum from recombination model calculation is depicted in the right
panel of Fig. 3.10. The sum of the various types of contributions considered in the calcula-
tion (solid line) agrees well with the data from PHENIX in AuAu collisions at

√
sNN = 200
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Figure 3.10: Transverse momentum distribution of π0 (left) and proton (right) in AuAu
collisions from PHENIX compared with expectations from the recombination model. The
solid line represents the sum of the contributions to the recombination of partons included
in the calculations: TT (dashed line), TS (line with crosses), (SS)1 (line with open circles),
(SS)2 (line with squares) for π0; TTT (dashed line), TTS (line with crosses), TSS (dashed-
dot line), SSS (line with squares) for proton. Figure is taken from [46].
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Figure 3.11: The transverse momentum distributions of π (left) and proton (right) pre-
dicted by the recombination model at LHC for two values of the nuclear suppression factor
ξ and for various fixed values of the probability δyφ ≡ Γ of overlap of neighboring jets. The
heavy solid line represents the distributions for δyφ(pT ) ∝ p−7

T . Figure is taken from [49].
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GeV. The comparison stopped at pT = 2 GeV/c due to the proton mass effect which be-
comes important at low pT . The thermal quarks recombination is expected to dominate
for pT < 5 GeV/c. At higher pT the recombination of one thermal quark with two shower
quarks from one jet, TSS component, becomes important for pT > 9 GeV/c where the
SSS component takes over.

The pion and proton transverse momentum distributions predicted by the recombina-
tion model for heavy-ion collisions at LHC are presented in Fig. 3.11. The calculations
are performed for two values of the nuclear suppression factor ξ (ξ = 0.01 upper panel
and ξ = 0.03 lower panel) and four different values of the probability δyφ (denoted by
Γ in the legend of Fig. 3.11) of overlap neighboring jets (the values are indicated in the
legend). The heavy solid line represents the distribution when δyφ is taken to decrease
as p−7

T . The contribution to the particle production is expected to be dominated by the
recombination of the shower partons from different jets (two for pions, three for protons)
since the momentum fractions of each parton in the two-jet (three-jet) case can be lower
than the parton momentum in the one-jet case. One also expects the effect to be more
amplified in the three-jet case compared to the two-jet situation, so protons should be more
copiously produced than pions. As can be seen from the figure, the δyφ dependence of the
proton distribution is very different from the pion one; for δyφ = 0.1, the rate of proton
production is more than an order of magnitude higher than that of pion. This leads to a
proton-to-pion ratio as high as 20 at LHC.

Although the explanations offered by the recombination model are by no means yet
the final word, the large p/π ratio observed at RHIC energies shows the need for identified
particle spectra at intermediate and high pT at LHC energies, both as reference data from
pp collisions as well as in heavy-ion collisions. In this thesis I take the first steps along this
road.



Chapter 4

ALICE@LHC

This chapter will briefly introduce the Large Hadron Collider (LHC) [50, 51] accelerator
at CERN by describing the main components. Next, the layout and various subsystems of
the A Large Ion Collider Experiment (ALICE) [52, 53] will be reviewed with emphasis on
the subdetectors that are used for the analysis described in this thesis. For this discussion
the variables defined in Appendix A and the ALICE coordinate system (Appendix B) are
used.

4.1 The Large Hadron Collider

The LHC is the most powerful particle accelerator world-wide. The LHC project was
approved by the CERN Council in 1994 [54]. At that time, LHC was supposed to start
in 2004 with a center-of-mass energy of 10 TeV and to be upgraded to 14 TeV in 2008.
However, in 1996 it was decided to go for the full energy at start-up. The LHC is installed
in the LEP 1 tunnel located between the Jura mountain, in France, and the Léman lake, in
Switzerland. The tunnel has a circumference of 26.7 km and lies between 45 m and 170 m
below ground. The LHC is designed to collide proton beams at

√
s = 14 TeV (a factor seven

higher than the Tevatron), but collisions between heavy-ions (Pb) at
√
sNN = 5.5 TeV (a

factor 30 increase with respect to RHIC) will also be provided. These will be the highest
energies ever reached in particle collision experiments.

The design of the Large Hadron Collider was driven by the need to test the various
predictions of high energy physics, such as:

• The Higgs boson: Does the theoretical Higgs mechanism responsible for generating
particle masses exists in Nature? How many Higgs bosons are there, and what are
their masses?

• Supersymmetry: Do particles have supersymmetric partners?

1The Large Electron Positron (LEP) Collider had a maximum center-of-mass energy of 209 GeV and
operated between 1989-2000.

41



42 CHAPTER 4. ALICE@LHC

• Dark matter: What is the nature of the dark matter?

• Antimatter: Why are there apparent violations of the symmetry between matter and
antimatter in the observed Universe?

• Quark-Gluon Plasma: How did the Quark-Gluon Plasma behave in the early Uni-
verse?

In order to help answer many of these fundamental questions, a hadron collider at a high
luminosity was chosen as this gives the optimal conditions to cover a large part of the
possible parameter space for new physics.

4.1.1 Layout of the LHC

Figure 4.1: Schematic drawing of the LHC. Figure 4.2: LHC dipole magnet.

The LHC is a particle-particle accelerator and collider with two rings containing counter-
rotating beams installed in the old LEP tunnel. The layout of the LHC is illustrated in
Fig. 4.1. The synchrotron rings are segmented into octants and has eight crossing points
with long straight sections (in the center of each octant) and eight arcs called Sector ab,
where a, b are the number of the corresponding octants in clock-wise order (as its geome-
try was designed for LEP). For the LHC, four of the crossing points contain experiments
(points 1, 2, 5, and 8), while in the others the beam crossings have been suppressed and
new systems were installed: eight radio-frequency (RF) cavities that accelerates the parti-
cles (point 4), collimation systems that “clean” the beam (points 3 and 7), and the beam
dumping system (point 6). Particles are injected upstream of points 2 and 8.

The magnet system is the main component of the machine since the strength of the
magnets determines the achievable center-of-mass energy (the energy losses in the form of
synchrotron radiation are small and the LHC curvature radius is already defined by that of
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Figure 4.3: The CERN accelerator complex. The figure is not to scale and taken from [55].
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Ring circumference 26659 m
Number of magnets 9593
Number of dipoles 1232
Dipole operating temperature 1.9 K
Peak magnetic dipole field 8.33 T
Number of quadrupoles 392
Number of RF cavities 8 per beam
Proton energy 7 TeV
Proton bunch separation 25 ns
Number of bunches per proton beam 2808
Number of protons per bunch 1.15 × 1011

pp design luminosity 1034 cm−2 s−1

pp luminosity lifetime 15 hrs
Gamma factor of protons 7461
Pb ions energy 2.76 TeV/u
Pb ions bunch separation 100 ns
Number of bunches per Pb ions beam 592
Number of Pb ions per bunch 7 × 107

PbPb luminosity 1027 cm−2 s−1

PbPb luminosity lifetime 6 hrs
Gamma factor for Pb ions 2964

Table 4.1: LHC parameters for protons and 208Pb ions [51].

the LEP tunnel) 2. It is also complicated because separate magnet channels for each beam
are required, but the internal diameter of the tunnel is 3.7 m in the arcs, which makes it
almost impossible to install two completely separate rings. This led to the adoption of twin
bore superconducting magnets. Over 1600 superconducting magnets have been installed
in the tunnel: 1232 dipoles that bend the beam trajectories and 392 quadrupoles that
focus the beams. A LHC dipole and the cryostat is shown in Fig. 4.2. It has a length of
14.3 m and operates at a temperature of 1.9 K. Approximately 96 tonnes of liquid helium
is needed to keep the magnets at their operating temperature, making the LHC the largest
cryogenic facility in the world. Powered by a maximum current of 11.7 kA, the field of the
superconducting dipole magnets is ramped from 0.54 T (injection energy of 450 GeV per
beam) to 8.33 T (nominal collision energy of 7 TeV per beam).

The beam is injected into the LHC through a series of older accelerators that succes-
sively increase the energy. The beam road from the production to the interaction points
is depicted in Fig. 4.3.

2The momentum p of the beam particles is given by: p = qBρ since F = qvB = mv2/ρ (the balance
between the Lorentz force and the centripetal acceleration of motion in a circle), where v is the velocity,
q the charge, B the magnetic field, ρ radius of the tunnel, and (Bρ) is the magnetic rigidity.
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The proton beam starts at Linac2 where the electrons are stripped off from hydrogen
atoms and the remaining protons are accelerated to 50 MeV. From here, the proton beam
progresses into the Proton Synchrotron Booster (PSB) where it is ramped up to an energy
of 1.4 GeV. Then it is injected into the Proton Synchrotron (PS), where the protons are
accelerated to 25 GeV. The beam is fed to the Super Proton Synchrotron (SPS) that
increases the energy to 450 GeV. From SPS the beam is transferred to LHC and the
protons are accelerated to their nominal energy of 7 TeV.

The lead ions are produced by the Electron Cyclotron Resonance (ECR) and afterwards
fed to LINAC3 that accelerates them to 4.2 MeV/u. In this process of lead acceleration
they loose 27 electrons. The Low-Energy Ion Ring (LEIR) then takes over, accumulating
and accelerating the lead ions to 72.2 MeV/u. The lead particles loose additionally 27
electrons at the LEIR, while the rest are removed in the PS and SPS that accelerates them
to 5.9 GeV/u and 176.4 GeV/u, respectively. When this energy is reached the beam is
moved into the LHC main ring where the energy is ramped up to 2.76 TeV/u.

The key parameters of the LHC are summarized in Table 4.1. As can be seen from
the table the proton beams have a bunch-to-bunch distance of 25 ns (or a multiple of 25
ns) which corresponds to a maximum bunch crossing frequency of 40 MHz, while for ion
beams the time between bunches will be 100 ns with a maximum crossing frequency of 10
MHz.

The collisions between the two beams of particles will be recorded by the six experiments
constructed at the LHC. The ATLAS and CMS experiments are the largest detectors, while
the other four experiments, ALICE, LHCb, LHCf, and TOTEM, are smaller and more spe-
cialized. All experiments are located in caverns below ground, where the beams intersect.
A short description of each experiment is given below:

ALICE (A Large Ion Collider Experiment) [52, 53] is a dedicated heavy-ion experi-
ment designed to address the physics of strongly interacting matter and the Quark-Gluon
Plasma at extreme values of energy density and temperature in nucleus-nucleus collisions.
Furthermore, ALICE will also take data with proton beams to collect reference data for
the heavy-ion program and to address several QCD topics for which ALICE has com-
plementary capabilities to the other LHC detectors. This thesis is based on the ALICE
experiment described in detail in Section 4.2.

ATLAS (A Toroidal LHC ApparatuS) [56] and CMS (Compact Muon Solenoid)
[57] are general-purpose proton-proton detectors designed to elucidate the nature of elec-
troweak symmetry breaking for which the Higgs mechanism is presumed to be responsible
and to shed light on new BSM theories, e.g. searching for SUSY particles and evidence of
extra dimensions. Both detectors will also take part in the LHC heavy-ion program.

LHCb (Large Hadron Collider beauty experiment) [58] is a b-physics experiment,
particularly aimed to precision measurements of CP-symmetry violation and rare decays
of B hadrons.
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LHCf (Large Hadron Collider forward experiment) [59] is dedicated to the mea-
surement of neutral particles emitted in the very forward region of collisions in order to
provide data for calibrating the hadron interaction models that are used in the study of
high-energy cosmic rays. The detector is located closed to the ATLAS experiment.

TOTEM (TOTal Elastic and diffractive cross section Measurement) [60] mea-
sures the total proton-proton cross section, elastic scattering, and diffractive processes.
The detector shares the same interaction point (IP5) with CMS.

4.1.2 Status of the LHC

LHC started on September 10, 2008 when proton beams were successfully circulated in
both directions in the main rings for the first time. Unfortunately, on September 19,
2008 a serious fault between two dipoles occurred in Sector 34 during the 10 TeV magnet
commissioning without beam [61]. This incident delayed LHC operations little more than
a year.

Figure 4.4: Left: Integrated luminosity recorded by ALICE for the
√
s = 900 GeV data

collected during 2009. Right: Delivered integrated luminosity to the experiments at
√
s =

7 TeV until July 2010.

On November 20, 2009 bunches of protons circulated once again and the first pp col-
lisions were recorded by the LHC detectors three days later at the injection energy of
450 GeV per beam. These first collisions were all obtained with a single bunch per beam
at a bunch intensity of about 3×109 protons (the so-called “pilot bunches”). Even though
a small data sample was acquired, this was enough for the ALICE collaboration to submit
the first paper for publication. The collaboration analyzed the 284 events recorded on
November 23, 2009 to measure the charged particle pseudo-rapidity density in the central
region at

√
s = 900 GeV. The paper was accepted for publication two days later [62]. The
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LHC became the world’s highest-energy particle accelerator on November 30, 2009 when
both beams were successfully accelerated to 1.18 TeV per beam. Between December 6 and
16, 2009 LHC delivered collisions at

√
s = 900 GeV and

√
s = 2.36 TeV with four bunches

per beam at a bunch intensity typically of 5 × 109 protons and sixteen bunches per beam
at a bunch intensity of 1.85 × 1011 per beam (only for a short period on December 15,
2009). The integrated luminosity recorded during the 2009 run by the ALICE detector is
11.2 µb−1 (see Fig. 4.4 left).

After the winter shutdown, the LHC was restarted and the first pp collisions took place
on March 30, 2010 at

√
s = 7 TeV, half the maximum energy. The plan is to run with this

energy for the next 18-24 months with the objective of delivering enough data (≈ 1 fb−1) to
the experiments to make significant advances across a wide range of physics channels [63].
Also the LHC heavy ion program should start at the end of 2010 when PbPb collisions at√
sNN = 2.75 TeV (same magnetic field as for proton beams) shall be delivered during four

weeks [64]. Following these 18-24 months, the LHC will shutdown for routine maintenance,
and to complete the repairs and consolidation work needed to reach its design energy of
14 TeV. The delivered integrated luminosity to the experiments at

√
s = 7 TeV until July

2010 is depicted in the right panel of Fig. 4.4.

4.2 The ALICE Experiment

ALICE (A Large Ion Collider Experiment) [52, 53] is a general-purpose, heavy-ion de-
tector designed to study the strong interaction sector of the SM. The choice and design
of ALICE was driven by the physics requirements as well as by the experimental condi-
tions expected in nucleus-nucleus collisions at the LHC. Because of the extreme particle
multiplicity expected in central nucleus-nucleus collisions at LHC energies, the design of
ALICE was optimized for dNch/dη = 4000, but tested up to dNch/dη = 8000 3. Due to this
very high particle density environment, ALICE has an efficient and robust tracking system
over a large momentum range, from tens of MeV/c (soft physics) to over 100 GeV/c (jet
physics). Also particle identification (PID) over much of this momentum range is achieved
by employing essentially all known PID techniques: specific ionization energy loss dE/dx,
time-of-flight, transition and Cherenkov radiation, electromagnetic calorimetry, muon fil-
ters, and topological decay reconstruction.

The ALICE detector is built and operated by a collaboration including over 1000 mem-
bers from 111 institutes in 31 countries. It is 26 m long, 16 m high with a total weight of
approximately 10000 t. The detector consists of a central barrel which measures hadrons,
electrons, and photons, and a forward spectrometer for identification of muons. The central
part covers |η| < 0.9 and is located in the L3-solenoid (inherited from the L3 experiment
at LEP) which provides a magnetic field of up to 0.5 T and has an internal length of
12.1 m and a radius of 5.75 m. The barrel contains four detectors that cover the full az-
imuth (in order of increasing radii): an Inner Tracking System (ITS) made of three pairs of

3Recent extrapolations from RHIC measurements point to lower values of dNch/dη = 1000−4000 than
previous estimated dNch/dη = 2000 − 8000 [53].
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Figure 4.5: ALICE schematic layout.

Figure 4.6: Pseudo-rapidity coverage of the ALICE detectors. The overlayed dNch/dη
prediction for pp collisions is given by PYTHIA (the pseudo-rapidity density for central
PbPb collisions can be up to a factor 1000 larger). The detectors marked with an asterisk
do not have full coverage in azimuth, while the two ranges given for the TPC depend on
the track length. The detector abbreviations are defined in the next sections.
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planes 4, a Time Projection Chamber (TPC), a Transition Radiation Detector (TRD), and
a Time-Of-Flight (TOF) detector. It also contains three detectors with limited acceptance:
the High-Momentum Particle Identification Detector (HMPID), the Photon Spectrometer
(PHOS), and the Electromagnetic Calorimeter (EMCal). The Forward Muon Spectrome-
ter covers −4.0 < η < −2.5 and consists of absorbers, a large dipole magnet, and fourteen
planes of tracking and triggering chambers. Several smaller detectors (ZDC, PMD, FMD,
T0, V0) in the forward regions are used for triggering and global event characterization.
An array of scintillators (ACORDE) on top of the L3 magnet is used to trigger on cosmic
rays. The apparatus is illustrated in Fig. 4.5, while Fig. 4.6 shows an overview of the η
coverage of the ALICE systems.

4.2.1 Central detectors

Inner Tracking System (ITS)

Figure 4.7: Schematic view of the ITS.

The ITS [65] is a cylindrically-shaped silicon tracker that surrounds the interaction
region. As shown schematically in Fig. 4.7 it consists of six layers with radii between
3.9 cm and 43 cm and covers the pseudo-rapidity range |η| < 0.9. The two innermost
layers have an extended pseudo-rapidity coverage (|η| < 2 and |η| < 1.4 for the first and
second layer, respectively) that allows, together with the FMD (see Section 4.2.3), for a
continuous measurement of charged particles multiplicity (−3.4 < η < 5). The number,
position and segmentation of the layers were optimized for efficient track finding and high
secondary vertex resolution. In particular, the outer radius is determined by the necessity
to match tracks with those from the TPC, and the inner radius is the minimum allowed
by the radius of the beam pipe (3 cm). The main tasks of the ITS are to reconstruct the
primary vertex with a resolution better than 100 µm; to identify secondary vertices from

4High-resolution silicon pixel (SPD), drift (SDD) and strip (SSD) detectors
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the decays of hyperons and heavy flavored hadrons (B and D mesons) with a resolution
well below 100 µm due to the mean proper decay lengths of cτ ∼ 100 − 500 µm; to track
and identify particles with momentum below 200 MeV/c; to improve the position, angle,
and momentum resolution for tracks reconstructed in the TPC (see next section). By
combining different silicon detector technologies, ITS features the high granularity and
excellent spatial precision needed to achieve all the above requirements. Because of the
high particle density expected in heavy-ion collisions (up to 50 particles per cm2 have
been predicted for the inner layer), the two innermost layers are equipped with Silicon
Pixel Detectors (SPD), and the following two layers with Silicon Drift Detectors (SDD).
For the outer two layers, where the track densities are below 1 cm−2, double-sided Silicon
micro-Strip Detectors (SSD) were chosen.

The SPD is based on hybrid silicon pixels, consisting of a two-dimensional sensor matrix
(sensor ladder) of silicon detector diodes with a thickness of 200 µm bump-bonded to 5
readout chips. The sensor matrix has 256×160 cells, each measuring 50 µm by 425 µm. The
number of readout chips is 1200 for a total of 9.8× 106 channels. The readout is binary 5,
thus SPD does not contribute to PID. But each chip provides a Fast-OR digital pulse when
at least one pixel is hit, so SPD can be used as Level 0 trigger (see Section 4.2.4). The
trigger signal is integrated over 100 ns by the SPD corresponding to one bunch crossing for
heavy ions, or four bunch crossing in pp, therefore a coincidence between SPD and another
detector (e.g. the V0) is needed to resolve the bunch crossing ambiguity.

The SDD was produced from a homogeneous high-resistivity 300 µm thick silicon. Each
module is divided into two drift regions where electrons move in opposite directions under
a drift field of ≈ 500 V/cm. In this way SDD exploits the measurement of the transport
time of the charge deposited by a traversing particle to localize the impact point in one
of the dimensions, thus enhancing resolution and multi-track capability at the expense of
speed. All its 133000 channels have analog readout, thus the SDD can be used for PID via
dE/dx measurement.

Table 4.2 summarizes some of the geometrical parameters of the layers (radial position,
length along beam axis, number of modules, spatial resolution, and material budget).
Another 1.3% of radiation length coming from thermal shielding and supports installed
between different layers should be added to the values reported in the table, thus making
the total material budget for straight tracks perpendicular to the detector surface equal to
∼ 7.66% of X0.

To achieve the precision requirements on the track parameters the misalignment spread
in a given direction should be around 70% of the intrinsic sensor resolution along that
direction. Using the intrinsic precisions listed in Table 4.2, the target residual misalignment
spreads are: for SPD, 8 µm in x and 70 µm in z; for SDD, 25 µm in x and 18 µm in z; for
SSD, 14 µm in x and 500 µm in z. Here x and z are the local coordinates of the sensor
plane (see Appendix B). The first alignment was done using survey measurements as well
as reconstructed tracks from cosmic ray events, about 105 charged tracks from cosmic rays
that have been collected during summer 2008, with the ALICE solenoidal magnet switched

5A signal above a set threshold results in a logical 1.
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Layer Type Number r (cm) ±z (cm) Resolution Material budget

of modules rφ× z (µm2) X/X0 (%)

1 pixel 80 3.9 14.1 12 × 100 1.14
2 pixel 160 7.6 14.1 12 × 100 1.14
3 drift 84 15 22.2 35 × 25 1.13
4 drift 176 23.9 29.7 35 × 25 1.26
5 strip 748 38.0 43.1 20 × 830 0.83
6 strip 950 43.0 48.9 20 × 830 0.86

Table 4.2: Characteristics of the ITS layers [53].

off and a special SPD trigger [66]. For SSD the residual misalignment after applying the
survey corrections is negligible with respect to the intrinsic spatial resolution (about 20 µm)
since the effective position resolution for a single point is estimated to be ≈ 18 µm. In the
SPD case the effective spatial resolution was estimated to be about 14 µm compared to
the intrinsic resolution of about 11 µm extracted from simulations with the ideal geometry
of the ITS. This shows that the ITS alignment is comparable with the target values.

Time Projection Chamber (TPC)

The TPC [67, 68] is the main tracking detector of ALICE in the central barrel. It also
provides particle identification using the specific energy loss. A detailed description in-
cluding some of the design considerations, the layout, and the physics processes is given in
Chapter 5.

Transition Radiation Detector (TRD)

The main purpose of the TRD [69] is to discriminate electrons from pions with high effi-
ciency for momenta above 1 GeV/c. At the same time it contributes to tracking and can
provide a trigger signal for charged particles with high momentum. The detector is based
on the transition radiation (TR) that arises when a charged particle traverses the bound-
ary of media with different dielectric constants. TR depends strongly on the particle’s
Lorentz factor γ, so only electrons produce TR for 1 < p < 100 GeV/c. TR is photons
with wavelengths in the soft X-rays region (2−40 keV) emitted at an angle approximately
1/γ with respect to the momentum vector.

TRD covers |η| < 0.84 and fills the radial space from 2.9 m to 3.68 m with an active
length of 7 m in the longitudinal (z) direction. Following the segmentation in azimuthal
angle of the TPC there are 18 sectors each with a 5-fold segmentation along z and 6 layers
in radius (18 × 5 × 6 = 540 detector modules). A TRD module is illustrated in Fig. 4.8.
Each module consists of a radiator of 48 mm thickness, a drift section of 30 mm thickness,
and a multi-wire proportional chamber section (7 mm) with pad readout. The chambers
are filled with a Xe/CO2 gas mixture (85/15). Each chamber has 144 pads in φ and
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Figure 4.8: Sketch of a TRD module to-
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electrons with TR (red circles). For the
nominal drift field of 0.7 kV/cm, the de-
tector signal is spread over about 2 µs [53].

between 12 and 16 pads rows in z which leads to a total of 1.18 × 106 readout channels.
The TR produced in the radiator is efficiently converted by the high-Z counting gas (Xe)
at the beginning of the drift region into an electron cluster which is subsequently detected.
Figure 4.9 presents the measured average signals as a function of drift time for pions and
electrons (with and without radiator) from test beam data (beam momentum of 2 GeV/c).
The peak at small drift times originates from the amplification region, while the plateau
is from the drift region. For the electrons, the contribution of TR, which is preferentially
absorbed at the entrance of the detector (see Fig. 4.8), is evident when using a radiator
(red circles). The position resolution is 400 µm (rφ) and 2 mm (z) for momenta around 1
GeV/c and the momentum resolution is around 2.5-3% for momenta below 2 GeV/c [53].

Time-of-Flight Detector (TOF)

The TOF [70] covers |η| < 0.9 and is inscribed in a cylindrical shell with an inner radius
of 3.7 m and an outer one of 3.99 m and a length of 7.41 m (active region). It consists of
18 sectors in φ each having 5 segments in z (18 × 5 = 90 modules) of Multi-gap Resistive
Plate Chambers (MRPCs). The MRPC (Fig. 4.10) is a double-stack of resistive glass
plates separated by gas gaps defined by nylon fishing line. The central anode is a 122
cm long and 13 cm wide strip with two rows of pickup pads of 2.5 × 3.5 cm2. Both
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Figure 4.10: Schematic cross section of a
10-gap double-stack MRPC strip.
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Figure 4.11: Particle velocity measured by
TOF as a function of momentum from pp
data collected during 2009.

outermost conductive plates serve as voltage cathodes; all non-conductive electrodes are
floating (they achieve the correct voltage by electrostatic effect). When a charged particle
passes the gaps, it produces clusters of primary ionization; due to the strong electric field,
each of these clusters starts an avalanche. Since the intermediate resistive electrodes are
transparent for the fast signals, the resultant signal is formed by the sum of all avalanches
in the gaps. In order to minimize sparks and to maximize the probability for a particle to
trigger an avalanche, the MRPC is filled with C2H2F4/C4H10/SF6 (90/5/5) gas mixture.
The TOF detector has an active area of 140 m2 and 157248 readout channels.

The detector is responsible for PID at the intermediate momentum range through time
measurements matched with momentum of the particles. Using the difference between the
arrival time of the particles in the detector and the time of the collision determined by
T0 (see Section 4.2.3), a π/K (K/p) separation better than 3σ for p < 2.5 GeV/c (p < 4
GeV/c) was obtained for simulated data [71]. This separation is achieved due to its time
resolution better than 40 ps (the overall resolution, including other uncertainties (e.g. the
interaction time uncertainty) is better than 100 ps). Together with ITS and TPC, TOF will
provide track-by-track identification of pions, kaons, and protons at low and intermediate
momenta.

The identification of hadrons using TOF results from the difference in time-of-flight
(t) for particles with the same momentum (p), but different mass (Fig. 4.11). The tracks
reconstructed by ITS-TPC are propagated to TOF. TOF will give the time when the
tracks are reaching the detector, while the track lengths (l) are calculated from momentum.
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Knowing the collision time, the velocity of the tracks can be determined which permits the
particle mass to be calculated as: m2 = p2( t2

l2
− 1).

High-Momentum Particle Identification Detector (HMPID)

The HMPID [72] is one of the detectors with partial acceptance and is dedicated to inclusive
measurements of identified hadrons at pT > 1 GeV/c. It is located at a radius of 5 m and
covers |η| < 0.6 and 1.2◦ < φ < 58.8◦ (5% of the central barrel geometry space). The
detector consists of 7 modules of proximity-focusing Ring Imaging Cherenkov (RICH)
counters with a total surface of about 11 m2 which makes it the largest scale application
of this technique. The principle of these detectors comes from the fact that a particle
passing through a dielectric medium with a speed (β) greater than the speed of light in
that medium will emit Cherenkov radiation in a cone at an angle of cos θ = 1/nβ (n is the
refractive index of the medium) relative to the track direction. The correlation between
the angle and the momentum allows for PID. HMPID extends ALICE’s PID capability
of π/K and K/p discrimination, on a track-by-track basis, up to 3 GeV/c and 5 GeV/c,
respectively. Due to the small coverage this applies only for a small subset of tracks.

PHOton Spectrometer (PHOS)

The PHOS [73] is a high-resolution electromagnetic calorimeter with a limited accep-
tance at central rapidity. It allows ALICE to test the properties of the initial phase of
the collision through low pT direct photon measurements and the study of jet quench-
ing by measuring high pT π0 and γ-jet correlations. The energy resolution is around
σE/E ≈ 4% for 1 GeV photons and the position resolution is measured to be σx,y[mm] =√

3.262/E(GeV) + 0.442 [73]. The detector is situated in the bottom part of the ALICE
setup, at 4.6 m from the interaction point, and covers |η| < 0.12 and 220◦ < φ < 320◦

(3.7% of the available geometry space in the central region after its final installation). The
PHOS is made of lead-tungstate crystals (PbWO4) and readout by Avalanche Photo-Diodes
(APD). In order to reject charged particles, a set of multi-wire proportional chambers is
placed in front of the calorimeter at a distance of about 5 mm. This is called the Charged-
Particle Veto (CPV) detector.

ElectroMagnetic CALorimeter (EMCal)

The EMCal [74] is a large Pb-scintillator sampling calorimeter located at a radius of ∼ 4.5 m
from the beam line. It covers |η| < 0.7 and ∆φ = 107◦ (around 23% of the barrel geometry
space), and is positioned approximately opposite in azimuth to the PHOS. It was added
later to the experiment and its size was constrained by the available free space and the
maximum weight which can be supported by the space frame (construction began in 2008).
The detector measures direct and decay photons like the PHOS and enables ALICE to
explore in detail the physics of jet quenching over a large kinematic range in heavy-ion
collisions. The energy resolution of EMCal is measured to be 11%/

√
E(GeV)⊕1.7% and the
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electromagnetic shower position resolution is described by 1.5 mm⊕5.3 mm/
√

E(GeV) [75].
The EMCal can provide a fast and efficient trigger (L0, L1) for hard jets, photons, and
electrons based on sums of deposited energy (towers) in regions of the detector.

ALICE COsmic Ray DEtector (ACORDE)

The ACORDE is an array of 60 plastic scintillators placed on top of the L3 magnet at a
radius of 8.5 m (Fig. 4.5). It covers |η| < 1.3 and −60◦ < φ < 60◦. The detector provides
a fast L0 trigger signal, when atmospheric muons are crossing it, for the commissioning,
calibration and alignment of the tracking detectors. Furthermore, it allows high-energy
cosmic rays to be studied by detecting, in combination with the TPC, TRD and TOF,
single atmospheric muons and multi-muons events (so-called muon bundles).

4.2.2 Muon Spectrometer

The Muon Spectrometer [76] was designed to measure the complete spectrum of quarkonia
(i.e. J/ψ, ψ′,Υ,Υ′,Υ′′), as well as the φ meson, in the µ+µ− decay channel. In order to
resolve the Υ states a resolution of 100 MeV/c2 in the 10 GeV/c2 dimuon invariant mass
region is needed. In addition to vector mesons, the unlike-sign dimuon continuum can be
investigated up to masses of around 10 GeV/c2. At LHC energies the continuum will be
dominated by muons from open charm and beauty decays, thus the production of open
(heavy) flavors can also be studied with the muon spectrometer.

The spectrometer covers the polar angular range 171◦ < θ < 178◦ which corresponds to
the pseudo-rapidity range of −4.0 < η < −2.5 and has full azimuthal coverage for muons
with p > 4 GeV/c (see Fig. 4.5). The momentum cut-off is due to the front absorber made
predominantly of carbon and concrete to reduce the track density by absorbing hadrons
and photons from the interaction vertex and which muons have to pass through to reach
the spectrometer. The muons are measured by five tracking stations of two planes of
high-granularity cathode pad chambers each and triggered by two stations with two planes
of resistive plate chambers. A dipole magnet with a nominal magnetic field of 0.67 T
(3 Tm integrated magnetic field) allows to evaluate the muon’s momentum. Two tracking
chambers are placed before the dipole magnet, one inside the magnet (in its center), and
two behind. The trigger chambers, the last components of the spectrometer, are further
protected by the muon filter, an iron wall of 1.2 m thick.

4.2.3 Forward Detectors

Forward Multiplicity Detector (FMD)

The FMD [77] consists of five rings of silicon strip detectors located at z = 3.2 m, 0.83
m, 0.75 m, -0.63 m, and -0.75 m. Its main task is to measured the charged-particle
multiplicity in the pseudo-rapidity range −3.4 < η < −1.7 and 1.7 < η < 5.0, in full
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azimuth. Additionally, it allows to determine the reaction plane for each event in heavy-
ion collisions and to study the multiplicity fluctuations on an event-by-event basis (due to
the azimuthal and radial segmentation).

V0 Detector

The V0 [77] provides minimum bias triggers for the detectors located in the central barrel,
estimates the centrality of the collision, rejects beam-gas events, and participates in the
measurement of the luminosity. It is a small angle detector consisting of two arrays of
scintillator counters, labeled V0A and V0C, segmented into 32 individual counters each
arranged in four rings and eight sectors of 45◦. The V0A is situated at z = 3.4 m (2.8 <
η < 5.1) and the V0C at z = −0.9 m (−3.7 < η < −1.7), in front of the muon absorber.
The time resolution is better than 1 ns and each counter provides time-of-flight and signal
charge information.

T0 Detector

The T0 [77] was designed to measure the real time of the collision (needed by TOF to
calculate the time-of-flight) and to determine the vertex position with a precision of about
1.5 cm. If the vertex position is within some preset values (where the interactions are
expected) a L0 trigger is issued, whereas a vertex position outside these values is used to
discriminate against beam-gas interactions. Furthermore, it can generate minimum bias
and multiplicity triggers.

The detector is made of two arrays of twelve Cherenkov counters with quartz radiator
each (called T0A and T0C) which are installed on either side of the ALICE interaction
point. T0C is located at z = −0.73 m (−3.28 ≤ η ≤ −2.97), while T0A at z = 3.75 m
(4.61 ≤ η ≤ 4.92). In the radial (transverse) direction both T0 arrays are placed as close
to the beam pipe as possible to maximize triggering efficiency. The detector has a time
resolution of about 50 ps (37 ps each counter) giving a vertex position resolution of 1.3 cm.

Photon Multiplicity Detector (PMD)

The PMD [78] measures the multiplicity and spatial (η− φ) distribution of photons in the
forward region (2.3 ≤ η ≤ 3.7, full azimuth). These measurements also provide estimations
of the reaction plane in heavy-ion collisions on an event-by-event basis. The detector is
situated at z = 3.64 m and consists of two gas proportional chambers (having a honeycomb
structure and wire readout) with a lead converter in between them. The detector plane
in front of the converter is used for vetoing charged particles and the other one, called
pre-shower, is used to identify photons by their conversion in the lead plate.

Zero Degree Calorimeter (ZDC)

The ZDC [79] detects the number of spectator nucleons in heavy-ion collisions which is
related to the energy carried in the forward direction (at 0◦ relative to the beam direction).
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Thus the number of participant nucleons can be estimated as Nparticipants = A−Nspectators

and hence the centrality of the collision can be determined. ZDC, being a position-sensitive
detector, can also give an estimate of the reaction plane in heavy-ion collisions. Finally, it
can provide L1 triggers. The detector consists of two hadronic calorimeters, ZN (to measure
neutrons) and ZP (to measure protons), and an electromagnetic calorimeter (ZEM). The
hadronic calorimeters are located at 116 m on either side from the nominal interaction
point. At this distance the spectator protons are spatially separated from neutrons by
the magnets in the beam line; thus ZN is placed between the beam pipes at 0◦ relative to
the LHC axis and ZP is placed externally to the outgoing beam pipe. ZEM is situated
at z = 7 m (4.8 < η < 5.7) and allows to distinguish between central and peripheral
heavy-ion events by measuring the total forward energy (since this energy is expected to
increase monotonically with centrality).

4.2.4 Trigger System

ALICE has two trigger layers: the Central Trigger Processor (CTP) and the High-Level
Trigger (HLT) [80]. CTP is a hardware trigger that combines information from different
detectors in order to select events having a variety of different features at rates which can
be scaled down to suit physics requirements and the restrictions imposed by the bandwidth
of the Data Acquisition (DAQ) system. HLT is a logically hierarchical commodity cluster
which can perform full event reconstruction. While CTP is responsible for the readout of
the detectors, HLT is able to process the raw data in real time.

Central Trigger Processor (CTP)

The CTP is an electronic system which decides whether an event should be accepted (read
out and saved) or rejected by combining inputs from different detectors. The input to the
CTP is signals from triggering detectors (i.e. detectors which contribute with signals to the
trigger) and the output by a command to read out detectors. The readout command signals
are distributed to the detectors using the Local Trigger Unit (LTU). Due to the nature of
the trigger inputs and the different event processing speed of various detectors, the ALICE
trigger inputs are divided into three levels which have different associated latencies. The
first level (L0) is delivered 1.2 µs after the collision takes place, the second one (L1) after
6.5 µs, and the final trigger (L2) after 100 µs, a value imposed by the TPC drift time.
An event is finally stored only after a L2 accept trigger. Note that the CTP decisions are
made in 100 ns, with the rest of the L0 latency coming from the generation time for the
trigger input signals and from the cable delays.

The CTP can handled up to 24 L0, 24 L1, and 12 L2 trigger inputs; it means that 24
cables can physically be connected to the CTP (for the L0 trigger inputs propagation).
But the trigger logic requires some restrictions, since a simple enumeration of all outcomes
(look-up table approach) is not feasible, and only up to 50 trigger classes (logical conditions
demanded for the inputs) can be defined. In addition to trigger classes, the CTP can handle
up to 6 detector clusters. Each cluster contains a subset of the ALICE detectors and can
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be defined at any time. The advantage is that while the slow detectors, e.g. TPC, are
constrained to relatively low event rates, the fast detectors, e.g. SPD, can record events at
much higher rates. For more informations see [80].

Other features of the trigger system are the continuous check of time separation of
events and a dynamic suppression of common triggers.

The first one is achieved through the so-called past-future protection which limits/avoids
pile-up events. So if there are some critical number of other events in some past or future
time interval of the actual event, the event can be vetoed by the CTP. As different detectors
are busy for widely different periods following a valid trigger, the past-future protection
setting (a specified time window in which pile-up is recognized) depends on the detectors
from the read-out cluster as well as the collision system. For example in heavy-ion collisions,
for clusters in which the TPC is included only 2 additional peripheral events and no
additional semi-central events are allowed in a time window of ±88 µs centered on the
event under consideration [53]. In pp collisions the pile-up in the TPC is inevitable and
more pile-up events are tolerable due to the lower multiplicities than in heavy-ion collisions.
However, a past-future protection for the ITS becomes useful as it provides a way to select
the right events in the TPC (since ITS is only sensitive to events in a time window of 100
ns).

The second feature is fulfilled by adjusting the rates at which different trigger classes
(running concurrently) are read out. The reduction of these rates can be done by applying
downscaling factors to the trigger classes individually, i.e. only every nth event should
be read out. Studies of the behavior of the trigger and DAQ systems have shown that
temporary data storage in the DAQ can become saturated which affects rare processes. In
order to avoid this problem all trigger classes are classified into common and rare triggers
and a prioritization scheme is put in place: when the occupancy of the DAQ buffers exceeds
a given threshold (high water mark), only rare triggers are accepted, and the common
trigger are again enabled when the available temporary storage drops below the threshold
(low water mark).

High-Level Trigger (HLT)

In order to meet the requirements regarding the luminosity, maximum detector readout
rate, and limited storage rate and capacity a new trigger layer (HLT) sitting logically
between the L2 and the event building was introduced. HLT is a PC farm of up to 1000
multi-processor computers which processes the data in parallel and allows an online analysis
of the events. Based on this analysis a trigger decision is derived and the events can be
accepted or rejected. Furthermore, HLT can reduce the stored data volume by selecting
regions of interest (relevant parts of the event through a partial readout) and by applying
compression algorithms on the accepted and selected data.

The HLT has a hierarchical structure for processing the data. The first layer receives
the raw data of all ALICE detectors. Layer 2 performs basic calibration and extracts hits
and clusters. Layer 3 reconstructs the event for each detector individually. The global
reconstruction of the event is done by layer 4 which combines the processed and calibrated
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information of all detectors. Layer 5 performs the selection of the events or regions of
interest and, if the trigger decision is positive, the data is compressed and stored.

Figure 4.12: Beam-gas detection in V0. The particle arrival times on both sides of V0
are indicated with respect to the nominal bunch crossing time for normal interaction (a),
beam gas events (b and c). The figure is taken from [81].

Minimum Bias Triggers

As discussed above different trigger classes can be configured by the CTP. All the events
(simulated or real) used in this thesis were recorded using the minimum bias trigger MB1
(see below). Minimum bias triggers are designed to select all types of inelastic interactions
with the requirement that they should impose the minimal bias on the event selection
compared to all inelastic collisions. In ALICE, the SPD and V0 detectors are used to form
the most effective minimum bias triggers [53]:

• MB1 = (V0or ⊕ SPDor) ⊙ BEAMGASor.
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• MB2 = V0or ⊙ SPDor ⊙ BEAMGASor.

• MB3 = V0and ⊙ SPDor ⊙ BEAMGASor.

where the symbols ⊕ and ⊙ indicate OR and AND, respectively and:

• V0or means a hit in the appropriate time window in either V0A or V0C.

• V0and means hits in the appropriate time window in both V0A and V0C.

• SPDor means at least one hit in the SPD.

• BEAMGASor indicates that a beam gas collision (collision between the particles
of the beam and the molecules or atoms of the residual gas in the vicinity of the
detector) was detected in the corresponding time windows for such collision on either
side of V0 (see Fig. 4.12).

4.2.5 Offline Computing Framework

The ALICE offline framework (AliRoot) [82] is designed to handle all aspects of simulation,
reconstruction, and data analysis in both pp and heavy ions environments. AliRoot is
based on Object-Oriented technology and depends on the ROOT system [83]. It is entirely
written in C++, with some external programs still in FORTRAN. The development of the
ALICE computing framework started in 1998. It has extensively been used to optimize
the design of the ALICE subsystems and to evaluate the physics performance of the full
ALICE detector through simulation studies.

Figure 4.13: Data processing framework.

The functionality of the AliRoot framework is shown schematically in Fig. 4.13. Simu-
lated data are generated via Monte Carlo (MC) event generators interfaced with AliRoot
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(e.g. PYTHIA [31], PHOJET [84], HIJING [85]) which produce a set of “particles” with
type, momentum, charge, and mother-daughter relationship forming the “kinematic tree”.
The generated particles are then transported through the detectors via detector simulation
packages interfaced with AliRoot (e.g. GEANT3 [86], GEANT4 [87], FLUKA [88]) that
produce “hits” (energy deposition at a given point and time) which are stored for each
detector. The information is complemented by the so called “track references” correspond-
ing to the location where the particles are crossing user defined reference planes. The hits
are then transformed into ideal detector responses (“summable digits”) which are further
“digitized” by taking into account the associated electronics response function (noise). The
transition from hits/tracks to digits/detectors is marked on the picture as “dis-integrated
detector response”; only the labels are carrying the MC information now. Finally, the data
is stored in the specific hardware format of each detector (raw data). From here on the
processing of real or simulated data is indistinguishable. Now the reconstruction chain is
activated. The detectors perform the clusterization (a local reconstruction done on the
signals left in several parts or time bins of the detector by particles interacting with it) and
then using a seeding procedure the particle trajectory is determined. The primary and sec-
ondary vertices are also found at this step. By comparing the reconstructed particles from
simulated events with the MC generated ones, the software and the detector performance
can be evaluated and the correction factors determined.

The output of the reconstruction is the Event Summary Data (ESD) containing the
position of the primary vertex, the reconstructed charged particle tracks together with their
PID information, secondary vertex candidates, particles reconstructed in the calorimeters.
Subsequent data reduction to Analysis Object Data (AOD) will be performed. AODs are
the objects that eventually will be used for analysis and can be standard (standard content
condensed from ESDs) or specific to a given set of physics objectives (specific analysis). In
this thesis the ESDs are used for analysis.

In a nominal running year ALICE should record 109 pp events and 108 heavy-ion
collisions with an average raw size per event of ∼ 1 MB (pp) and ∼ 14 MB (PbPb) leading
to a total raw data volume of 2.5 PB. The average size of an ESD is 40 kB for a pp event
and 3 MB for a PbPb event. In order to understand the data a similar number of simulated
events is expected (a factor 10 less for PbPb). The raw size for a simulated pp event is
400 kB and for PbPb is 300 MB; the ESD size per simulated event is 90 kB (pp) and 6
MB (PbPb). So the magnitude of the computing resources needed to store and process the
data is such that it can not be concentrated in a single computing center. Therefore data
storage and processing is distributed onto several computing centers located worldwide.
But these distributed computing resources should work as an integrated computing center.
This task is not easy and the solution was found to be the concept of the Grid [89]. At
present around 90 centers, spread in more than 30 countries, are part of the ALICE Grid.
All these centers are linked together by an ALICE specific Grid Middleware (software that
implements the Grid concept) called AliEn [90]. The user interacts with the ALICE Grid
via the AliEn User Interface, and services are provided by a combination of ALICE specific
services offered by AliEn and basic services from the Middleware installed on the center.
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4.2.6 ALICE Configuration during Data Taking, 2009-2010

During December 2009 and 2010 ALICE recorded pp collisions at
√
s = 900 GeV and√

s = 7 TeV. At this stage most of the detectors were fully installed except the TRD
(7/18 modules), EMCal (4/12 modules), PHOS (3/5 modules). Also HLT was only 60%
equipped. In this configuration ALICE had full capabilities for hadrons and muons and
partial for electrons and photons. Figure 4.14 shows a pp interaction at

√
s = 7 TeV

recorded by the ALICE central barrel detectors on March 30, 2010.

Figure 4.14: ALICE 3D and 2D views of the central barrel detectors of a real data event
at

√
s = 7 TeV. The event was recorded on 30.03.2010 (run 114783, event 126).



Chapter 5

ALICE TPC

This chapter describes the ALICE Time Projection Chamber in detail. It is the main
device for tracking of charged particles in the central part of the ALICE experiment. The
design considerations, layout, and functional principle will be presented first. Then the
focus will be on reconstruction and performance: the tracking procedure, how the signal
is obtained, and the momentum determination.

5.1 Layout of the TPC

The TPC design was dictated by the extreme charged particle multiplicity predicted for
central PbPb collisions at LHC energy, dNch/dη = 8000, which would result in about 20000
tracks (including secondaries) in the TPC acceptance. This implied a pT resolution better
than 1% (2.5%) for momenta below 2 (4) GeV/c, a dE/dx resolution better than 8%, and
a two track resolution capable of separating tracks with a relative momentum difference
below 5 MeV. The TPC is optimized to measure the tracks of the charged particles through
the ionization electrons created when the particles are traversing a gas volume [67, 68]. As
a consequence, particles lose an amount of energy per unit track length. Since the energy
loss of the particles is type specific, the TPC can do PID through dE/dx measurements.
By moving in a magnetic field, the momentum of the particles can be determined from the
curvature of the tracks; the charge of the particles can also be deduced. Furthermore, the
TPC can provide the interaction vertex.

The TPC is a cylindrical chamber with a volume of 90 m3, filled with a Ne/CO2/N2

(85.7/9.5/4.8) gas mixture. Its active volume is defined by an inner radius of about 85 cm,
an outer radius of about 250 cm, and an overall length along the beam direction of 500 cm.
It covers the full azimuth (except 10% dead zones) and |η| < 0.9 for tracks with full radial
track length (matches in other barrel detectors) and up to |η| < 1.5 for 1/3 radial length (at
reduced momentum resolution and without matching with the outer detectors). The axis is
aligned with the beams from the LHC and is parallel to the solenoidal magnetic field. The
TPC has two main components: the field cage and the readout chambers (ROCs). The
material budget of the TPC is around 3.5% of a radiation length near η = 0. A simplified

63
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Figure 5.1: Layout of the TPC.

layout of the detector is shown in Fig. 5.1.
The field cage has a high voltage electrode in the middle of the detector and two

opposite axial potential dividers. In this way a uniform electrostatic field needed by the
ionization electrons to drift towards the ROCs without significant distortions (below 10−4)
is created. By applying a negative voltage of 100 kV on the central electrode, an electric
field of 400 V/cm is obtained (the electric field runs parallel to the axis of the cylinder).

The ROCs are multi-wire proportional chambers (MWPCs) with a segmented cathode
pad (‘pad plane’) (see Fig. 5.2). They are mounted into 18 trapezoidal sectors at each
endplate. To account for the radial dependence of the track density (∼ 1

r2 ), the readout is
segmented radially into inner (IROC) and outer (OROC) readout chambers with different
pad sizes as well as wire geometries. The radial range of the active area is from 84.1 cm
to 132 cm (IROC) and from 134.6 cm to 246.6 cm (OROC). By aligning the inactive areas
between neighboring IROCs and OROCs the momentum precision for detected high pT

tracks is increased, but in 10% of the azimuthal angle the detector is non-sensitive. The
total active area of the ALICE TPC readout chambers is 32.5 m2 .

The MWPC has three wire planes: anode wires, cathode wires, and gating grid. All
wires run in the azimuthal direction. The wire geometry as seen from the wire direction
is depicted in Fig. 5.3. The anode wires are 20 µm thick and are set to a positive voltage
of 1350 V (IROC) and 1550 V (OROC). The cathode plane separates the drift volume
from the amplification region. It collects the ions produced during the avalanche, so the
uniform drift electric field will not be distorted. The gating grid is an activation grid
that allows the electrons from the drift volume to reach the amplification region when all
the wires are held at the same potential VG (the open gate mode). When is biased with
a bipolar field (VG ± ∆V) (the close gate mode) the drifted electrons can not reach the
amplification volume and the ions created in the avalanche processes of previous events are
trapped inside the MWPC region. The gating grid is normally closed and is opened only



5.1. LAYOUT OF THE TPC 65

E-field

x

y

z 
(d

rif
t t

im
e)

anode plane

cathode plane

gating plane

pad plane

drifting electrons from
primary ionization  

charged particle track

induced clusters
on pad plane

Figure 5.2: Schematic illustration of the working principle of a multiwire proportional
chamber with segmented cathode.

Figure 5.3: The wire geometry with respect to the pad planes for the outer (left) and inner
(right) readout chambers [68].
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by a L1 trigger (see Section 4.2.4) for the duration of one drift time interval, i.e. of about
90 µs.

The pad plane is a three layer printed circuit board with the pad structure etched onto
its front side. The pads are connected by traces and plated trough holes to microconnectors
on the opposite side of the board. It order to keep the occupancy as low as possible and to
ensure the necessary dE/dx, position, and two track resolution, each sector has three pad
sizes. The pads characteristics are given in Table 5.1. The pad size increases with radius
in two steps following the radially decreasing track density. A pad row is defined as the
pads at the same local x coordinate (see Appendix B).

Pad Type Pad size (mm2) Number of rows Number of pads
per row

IROC (81.1 - 132.1 cm) 4 × 7.5 63 5504
OROC (134.6 - 198.6 cm) 6 × 10 64 5952
OROC (198.6 - 246.6 cm ) 6 × 15 32 4072

Total 159 557568

Table 5.1: Characteristics of the TPC pad plane [68].

The drift gas was optimized for drift speed, low diffusion, low multiple scattering, small
space-charge effect, stability properties. The Ne/CO2 mixture is known to have a good
electron mobility at high electrics fields, and is non-flammable. The drawback of this
mixture is that the drift velocity (≈ 2.7 cm/µs) is strongly dependent on gas temperature,
pressure, exact mixture at the nominal drift voltage. This makes it necessary to maintain
a thermal stability of less than 0.1 K across the full volume of the TPC in order to exhaust
the intrinsic detector resolution and to meet the desired physics performance. The N2 was
added to improve the stability of the readout chambers since it allows higher maximum
gains (see next section). Furthermore, N2 has a larger photon absorption cross section
than CO2 at the main excitation state of Ne; so N2 supports CO2 to quench this excited
state. The O2 impurity is about 1 ppm which implies that the absorption of electrons over
the long drift length is minimum. The CO2 and N2 fractions are kept stable to 0.1% to
ensure stable drift velocity and gas gain.

5.2 Functional Principle

A charged particle traversing the gas volume ionizes gas atoms along its flight path. The
electrons created by the ionization process will drift in the electric field towards the pad
planes. But the electrons are interrupted by collisions with gas molecules in their paths
which limits the electron velocity to

u =
eE

m
τ = µE (5.1)
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where e is the electron charge, m the electron mass, τ the average time between colli-
sion, E the electric field, and µ the electron mobility. This discontinuous motion appears
macroscopically as a constant drift with the velocity u which results in a maximum drift
time of about 90 µs. Another process that affects the electrons is the diffusion. A detailed
description of drift properties in gases can be found in Appendix C.

When the drifted electrons are in the vicinity of the anode wire, as the the electric
field close to the wire is proportional to 1/r, they are accelerated to ionization energies,
thereby secondary electrons are created. The released electrons themselves cause further
ionizations, so an avalanche process starts and the number of electrons is increased by
four orders of magnitude (2 × 104). This amplification, called gas gain, needs to be as
stable as possible for the energy loss measurement. The avalanche and the ion movement
induces a signal on the pads which is proportional to the number of primary electrons
(since the MWPCs are operated in proportional mode). The signal is integrated over a
characteristic period of time dictated by the time constants of the amplifier (chosen to
match the time characteristic of the incoming cloud) and the signal voltage is measured
at each time sample, called time bin. The location of the avalanche can be obtained from
the induced signal. The x and y coordinates are given by the coordinate of readout pad
where the signal was induced, while the z coordinate is determined by sampling the time
distribution of the pad signal (knowing the drift velocity of electrons in the gas u and the
drift time t, the z component is calculated as z = u · t). A more precise measurement of the
location of the avalanche can be obtained using an appropriate center of gravity (COG)
algorithm. The resulting two-dimensional pulse height distribution in pad-time space is
called a cluster (see Section 5.3.1).

5.3 Reconstructing Tracks in the TPC

In general, there are two large groups of tracking methods with advantages and inconve-
niences each: global and local methods.

The global methods (e.g. combinatorial methods, Hough transformation, templates,
conformal mappings) require a precise global track model since all the track measurements
are treated simultaneously and the selection of a track candidate is operated only after
all the information about the track in known. The advantages of these methods are the
stability with respect to noise and mismeasurements and the fact that they can operate
directly on raw data. On the other hand, such track models are hard to determine (or even
do not exist) because of the physical factors that can perturbate the model. In ALICE,
they are used in the HLT software [91].

The local methods (e.g. Kalman filter) always estimate the track parameters ‘locally’
at a given point in space and the selection of a track candidate is performed using the
information from that point or the information coming from the previous points in the
iterative ‘history’ of this track. In this way all the local track peculiarities are taken into
account and no global track model is needed. The disadvantages come from the space
point reconstruction algorithms that the local methods rely on.
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As discussed in Section 4.2 a good track-finding efficiency and reconstruction precision
at very low pT (pT ≈ 100 MeV/c) is required in ALICE. There are also rather big dead
radial zones between the tracking detectors which complicates the extrapolation of a track
from one detector to the other. Some of the ALICE tracking detectors (ITS, TRD) have a
significant material budget, so the energy losses or the multiple scattering can not be ne-
glected in the reconstruction. For all these reasons, ALICE has adopted for reconstruction
the Kalman filtering approach.

The general strategy is to start with the cluster finding in all central detectors. Using
the clusters reconstructed in SPD the position of the primary vertex is estimated and the
track finding begins from the outer radius of the TPC where the track density is minimal.
First, the track candidates (‘seeds’) are found and the tracking proceeds towards the smaller
TPC radii in a Kalman filter way (see Section 5.3.2). When all the seeds are extrapolated
to the inner limit of the TPC, the ITS takes over and tries to assign reconstructed ITS
clusters to the TPC track candidates by prolonging them as close as possible to the primary
vertex. When this is over, a special ITS standalone tracking procedure is applied to the
remaining ITS clusters, trying to find the tracks that were missed by the TPC. At this
point the tracking is repeated in the opposite direction (from primary vertex to the outer
wall of the TPC) and the tracks are extrapolated to the TRD, TOF, HMPID, PHOS, and
EMCal. Finally, all the tracks are refitted with the Kalman filter backwards to the primary
vertex (or to the innermost possible radius, in the case of the secondary track).

The tracking in the TPC will be detailed in the following 1.

5.3.1 Cluster Finding in the TPC

As mentioned previously, before the tracking itself, two-dimensional clusters in the pad-
row/time plane have to be found. The cluster finder algorithm loops over pads and time
bins for any given pad row and searches for the local maxima in pad and time.

If there is only one local maximum, the algorithm assigns a region of 5 × 5 bins in z
(time bin) and y (pad) directions around this maximum. The selected region is bigger
than the typical size of a cluster (σ ∼ 0.75 bins in both directions). The position of the
corresponding space points, which is interpreted as the crossing point between the tracks
projection and the centers of the pad rows, is reconstructed as its COG. In this way the
local y and z coordinates are determined, while the x coordinate is given by the center
of the pad row. If there are several local maxima (overlapped clusters), an unfolding
procedure based on the fast spline method is applied by requiring charge conservation.

But the accuracy of COG as representing the track coordinate depends on diffusion,
angular effect, gas gain fluctuation, and secondary ionization fluctuation. The diffusion
smears out the position of the electron cloud according to a two dimensional Gaussian
distribution with σ2

y = D2
TLDrift for the transverse direction and σ2

z = D2
LLDrift for the

longitudinal direction (see Appendix C). The angular effect comes from the ionization
electrons being uniformly distributed along the particle trajectory which implies that the

1The local coordinate system (see Appendix B) is used throughout this section.
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projection itself must be uniformly distributed with a width La (valid for y and z positions
since x is fixed to the middle of a pad row). The contribution to the cluster variance is
given by the pad length Lpad and the angle α (resp. β):

La = Lpad tanα, (5.2)

where α is the inclination angle between the track and the readout plane, while β is the
angle between the tangent to the track projection to the pad plane and the pad rows (see
Fig. 5.2). So the angles α, β give the track direction with respect to the pad plane and the
pad orientation.

Considering the gas gain fluctuation factor Gg, the secondary ionization factor GLfactor,
the electronic noise σnoise and neglecting E×B 2 and unisochronity 3 effects (simulation in-
dicates that these distortions are negligible compared with the others), the COG resolution
parametrization appears as [92]:

σ2
zCOG

=
D2

LLDrift

Ne
Gg +

tan2 αL2
padGLfactor(Neprim

)

12Neprim

+ σ2
noise (5.3)

σ2
yCOG

=
D2

TLDrift

Ne
Gg +

tan2 βL2
padGLfactor(Neprim

)

12Neprim

+ σ2
noise (5.4)

where Ne is the total number of electrons in the cluster (Landau distributed) and Neprim
is

the number of primary electrons in the cluster (described by a Poisson distribution). One
needs both values since not all the electrons produced in the same cluster are collected in
the same pad row, because of diffusion. The factor 1/12 comes from the variance of the
uniform distribution of the electrons along the track.

In order to use Eqs. 5.3 and 5.4, the number of electrons should be estimated from
their proportionality to the total measured charge A in the cluster. But an empirical
parametrization of the factors G(N)/N = G(A)/(kA) gives better results [92]. The error
parametrization becomes:

σ2
zCOG

=
D2

LLDrift

A
· Gg(A)

k
+

tan2 αL2
pad

12A
· GLfactor(A)

kprim
+ σ2

noise (5.5)

σ2
yCOG

=
D2

TLDrift

A
· Gg(A)

k
+

tan2 βL2
pad

12A
· GLfactor(A)

kprim
+ σ2

noise (5.6)

Here k and kprim are free parameters.
Finally, a simple additional correction for the cluster shape and overlap factor is used:

σCOG → σCOG(A) ×
(

1 + const× RMSm − RMSe

RMSe

)
, (5.7)

where σCOG(A) is calculated according to Eqs. 5.5 and 5.6, RMSm is the measured r.m.s.,
and RMSe is the expected parametrized r.m.s. of the cluster (see Ref. [92]).

2Discussed in Appendix C
3Different arrival times of electrons at the wires owing to different trajectory lengths near the wires

depending on the arrival position.
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5.3.2 Kalman Tracking in TPC

Since the x coordinate of the intersection point of a track and a pad row is fixed to the
center of that pad row, the y and z coordinates can be expressed as [91, 92]:

y(x) = y0 −
1

C

√
1 − (Cx− η)2 (5.8)

z(x) = z0 −
tanλ

C
arcsin(Cx− η) (5.9)

where C is the curvature of the track projection on the pad plane, thus the radius is
R = 1/C (see Fig. 5.4), λ is the angle of the trajectory with respect to the pad plane (the
so-called ‘dip’ angle), (x0, y0) are the coordinates of the center of the curvature of the track
projection on the pad plane, z0 is defined as z0 ≡ z(x0), and η ≡ Cx0.

The track is regarded as a dynamical system, which evolves from point to point. So the
filter uses starting track candidates with a few parameters (seeds) and tries to associate new
track points to these candidates with the help of the determined parameters. Whenever
possible, the track parameters are more and more refined as the tracking progresses. The
main component of the filter is the so-called ‘state vector’. The state vector used in the
Kalman-filter calculations performed for TPC tracking is:

x = (y, z, C, tanλ, η). (5.10)

This is the starting point of the tracking algorithm. The Kalman filter estimates the state
vector and predicts the next coordinate measurement (within a certain error) and the
covariance matrix. Let xk be the state vector evaluated at pad row k. The state vector
varies according to a evolution equation:

xk = fk(xk−1) + ǫk, (5.11)

where fk is a linear transformation since the TPC measurements are discrete and ǫk is
an error vector which has a zero mean value (〈ǫk〉 = 0) and a known covariance matrix
(cov(ǫk) = Qk). Bold letters denote vectors and large bold letters denote matrices. Gen-
erally, the measurement performed by the detector is only a function of the state vector
(a projection). This function is assumed to be a linear transformation of the state vector,
denoted by the matrix Hk, and the measurement at a given point mk is corrupted by the
error vector δk:

mk = Hkxk + δk. (5.12)

Again, the error vector is supposed to be unbiased (〈δ k〉 = 0) and have a definite covariance
matrix (cov(δk) = Vk). The filter estimates the state vector using a given number of
intersection points. This estimation depends on the accuracy of the determination of the
cluster positions. If the track points were identified precisely, the filter is then able to
effectively predict the state vector at the next intersection point, using the covariance
matrices and the calculated linear transformations. The only components of the state
vector which will change as the track is propagated from one pad row to another are the
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local track position y and z; C, tanλ, η are track specific. It should also be noted that
when a track is leaving one sector and is entering another, the coordinate system is rotated
by 20◦, thus changing the y, z and η components of the state vector.

Considering xk the true state vector at pad row k and x̃i
k the estimated state vector

at pad row k evaluated using data from pad rows 0 to i, two cases that characterize the
Kalman filter can be applied to the TPC:

• Prediction (i < k): the state vector at next pad rows is predicted using information
from all the previous pad rows. This is used to limit the search area for a following
track point, and for propagation of a given track into another TPC sector.

• Filtering/Update (i = k): the state vector is evaluated at any given pad row using
the information from all the previous pad rows. In this case x̃k

k ≡ x̃k.

Let C̃i
k = cov(x̃i

k−xk) be the covariance matrix of the difference between the estimated
state vector and the true vector at a given pad row and Ri

k = cov(ri
k) the covariance

matrix of the measurement residual defined as ri
k = mk−Hkx̃

i
k (the difference between the

predicted measurement vector at pad row k and the obtained one at the given intersection
point). For i = k − 1, all k − 1 pad rows are used, the predicted state vector at pad row k
can be evaluated together with the covariance matrix by means of formulas:

x̃k−1
k = fk(x̃k−1) (5.13)

C̃k−1
k = FkC̃k−1F

T
k + Qk, Fk =

∂fk

∂xk−1
. (5.14)

Using the predicted measurement residual and the corresponding covariance matrix,

rk−1
k = mk − Hkx̃

k−1
k (5.15)

Rk−1
k = cov(rk−1

k ) = Vk + HkC̃
k−1
k HT

k (5.16)

the predicted χ2 increment can also be calculated:

(
χ2
)k−1

k
=
(
rk−1

k

)T (
Rk−1

k

)−1
rk−1

k . (5.17)

When the intersection point between the track and the TPC in pad row k is predicted and
the results of the state vector measurement are also known (filtering), the estimation of
the state vector improves according to:

x̃k = x̃k−1
k + Hk

(
mk − Hkx̃

k−1
k

)
(5.18)

C̃k = cov(x̃k − xk) = C̃k−1
k − KkHkC̃

k−1
k (5.19)

where Kk = C̃k−1
k HT

k

(
Vk + HkC̃

k−1
k HT

k

)−1

is the Kalman gain matrix. The transfor-

mation (Eq. 5.18) needs to correct the update of the predicted state vector, so that the
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mean square error of the state vector components is minimized which is the standard fit-
ting requirement. This implies that the covariance matrix given by Eq. 5.19 should be
minimized.

The measurement residual after the filtering and the corresponding covariance matrix,

rk = mk −Hkx̃k (5.20)

Rk = Vk −HkC̃kH
T
k (5.21)

allow the determination of the filtered χ2 increment:

χ2
k = (rk)

T (Rk)
−1 rk. (5.22)

The dimension of the vector mk gives the number of degrees of freedom. It can be shown
that the predicted χ2 value is equal to the filtered one: (χ2)

k−1
k = χ2

k. In this way one can
simultaneously do tracking and fit the track. By rejecting track points with a χ2 increment
above a certain threshold both tracking and fitting are improved. So, for a given track,
the number of found clusters can differ from the number of the assigned clusters.

(x ,y ,z )v v v

(x ,y ,z )2 2 2

Y

1 1

R=1/C
X

(x ,y ,z )1

(x ,y ,z )0 0 0

Figure 5.4: Schematic view of the seeding with the vertex constraint. The track finding
coordinate system as well as track parameters are also visible. Figure taken from [91].

Seed Finding

In order to do reasonable tracking using the Kalman filter a good initial approximation
for the track variables of the state vector is needed. These initial points are called seeds
and the TPC is the only detector in ALICE able to provide them properly. There are two
different seeding strategies: with and without primary vertex constraint.
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The seed finding with vertex constraint is done first. A schematic illustration of the
algorithm is depicted in Fig. 5.4. It starts with a search for pairs of clusters in two pad
rows, numbered i and j (i− j ≈ 20) with initial track parameters allowing to be projected
to the primary vertex. For each point in the outer pad row i there is a limited search area
in the inner pad row j; the area is defined by a pT cut which gives a search window in
the (x, y) plane and by the requirement of pointing to the primary vertex which gives a
window in the z direction. In this way the number of possible combinations is significantly
reduced. The primary vertex is reconstructed with high precision from hits in the SPD.

When two reasonable points are found, the algorithm calculates the parameters of a
helix going through these points and the primary vertex (see Fig. 5.4) which are used
to search for another cluster near the crossing point of this helix and a middle pad row
k = j + (i − j)/2. If this is found, the parameters are used as initial state vector for the
potential track and the corresponding covariance matrix is evaluated by using the point
pair errors and applying big errors to the position of the primary vertex. The Kalman
filter starts from the outer point of the pair to the inner one. If at least half of the pad
rows between i and j contains track points which are successfully associated with this track
candidate, it is saved as a seed and another pair of initial points is searched.

Although the algorithm is very efficient for primary tracks (around 90% for primaries
with pT > 200 MeV/c [91]), it suppresses secondary tracks. For these tracks, two algorithms
without vertex constraint have been developed. Only one will be presented here; the second
one is described in Ref. [91]. For each cluster at a given pad k, the algorithm finds the
two nearest clusters at the pad rows k − 1 and k + 1 and does a linear fit. This line is
prolonged to the pad rows k + 2 and k − 2 and the clusters nearest to the fitted line are
found. When seven clusters are assigned to the track candidate, the linear fit is replaced
by polynomial and continues until the pad rows i and j are reached. If more than a half of
the possible clusters are found, the track candidate is saved as a seed, later to be Kalman
filtered starting from the outermost pad row inwards.

A quality parameter defined by the normalized χ2 and the ratio of the found clusters
to the possible clusters (possible clusters are the track crossings with the pad rows when
the track is not in a dead zone) is introduced for the reconstructed tracks. A distribution
of the quality parameter is then obtained and the mean value and the sigma is calculated.
If the quality parameter of a given track falls within 3σ from the mean value, the clusters
associated with this track can not be used in the subsequent seedings.

Track Following

After seeding, several track candidates are tracked in parallel using the following procedure:

• The prolongation to the next pad row is found for each track candidate according to
the actual estimation of the track parameters. Multiple scattering and mean energy
loss assuming that the actual particle is a pion are also taken into account during
this step.
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• The nearest cluster is found on this pad row by defining a ‘window’ along the pad
direction with the width set to ±4σ (σ is calculated taking into account the track
and cluster position errors) and comparing the clusters within the window.

• Estimate the cluster position errors from the track and cluster parameters and accept
it if the residuals in both directions are smaller than the estimated 3σ.

• Update the track parameters and their covariance matrix. If the track enters another
TPC sector the track parameters and the covariance matrix are recalculated (rotated)
in order to be always expressed in the local coordinate system of the sector containing
the track.

• Stop tracking not active candidates.

• Follow down to the innermost TPC pad row or until the seeded track is lost.

• Remove track candidates which share too many clusters using the ‘track overlap
factor’ defined as the ratio of the clusters shared between two track candidates and
the number of all clusters. If the overlap factor is bigger than a certain value, the
track candidate with the higher χ2 or lower number of assigned clusters is removed.

5.4 The TPC Signal

5.4.1 Energy Loss of Charged Particles

Electrically charged particles traversing a gas lose their energy mainly by ionization or
excitation of electrons of the atoms in the gas. The mean rate of energy loss (or stopping
power) is given by the Bethe-Bloch formula [9]:

−
〈
dE

dx

〉
= Kz2Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ(βγ)

2

]
, (5.23)

where K = 4πNAr
2
emec

2, re and me are the classical radius and mass of the electron, NA

Avogadro’s number, Z and A the atomic number and atomic mass of the material, z and β
the electric charge and the relativistic velocity of the incident particle, γ = 1/

√
1 − β2, I

the mean ionization potential of the material, Tmax the maximum kinetic energy that can
be given to a free electron in a single collision which, for a particle of mass M , is given by

Tmax =
2mec

2β2γ2

1 + 2γme/M + (me/M)2
(5.24)

and becomes Tmax = 2mec
2β2γ2 for M ≫ me (the so-called “low-energy” approximation).

The term δ(βγ) represents a density effect correction and is relevant for particles with
βγ ≫ 3. It arises due to the polarization of the atoms along particle path which shields
the field of the traveling particle [9]. So the electrons far from the path of the particle
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will therefore contribute less to the total energy loss and this must be corrected for. The
density effect correction δ(βγ) is given by the Sternheimer formula [93]:

δ =





0 X < X0

4.6052X + C + a(X1 −X)m X0 < X < X1

4.6052X + C X > X1

, (5.25)

where X = log10(βγ). The quantities X0, X1, C, a and m depend on the material, the
corrections being larger for condensed materials than lighter substances such as gases [9].
This comes from the fact that the parameter C scales with the plasma frequency of the
material hνp

C = −
(

2 ln
I

hνp

+ 1

)
(5.26)

which is proportional to the density of electrons Ne:

νp =

√
Nee2

πme

, Ne =
NAρZ

A
. (5.27)

Even though a small dependence on M is introduced through Tmax at high energies, for
all practical purposes the dE/dx given by Eq. 5.23 depends on β only. Conventionally it
is a function of βγ = p/Mc. Equation 5.23 is valid for 0.1 . βγ . 1000 since at the lower
limit the velocity of the incident particle becomes comparable with the atomic electron
“velocity”and at the upper limit radiative losses start to be important (1% at around
10 Gev for muons) [9].

The mean energy loss for muons, pions, and protons in different materials measured as
a function of the particle momentum and βγ is shown in Fig. 5.5. As can be seen from
the figure at low velocities dE/dx is dominated by the overall 1/β2 factor and is steeply
decreasing with increasing velocity until about β ≈ 0.97, where a minimum is reached.
Note that the broad minima around βγ ≃ 3 is roughly independent of material. Particles
in this region are usually termed “minimum ionizing particles” (MIPs). As the momentum
increases beyond this point, the term 1/β2 is almost constant and dE/dx grows as lnβγ
since Tmax increases as β2γ2 due to (rare) large energy transfers to a few electrons. This
region is known as the relativistic rise. Restricting the energy transfer to T ≤ Tcut ≤ Tmax,
so excluding events with large energy transfers, the truncated mean energy loss reads:

− dE

dx

∣∣∣∣
T<Tcut

= Kz2Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tcut

I2
− β2

2

(
1 +

Tcut

Tmax

)
− δ

2

]
. (5.28)

In this case the βγ term producing the relativistic rise is replaced by a constant (Tcut

replaces Tmax), and dE/dx|T<Tcut reaches a constant value, the so-called Fermi plateau.
As Tcut → Tmax, the truncated mean energy loss (Eq. 5.28) approaches the Bethe-Bloch
function (Eq. 5.23).

The dE/dx in a thin material as given by Eq. 5.23 is governed by large fluctuations due
to the limited number of ionizations, excitations, and large energy transfer events. Even
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Figure 5.5: Mean energy loss as a function of βγ for pions, muons, and protons in different
materials (omitting radiative effects) [9].

with hundreds of dE/dx samples measured in a track a proper value for the mean energy
loss can not be determined. These fluctuations are not Gaussian but are asymmetric with
a high energy loss tail due to the large single-collision energy transfers discussed above,
giving rise to a Landau distribution [94]. Different methods have been investigated to
overpass this difficulty and the best and easiest way is to calculate the most probable
energy loss (usually its value is below the mean given by the Bethe-Bloch equation).

Considering ∆ the energy losses of a particle traversing a gas volume of thickness x, the
energy loss probability distribution f(∆; βγ, x), customarily called “straggling function”,
is given by:

f(∆; βγ, x) =
φ(λ)

ξ
, (5.29)

where ξ = (K/2) 〈Z/A〉 (x/β2) and the Landau distribution φ(λ):
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φ(λ) =
1

π

∫ ∞

0

e−u lnu−uλ sin πudu ≈ 1√
2π
e−

1

2
(λ+e−λ), λ =

∆ − ∆MP

ξ
. (5.30)

Here λ is defined to be the normalized deviation from the most probable energy loss,
∆MP [95]:

∆MP = ξ

[
ln

2mc2β2γ2

I
+ ln

ξ

I
+ j − β2 − δ(βγ)

]
. (5.31)

The parameter j is 0.200 [95] and ∆MP/x scales as a ln x+ b [96].

5.4.2 Signal Determination

The ALICE TPC can perform PID through the measurement of the ionization of the
charged particles traversing the gas volume. The dE/dx for a given track must be extracted
from the number of clusters, ncl, assigned to the particle track (50 < ncl < 159) [68]. The
charge deposited in the clusters is related to the dE/dx and the maximal charge Qmax

(the highest ADC value) or the total charge Qtot can be determined for each cluster. The
question of whether the dE/dx information should be extracted from Qmax or Qtot is still
under discussion. Results presented here are based on evaluations from Qtot, but for the
high multiplicity environment expected in heavy-ions collisionsQmax may be more adequate
since it is less sensitive to the cluster overlaps.

The cluster charge straggling function is determined for each track, but its mean value
is not a good estimator due to the fluctuations of long tail towards higher energy losses as
could be seen from the previous section. The truncated mean distribution, S, also called
the TPC signal, is used instead. At present, S is derived track by track by discarding 2% of
the smallest cluster charge values and 40% of the largest ones and averaging the remaining
cluster charges [97], but different values used in the determination of S were investigated
in the past (see Section 8.2.3). The distribution of S for many particles of the same βγ is
almost a perfect Gaussian distribution. The variance of the Gaussian distribution of S is
called the energy loss resolution, σdE/dx, and depends on the number of clusters in a track.
From now the TPC signal from a track, S (the truncated mean), will be called dE/dx of
a detected particle.

The dE/dx Parametrization

Figure 5.6 shows the TPC signal of charged particles versus their rigidity from the
√
s =

900 GeV data. Characteristic bands for electrons, pions, kaons, protons, deuterons can
clearly be observed. Different parametrizations can be used to describe the dE/dx. ALICE
has adopted the parametrization proposed by the ALEPH experiment of the form [98]:

f(βγ) =
P1

βP4

(
P2 − βP4 − ln

(
P3 +

1

(βγ)P5

))
, (5.32)
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The curves correspond to the ALEPH parametrizations of the dE/dx (see text).

where β can be expressed using γ = 1/
√

1 − β2 as

β =
βγ√

1 + (βγ)2
. (5.33)

The ALEPH parametrizations for each particle type are shown as lines in Fig. 5.6. For the
ALICE TPC, the parameters were found to be: P1 = 0.028, P2 = 26.34, P3 = 5.041×10−11,
P4 = 2.125, P5 = 4.887. These parameters are different from the ALEPH TPC ones since
the Ne-based gas mixture used by ALICE differs from the gas mixture of the ALEPH TPC
(90% Ar and 10% CH4). They are determined from a fit with the best possible precision.
The fit procedure is presented in [99]. But other, simple parametrizations are often used.

The dE/dx Resolution

The important quantity for PID purposes is the energy loss resolution, σdE/dx. For a perfect
gain calibration, it depends on the number of clusters, ncl, the pad length, l, and the gas
pressure, p. The resolution is not expected to depend drastically on the pad length, as
long as the total length of the measured track, i.e. ncl × l, is constant. The width of
the ionization distribution (which together with the cluster size defines the energy loss
distribution) is inversely proportional with the product lp [68]. For the ncl dependence a
statistical scaling according to the law σdE/dx ∝ 1/

√
ncl is expected. This will not be the

case since the straggling functions are subject to large fluctuations due to the high energy
loss tails. Allisson and Cobb [100] proposed an empirical relationship between dE/dx
resolution and ncl and l:

∆dE/dx

dE/dx
=

0.96

2.35
n−0.46

cl l−0.32. (5.34)
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In addition, systematic uncertainties will also influence the dE/dx measurements. There-
fore, the overall resolution is assumed to be [68]

σ2
dE/dx(ncl) = σ2

syst +
σ2

stat

ncl

. (5.35)

The dE/dx resolution dependence on the number of clusters assigned to cosmic tracks is
shown in Fig. 5.7. As can be seen from the figure, σdE/dx reaches 5% for cosmic tracks with
159 clusters, which is slightly better than the design value of 5.5% as specified in the TPC
Technical Design Report (TDR) [67]. More details on how the σdE/dx is extracted can be
found in [99].
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Figure 5.7: σdE/dx dependence on the number of clusters assigned to cosmic tracks. The
solid line is a fit of the function defined by Eq. 5.35. Picture taken from [68].

5.5 Momentum Measurement

Since the TPC is embedded in a magnetic field B parallel to the electric field, the trans-
verse momentum of any charged particle traversing the gas volume can be determined
through the curvature C of the track projection on the pad plane provided by the x and y
coordinates measured by the readout chambers (see Section 5.3.2), according to:

pT (GeV/c) = 0.3 · B
C

(Tm) (5.36)

The transverse momentum error is given by the azimuthal resolution of a single space
point, rδϕ, calculated in the local frame which approximates the particle trajectory with
a parabola. It can be described by [101]:

∆pT

p2
T

=
rδϕ

0.3 · B · L2

√
720

ncl + 4
(5.37)
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where L is the total visible track length and ncl denotes the number of track points.
Whereas B and L are given by the overall design of the ALICE TPC, the azimuthal
position resolution rδϕ is influenced by [98]:

• The amount of ionization contributing to the individual space point measurements.

• The diffusion broadening of the electron cloud during drift.

• Fluctuations in the gas amplification of single electrons, which effectively enhance
the delocalization caused by diffusion by a factor

√
2.

• E and E×B effects due to the non-homogeneity and non-parallelism of the fields.

All these effects will disturb the momentum resolution. Also a poor track point deter-
mination, as will be the case for high momentum particles, leads to a worse momentum
resolution. For a perfect track of 1.5 m length, creating track points in every pad row (159)
with an uncertainty rδϕ = 1 mm and propagating in a magnetic field of 0.5 T, Eq. 5.37
gives ∆pt/p

2
t ≈ 0.007 (GeV/c)−1. The transverse momentum resolution of the TPC deter-

mined from cosmic ray tracks by comparing the momenta for the first and second half of
each track is depicted in Fig. 5.8. As can be seen from the figure, a transverse momentum
resolution of better than 7% is reached at 10 GeV.
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Figure 5.8: Transverse momentum resolution measured with cosmic rays. Figure taken
from [68].



Chapter 6

Heavy Stable Hadrons

This chapter is devoted to the motivation to search for heavy stable particles predicted
by some extensions of SUSY. These particles could be sufficiently long-lived as to be
directly detected at colliders. The chapter starts with a brief review of the theoretical
motivations for performing such a search and a description of the available scenarios. Then
the production mechanisms at LHC energies will be addressed. The techniques used in
heavy stable particle searches and the existing mass limits are described in the end.

6.1 SUSY Prediction for LHC

Chapter 2 has shown that SUSY is an attractive theory which can solve the hierarchy
problem, unify the coupling constants, and give a viable dark matter candidate. But it
should also be clear that SUSY parameter space is vast and many theoretical scenarios
are available in the SUSY framework. In most of these models, the suggested new physics
searches focus on the decay products of short-lived SUSY particles and the weakly inter-
acting dark matter candidates, assumed stable, appear only as missing energy signatures.
However, several extensions of SUSY predict the existence of exotic, heavy long-lived par-
ticles, which can be directly detected through their interactions with matter. In this thesis
a heavy stable particle is a particle which does not decay during its passage through the de-
tector. Although heavy stable particles recur in many extensions of the SM, the emphasis
will be on SUSY models and only a short description of other scenarios will be presented
here. An excellent review of the theoretical models in which such states appear can be
found in Ref. [102].

Before going into the description of concrete scenarios, let’s briefly address the possible
mechanisms behind the stability of new heavy particles and the best way to do this is
to look at the SM. It provides different types of stable or long lived particles (electrons,
muons, protons, neutrons) which illustrate various ways of stability mechanisms:

• Conservation of quantum numbers.

• Suppressed coupling.

81



82 CHAPTER 6. HEAVY STABLE HADRONS

• Limited (or absent) decay phase space.

The electron can not decay to neutrinos due to the conservation of the electric charge,
while the proton decay is forbidden by the conservation of lepton and baryon number. In
the second mechanism metastability comes about through small couplings to kinematically
allowed decay products. This is the case of muon whose long lifetime arises due to the
hierarchy between the muon mass and weak scale (Γµ ∝ m5

µ/m
4
W ). The long lifetime of

the neutron is explained by the big difference between the neutron mass and the available
kinetic energy of 0.8 MeV to decay. Clearly all these mechanisms can be used to provide
heavy stable particles. In addition, other mechanisms that are not seen in the SM have
been proposed: topological defects, like cosmic strings or magnetic monopoles. The most
used way to induce stability is done implying a new state that carries a new conserved
(or almost conserved) global symmetry. The lightest state will be stable and one or more
higher states may also be stable or meta-stable.

6.2 Theoretical Scenarios with Heavy Stable Hadrons

6.2.1 SUSY Models

Due to the large parameter space, the general MSSM allows for any sparticle to be a heavy
stable particle. However, more specific models have individual heavy stable candidates.
In AMSB scenarios the chargino has usually been considered as a heavy particle. Due
to the gaugino mass hierarchy (M2 ≪ M1 ≪ M3), the lightest neutralino, wino-like,
becomes the LSP and the lightest chargino, also dominantly wino, can be long-lived [103].
A phenomenological study of the minimal AMSB model can be found in Ref. [104]. In
GMSB and SUGRA models, the gravitino is the LSP and any sfermion Next-to-Lightest
Supersymmetric Particle (NLSP) should decay to the gravitino, and may thus naturally be
metastable due to the small effective coupling to the gravitino. As discussed in Section 2.5,
the GMSB suppression is given by the effective SUSY breaking scale, while in SUGRA
models the suppression is set by the reduced Planck mass (MP = 2.4×1018 GeV/c2). This
leads to a great range of possible decay lengths for a sfermion NLSP. In GSMB scenarios
the decay length of a slepton NLSP is [25]

cτNLSP = 0.1

(
100GeV

mNLSP

)5 ( m eG

2.4eV

)
mm, (6.1)

with m eG given by Eq. 2.22. For Planck scale SUSY breaking the lifetime of the NLSP is

obtained by substituting m eG with
√

3m3/2MP in the above equation. A SUGRA model
with a long-lived τ̃ can be found in Ref. [105]. In some extensions of the GMSB scenario
the gluino becomes light, and often the LSP [106]. There are also string inspired models
in which the gluino is the LSP, the so-called O-II orbifold model [107].

Split SUSY is an interesting model that has gained a lot of interest in the past years,
since it predicts a long-lived gluino. A gluino can only decay via squarks, but as the squark
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Figure 6.1: Schematic illustration of the gluino decay into a quark-antiquark pair and the
LSP through a virtual squark in Split SUSY scenarios.

is very heavy in Split SUSY (mq̃ ≫ 1 TeV/c2) and the gluino is much lighter than the
squark (mg̃ ≪ 1 TeV/c2) the gluino decay is suppressed and can only happen via a virtual
squark (to preserve color). In this situation gluinos can undergo 3-body decays into two
quarks plus a neutralino or chargino (see Fig. 6.1) or radiative 2-body decays to a gluon
and a neutralino. Explicit calculations of the decay width and branching ratios of the
gluino in Split SUSY can be found in Ref. [108]. A very simplified treatment of the gluino
lifetime will be given next having as starting point the generic Feynman diagram illustrated
in Fig. 6.1.

Lets consider p the 4-momentum of the gluino, k1 and k2 the 4-momenta of the quarks,
k3 the 4-momentum of the neutralino, and Q the momentum transferred to the virtual
squark. At the vertices there are factors ∼ gsC1, ∼ gf̃C2, while the propagator is 1/(Q2 −
m2

S). Here C1, C2 are constants, gs is the strong coupling constant, gf̃ is the coupling
constant between the neutralino and the quark. The momentum given to the virtual
squark will not be larger than the mass of the gluino, since it provides all the energy for
the decay, so Q2 is very small compared to m2

S and can be neglected. This leads to the
amplitude:

M ≃ C

m2
S

, (6.2)

where C is a constant that combines C1, C2, gs, and gf̃ .

The decay rate for a particle at rest is given by [8]:

dΓ =
1

2mi

(
∏

f

d3pf

(2π)3

1

2Ef

)
|M(mi → pf )|2(2π)4δ(4)(pi −

∑
pf ), (6.3)

where the pi and mi is the momentum and the mass of the initial particle, respectively; pf

and Ef the momentum and energy of the final states.

In order to estimate dΓg̃, the absolute square of the matrix element summed and aver-

aged over spins, |M |2, is needed. Since M is dimensionless, |M |2 = C2m4
g̃/m

4
S. Thus the
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gluino decay rate reads:

dΓg̃ =
1

(2π)5

C2m4
g̃

2mg̃m
4
S

δ(4)(p− k1 − k2 − k3)
d3k1

2k0
1

d3k2

2k0
2

d3k3

2k0
3

. (6.4)

To get the full width the phase space integration should be performed. The integral over
δ(4)d3k1/k

0
1d

3k2/k
0
2 = 2π and d3k3 = k2

3dk3dΩk3
(k3dk3 = k0

3dk
0
3). Then

dΓg̃ =
1

(2π)4

C2m3
g̃

16m4
S

k0
3dk

0
3dΩk3

. (6.5)

Assuming no angular dependence for ~k3,
∫
dΩk3

= 4π, and that the maximum neutralino

energy is mg̃/2, so
∫ mg̃/2

0
k0

3dk
0
3 = m2

g̃/8, the total width is given by:

Γg̃ ≈
C2

256π3

m5
g̃

m4
S

. (6.6)

Thus the lifetime of the gluino becomes very long, of order [28]

τ =
1

Γg̃

≃ (4π)3m
4
S

m5
g̃

≃
( mS

1013 GeV

)4
(

1 TeV

mg̃

)5

0.4 Gyr, (6.7)

where the the SUSY breaking scale mS may vary from 107 GeV/c2 up to GUT scale and
the gluino mass mg̃ may range from 100 GeV/c2 to 1 TeV/c2. Inserting these numbers
in the above equation one obtains a gluino lifetime in between 10−6 s and the age of the
Universe (see Fig. 6.2). For a phenomenology study, see [109].

There are also models with long-lived squarks and the main candidate is the stop
eigenstate t̃1 since it is expected to be the lightest scalar quark (from renormalization group
equations one expects that due to the strong Yukawa coupling between top/stop and Higgs
fields the soft SUSY breaking masses mQ, mū, and md̄ of the 3rd generation sfermions are
smaller than those of the 1st and 2nd generation and gives rise to large mixing) [21]. An
interesting scenario with a long-lived t̃1 can be found in Ref. [110]. In this model the mass
difference between the LSP χ̃0

1 and the NLSP t̃1 is small due to the non-universal squark
mass terms, while the chargino is kept too heavy for the decay t̃1 → bχ̃+

1 to occur.

6.2.2 Other BSM Models

SUSY is not the only theory with heavy stable particle candidates. Other BSM scenarios
also predict heavy stable states. The same stability mechanisms as in the SM or SUSY
are responsible for these new states: a new conserved quantum number or the decays are
suppressed by kinematics or couplings. For example, in Universal Extra Dimensions the-
ories all the SM fields are allowed to propagate freely in all dimensions (not only in the
3+1 normal dimensions, but also in the new ones). Due to the compactification of the extra
dimensions, the momentum components along these dimensions become discrete and, as
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Figure 6.2: The gluino lifetime τg̃ in Split SUSY as a function of the sfermion mass m̃
for tan β = 2 and µ > 0. The dashed horizontal line represents the age of the Universe
τU = 14 Gyr. The figure is taken from [108].

they contribute to the effective mass of the particles propagating in all dimensions, heavy
Kaluza-Klein (KK) towers appear in the effective 4D theory. Momentum conservation in
the extra dimensions leads to very long-lived KK excitations of quarks and gluons, which
will hadronize into stable states [111]. This requirement has an important phenomenologi-
cal consequence: the KK modes will be pair-produced through reactions as gg → gKKgKK

or qq̄ → gKKgKK . So as signature one should look for events with two heavy, stable
back-to-back particles traversing the detector. More exotic theories like models with lep-
toquarks [112], certain unification models [113], fourth generations fermions [114] can also
give rise to heavy stable particles depending on the parameters.

6.3 Heavy Stable Hadrons in SUSY at LHC

The focus in this section will be the heavy stable colored particles predicted by the different
SUSY scenarios in term of a stable gluino or squark. At LHC, the squarks and gluons would
be produced through the following partonic reactions [115]:

q̃ ¯̃q production : qi + q̄j → q̃k + ¯̃ql

g + g → q̃i + ¯̃qi

q̃q̃ production : qi + qj → q̃i + q̃j and c.c.

g̃g̃ production : qi + q̄i → g̃ + g̃

g + g → g̃ + g̃

q̃g̃ production : qi + g → q̃i + g̃ and c.c.
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where the indices i − l indicate the flavors of the quarks (q) and squarks (q̃) and charge-
conjugates processes (c.c.) are also possible.

The relevant Feynman diagrams are displayed in Fig. 6.3. Squarks final states require
quark-antiquark (a), gluon-gluon (b), quark-pair (c), quark-gluon (f) initial states; gluinos
are produced from quark-antiquark (d), gluon-gluon (e), quark-gluon (f) collisions. All
these processes are strong, and therefore depends on the squark and gluino masses as well
as on the strong coupling constant. Using these Feynman diagrams the total partonic
cross sections can be calculated from the squared matrix elements of each process (see
Chapter 3). For masses where large x partons are required quark diagrams typically
dominate, while in the case of low x partons the gluon diagrams dominate. But the
relative yields of squarks and gluinos in the final states are strongly correlated with their
masses: if squarks are lighter than gluinos, the valence partons give the dominant yield
of squark-antisquark/squarks pairs; the gluinos will be copiously produced if they are the
lighter. A detailed calculation of the gluino and squark cross sections can be found in [115].

Figure 6.4 shows the leading order and next-to-leading order gluino, squark, neutralino,
chargino production cross section predictions at the LHC as a function of the average final
state mass. The cross sections were computed with Prospino2.0 [115, 116]. As can be
seen from the figure the gluino cross section is much higher than the stop one. This has
strong implications for ALICE since around 109 pp collisions will be recorded per year (see
Section 4.2.5), so large cross sections for new physics are needed. Due to this requirement,
only stable gluinos were considered in this thesis (see next chapter).

The squarks and gluinos, being colored particles, will pass through a hadronization
stage during which they pick up quarks or gluons to form a color singlet state: R-hadron.
“R” refers to the fact that they are stable only if the R-parity is conserved. Different
R-hadron types can be formed from an exotic color triplet C3 or color octet C8: “mesons”
C3q̄ or C8q1q̄2, “baryons” C3q1q2 or C8q1q2q3, “glueballs” C8g. A brief description of the
hadronization of the colored heavy object within the Lund string fragmentation model [30]
(discussed in Section 3.3) will be given below.

For a color triplet C3 (or C3̄), located at the endpoint of a string, the q̄ or q1q2 (in a
color antitriplet state) from a light quark-antiquark or diquark-antidiquark pair created by
the breakup of the string can combine with the C3 to form a singlet. For a color octet C8,
the picture is more complicated as it is attached to two string pieces that can individually
break as above. One will give a quark or an antidiquark and the other an antiquark or
diquark. The new quarks can combine with the C8 to form an R-meson or R-baryon.
In addition, a gg pair may be produced which leads to the formation of an R-glueball,
while the remaining gluon attaches to the two string pieces. Since no normal glueballs
were observed, the probability to form a R-glueball is a free parameter and is set to 0.1
in PYTHIA. By neglecting the fraction of R-glueballs and since the R-hadron production
occurs predominantly by the C3,8 picking up u and d quarks, roughly 50% of the produced
states will be charged (due to the u − d charge difference); around 1% of the charged
R-hadrons will have charge +2e. Also most of the produced R-hadrons will be R-mesons
(R-baryons contribute less than 10%). As no C3,8C3,8 bound states are considered the
R-hadrons are always produced in pairs.
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Figure 6.3: Squark and gluino production at LHC. Squarks are produced through the
diagrams (a), (b), (c), and (f), while gluino through (d), (e), and (f). The k1 and k2 are
the momenta of the initial partons, p1 and p2 those of the particles in the final states.
Figure taken from [115].
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PYTHIA does not only perform the hadronization, but also allows to study the kine-
matics of the heavy particles produced in collisions. The η distribution for gluino R-hadrons
for different values of mg̃ is depicted in Fig. 6.5. The particles are produced more central
for higher gluino masses as is shown by the narrowing of the η distribution as a function of
mg̃ which follows logically as the available phase space decreases for higher masses. The pT

(left) and β (right) distributions as a function of the gluino mass are illustrated in Fig. 6.6,
while ηR − η

Rpmax
T

and φR − φ
Rpmax

T
distributions for different values of mg̃ are shown in

Fig. 6.7. A few things are noteworthy. First of all, the pT distribution is broad and it
can be a challenge for ALICE to reconstruct the momentum with sufficient precision for
making PID because of the low magnetic field (maximum of 0.5 T). Second, looking at
the β distribution (β = p

E
), it can be seen that the R-hadrons have an average velocity

significantly smaller than one. So R-hadrons are very different from SM particles with
the same momentum: the slow R-hadrons will ionize like “soft” protons and will have a
large time-of-flight. It is this difference that can be exploited in order to identify heavy
stable particles and which can also give limitations for ATLAS and CMS since they can
only trigger on (and associate all detector information for) tracks with β > 0.7 because the
LHC bunch spacing is so short (25 ns) 1. Third, the R-hadrons are seen to be produced
approximately back-to-back in φ.

1Note also that if ATLAS and CMS can not detect the slow R-hadrons, the identification has to rely
on their hadronic reactions (see below) which might be very sensitive to model assumptions.
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In order to establish a search strategy, the mass splittings are crucial: the lightest state
should be dominantly present in the detector. A complete mass calculation can be found
in [118] and only a brief outline will be given here.

The mass of the produced R-hadrons can be approximated by the mass formula of the
lowest level hadronic states with no radial or angular excitation [119]:

mhadron ≈
∑

i

mi − k
∑

i6=j

(Fi · Fj)(Si · Sj)

mimj
. (6.8)

The summation is over the partons i inside the hadrons, mi are the parton constituent
masses, Fi represents the color SU(3) matrices, Si the spin SU(2) matrices (for parton i),
and k a parameter with dimension (mass)3. The second term of Eq. 6.8 gives the mass
splittings; terms involving a heavy parton in the denominator can be safely neglected due
to the big difference between constituent masses and heavy parton mass. The π − ρ,K −
K∗, D−D∗, B −B∗ masses and mass splittings are reproduced reasonably well using k ≈
0.043 GeV3, while in the baryon sector the masses are obtained using k ≈ 0.026 GeV3. The
mass splittings for R-hadrons are then found to be less than the order of 100 MeV/c2 [118].

Other important aspects for a search strategy are the R-hadron interactions with “nor-
mal” matter when propagating through a medium. The dominant interactions are the
electromagnetic and strong ones. As the ionization energy loss of charged particles was
already discussed in Section 5.4.1, only the nuclear interactions will be shortly addressed
in the following.

The nuclear interactions of the R-hadrons are not well understood and different phe-
nomenological approaches [118, 120] were developed to describe the R-hadron nuclear scat-
tering processes. The model proposed in [118] uses a constant geometrical cross section and
phase space arguments in order to predict all possible 2 → 2 and 2 → 3 processes, while
the energy losses are determined by implementation of the model into GEANT3 [118] or
GEANT4 [121]. The second approach [120] is a Regge-based model which was extended and
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implemented in GEANT4 [122]. Only small differences in terms of the predicted energy loss
and scattering cross sections between the two GEANT4 approaches were observed [122].

Although the models are using different assumptions some features are common among
them. Since the probability that the parton C3,8 will interact perturbatively with the quarks
in the target nucleon is small (these interactions are suppressed by the squared inverse mass
of the parton), the heavy state C3,8 is considered as a non-interacting spectator, acting as a
reservoir of kinetic energy and surrounded by a cloud of interacting quarks that determine
the charge of the R-hadron. Thus the interaction cross section will be typical of that
of a meson. The energy loss per interaction is predicted to be low (few GeV [121]) and
expected to be dominated by losses occurred in inelastic collisions. This implies that the
fraction of R-hadrons which would be stopped during their traversal of a typical detector
is negligible. Another feature is the conversion of one species of R-hadron to another. This
can be done through baryon number and charge exchange. In the first process, an inelastic
R-meson-nucleon interaction results in the release of a pion for which the reverse reaction is
suppressed (phase space and the relative absence of the pions) [118]. Thus most R-mesons
will convert early to baryons due to the nuclear scatterings in passing through calorimeters
and remain as baryons. In [118, 121] most of the created R-baryons are charged, but
this assumption is now disputed in the case of gluino R-baryons [122]. Charge exchange
may arise in any meson-to-meson, meson-to-baryon, or baryon-to-baryon process and is
expected to form a substantial contribution to all interactions. The charge and baryon flip
is one of the signals that ATLAS and CMS are relying on in their search for R-hadrons.

6.4 Experimental Search Techniques

As could be seen from Section 6.2 heavy stable particles are predicted in a broad range of
models. As their signatures are determined by interactions with materials, these particles
can be identified using various experimental techniques that will be described next. The
most common search techniques include the use of ionization energy loss (dE/dx) and Time
of Flight (ToF).

From Section 5.4.1 one could see that the ionization energy loss depends on βγ. This has
crucial implications in searches for heavy stable particles at collider since these particles will
look like muons (penetrate calorimeters) and their momenta (p = Mβγ) can be determined
from the curvature of its track in a magnetic field.

Several issues should be taken into account when using this search technique. The main
problem is related with the 〈dE/dx〉 not being Gaussian, but rather described by a Landau
distribution. The solution, as discussed in Chapter 5, is to calculate the most probable
energy loss. The background sources are:

• The positively charged ions from secondary interactions in the detector material
produced by primary particles.

• Finite resolution of the tracking chamber that causes, for example, two very close
tracks to be reconstructed with a highly ionizing signal.
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• Secondary highly ionizing particles from collisions between the beams and the gas
inside the beam pipe.

• Combinatorial mistakes when combining ionization and momentum informations
(more probable when they are provided by different detectors). This will not be
the case for ALICE since both ionization and momentum are given by the TPC.

The second most used method of heavy stable particles identification is the ToF mea-
surement. At actual energies, all the stable or metastable SM particles will have a velocity
of β ≈ 1, while the new massive particles will be produced with smaller velocity and thus
will have a large ToF. As for the dE/dx case, the correlation of momentum (measured from
a different detector) and velocity leads to a measurement of the mass (M = p/βγ) with an
accuracy given by (

∆M

M

)2

=

(
∆p

p

)2

+

(
γ2 ∆β

β

)2

. (6.9)

Here the uncertainties of the momentum and velocity are assumed to be uncorrelated. Also
the uncertainty of the velocity is given by the uncertainty of the ToF t (∆β/β = ∆t/t).
As background sources one can have combinatorial mistakes when combining momentum
and time-of-flight informations.

6.5 Existing Searches and their Limitations

The last part of this chapter will overview some of the various searches for heavy stable
particles. A detailed review of limits on massive particles can be found in Ref. [102], while
for an exhaustive list of all results the curious reader should consult Ref. [9].

The most direct way to look for new particles is by using colliders. The best current
collider constraints (in terms of masses and cross sections) have been obtained at e+e−

(LEP) and pp̄ (Tevatron) facilities, but searches at e−p collider (HERA) have also been
carried out. The lower mass bounds are typically the result of a comparison between the
predicted pair-production cross section of a massive particle in a particular model, and
a limit on the number of events with particles reconstructed above a certain mass from
the experiment. As discussed in Section 6.4, due to their large mass these particles would
have anomalously high dE/dx, so the primary experimental observable used is the dE/dx
measurement. Simple topological cuts are also used to look for such candidates.

The OPAL experiment at LEP, adopting the above approach, searched for long-lived
massive particles of charge ±e or fractional charge ±2/3e, ±4/3e, ±5/3e [123]. The data for
this study were collected by the OPAL detector between 1995 − 2000 (the so-called LEP-
2 period) at center-of-mass energies from 130 GeV to 209 GeV, with a total integrated
luminosity of 693.1 pb−1. The massive particles, denoted by X±, with mX > mZ/2 were
assumed to be pair-produced in the reaction e+e− → X+X− and not to interact strongly.
Since no evidence for the production of such particles was observed, model independent
upper limits on the pair-production cross section for weakly interacting scalar and spin
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1/2 particles were extracted at 95% confidence level (C.L.), combining the results from
all center-of-mass energies and assuming s-channel production. For spin 0 particles with
charge ±e the 95% C.L. upper bound on the pair-production cross sections varies from
0.005 to 0.028 pb in the mass range 45 < mX < 101 GeV. Translated into sparticle masses
this implies a lower mass limit of 98.0 GeV/c2 and 98.5 GeV/c2 for the mass of right-
and left-handed smuons and staus, respectively. Note that this bound does not translate
to selectrons, as their cross section depends on other sparticle parameters in t-channel
production. For spin 1/2 particles with charge ±e, the 95% C.L. upper limit varies from
0.005 to 0.024 pb in the mass range 45 < mX < 100 GeV/c2 which gives a low mass
limit for charginos and leptons of 102 GeV. For fractional charge ±2/3e, ±4/3e, ±5/3e
particles, the cross section limits lie between 0.005 and 0.020 pb at 95% C.L. in the range
45 < mX < 95 GeV/c2.

Searches for stable colored particles have also been performed by the ALEPH experi-
ment at LEP [124]. Data from LEP-1 and LEP-2 have been used in this analysis and it
is assumed that the LSP is either the gluino or squark, in the context of the MSSM with
R-parity conservation. For a stable gluino hypothesis, the dominant production process is
e+e− → qq̄g̃g̃, where a radiated gluon splits into a pair of stable gluinos. Data collected by
ALEPH at LEP-1, at center-of-mass energies around the Z resonance, were considered for
this process (about 4.5 million hadronic Z decays). This search results in a low mass limit
of 26.9 GeV/c2 at 95% C.L. for a gluino LSP. For stable stops and sbottoms, ALEPH was
investigating the process e+e− → q̃ ¯̃q with LEP-2 data, using dE/dx measurements. Due
to the mixing of the left- and right-handed states of the stop (or sbottom), a conservative
assumption was made here: the mixing angles were taken such that the stop and sbottom
couplings to the Z disappear. This allowed for stable hadronizing stop (sbottom) to be
excluded up to masses of 95 (92) GeV/c2 at 95% C.L.

The CDF experiment at the Tevatron has also looked for long-lived charged massive
particles [125]. Limits for weakly interacting and strongly interacting stable massive par-
ticles were set with 1 fb−1 of pp̄ collisions at center-of-mass energy of 1.96 TeV collected
with a high transverse momentum pT muon trigger. Using a ToF detector to calculate the
masses of the particles from their measured velocity and momentum, long-lived massive
particle candidates have been isolated. Two scenarios were considered in this analysis:
the production of a single stable massive particle and a benchmark model for top-squark
pair production in the reference volume. The first one is largely model independent, while
the results of the second one could generally be applied to all stable t̃ production models.
SM backgrounds are estimated from the mass resolution on muon-like particles found in
a control-region, and no excess of events is found for masses above 100 GeV/c2. Model
independent upper limits on the production cross section of σ < 10 fb and σ < 48 fb at 95%
C.L. for weakly and strongly interacting stable massive particles were found for candidates
with pT > 40 GeV/c, |η| < 0.7, 0.4 < β < 0.9, and a measured mass m > 100 GeV/c2.
From the above limits a lower stop mass bound of 249 GeV/c2 at 95% C.L. was inferred.

The other Tevatron experiment, D0, performed a similar analysis based on 1.1 fb−1

data [126]. In this study stable tau sleptons, gaugino-like charginos, and higgsino-like
charginos produced directly in pairs were considered, so di-muons triggers were used to
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collect data. The ToF technique was used to separate the candidates from the SM particles.
No evidence of a signal was found and an upper limit on stau production cross section was
set at 95% C.L. This varies from 0.31 pb to 0.04 pb for stau masses between 60 GeV/c2

and 300 GeV/c2. For the chargino, mass limits of 206 GeV/c2 and 171 GeV/c2, for a wino-
and higgsino-like chargino, respectively, is given at the 95% C.L.

No stable gluinos were considered in the Tevatron work, but a limit on the gluino
mass, in the case when it fragments into a stable neutral hadron that remain neutral
throughout the detector, was set from Tevatron Run I limits on stable charged particles
and anomalous mono-jet production to mg̃ & 170 GeV/c2. This limit could be increased
to mg̃ . 430 GeV/c2 with a luminosity of 2 fb−1 collected by Run II [109].



Chapter 7

R-hadron Search with the ALICE
Detector

The preceding chapter illustrates the arguments for heavy stable particle searches. This
chapter presents a Monte Carlo study at

√
s = 14 TeV outlining the ALICE discov-

ery potential of R-hadrons. It concerns both PYTHIA and ALICE detector response
simulations. Gluino R-hadron was chosen as an example of a candidate, and cross sec-
tions and kinematic properties were obtained from PYTHIA simulations for various gluino
masses (100 − 500 GeV/c2). Detailed detector response simulations of the most impor-
tant signatures for R-hadron identification in the ALICE central barrel were performed
for 100 GeV/c2 R-hadron mass. Only the electromagnetic interactions were considered in
this study due to the low material budget that ALICE has. This implies that the results
and conclusions apply to all heavy charged particles - ALICE can not separate between R-
hadrons and other heavy stable charged particles. The work presented here was previously
described in Refs. [127, 128].

7.1 PYTHIA Event Generation

Events were generated using PYTHIA 6.4.10 [31]. The gluino production was enabled
through the processes gg → g̃g̃ and f f̄ → g̃g̃ (Subprocesses 244 and 243). For moderate
gluino masses (mg̃ up to ∼ 1400 GeV/c2), the channel gg → g̃g̃ is dominating when
considering pp→ g̃g̃. The processes allowing for f f̄ → g̃χ̃n (Subprocesses 237− 242) were
disabled in order to minimize the model dependence. The gg → g̃g̃ cross section depends
only on the gluino mass, while the f f̄ → g̃g̃ cross section depends on the mixing in the
squark sector and is therefore subject to model assumptions. In PYTHIA the dominating
part of the cross section is the gg term. In the present study, the gluino hadronization is
performed using custom code taken from the example R-hadron program on the PYTHIA
homepage [129].

Gluino masses of 100, 200, 300, and 500 GeV/c2 were investigated. For each gluino
mass, 10000 events were generated in order to ensure enough statistics for the study of

95
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Figure 7.1: Transverse momentum (left) and β (right) distributions normalized to the
number of simulated events, Nev, for charged and neutral R-hadrons for different values of
mg̃ for |η| < 1 (

√
s = 14 TeV).

σg̃g̃ [mb] Acceptance Ratecharged

Mass [GeV/c2] 7 TeV 14 TeV 7 TeV 14 TeV 7 TeV 14 TeV

100 1.2×10−5 5.6×10−5 0.36 0.31 4.7×10−8 1.6×10−7

200 3.2×10−7 2.2×10−6 0.42 0.36 1.5×10−9 0.7×10−8

300 2.9×10−8 2.8×10−7 0.45 0.38 1.5×10−10 1.0×10−9

500 8.4×10−10 1.6×10−8 0.51 0.44 5×10−12 0.7×10−10

Table 7.1: Rate (see text) of charged R-hadrons for
√
s = 7 TeV and

√
s = 14 TeV.

the detector response. In order to see how many R-hadrons would have nearly full length
tracks in the TPC, a cut in pseudo-rapidity |η| < 1 was used.

The kinematics of the physics processes generated were investigated first. Figure 7.1
shows the pT and β distributions inside the TPC acceptance as a function of the gluino
mass. The pT distribution is broad. As already discussed in Section 6.3, the R-hadrons
have low velocities due to their large mass. This can also be seen from the right panel
of Fig. 7.1 which illustrates that the centrally produced R-hadrons are slower than the
forward produced ones since they have a β between 0.3 and 0.9 with a mean around 0.7.

Having established the kinematic properties of the R-hadrons in the TPC acceptance,
the number of R-hadrons that pass the η acceptance cut (Fig. 7.2) was estimated. Events
where neither one of the two generated R-hadrons could be detected, events with one R-
hadron in the TPC acceptance, but also events where both R-hadrons ended up inside the
TPC acceptance have been found. The low fraction of events containing two R-hadrons
shows that an ALICE analysis can not rely exclusively on events with two R-hadrons, but
also should look for events with single tracks. It can be observed that the particles are
produced more centrally for higher gluino masses as is shown by the increase in the number
of R-hadrons which falls in the η cut.
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Next step was to estimate the number of R-hadrons which can be detected by the
ALICE experiment per pp minimum bias collision. This quantity was called “rate”. The
equation used to determine the rate is:

Rate = 2 × σg̃g̃

σpp

× Acceptance

where:

• σg̃g̃ is the LO cross section given by PYTHIA (2nd column of Table 7.1).

• σpp ∼ 110 mb (
√
s = 14 TeV) and σpp ∼ 90 mb (

√
s = 7 TeV) is the total pp cross

section [130]. The values are quite uncertain and subject for further investigations
and experimental verification.

• Acceptance is the ratio between the number of R-hadrons in the TPC acceptance and
the number of generated R-hadrons in the global picture (3rd column of Table 7.1).

• factor 2 appears because the R-hadrons are always produced in pairs.

The last column of Table 7.1 gives the rate for charged R-hadrons (remember that half
of the R-hadrons are neutral). Since the available energy for the next 18-24 months will be
7 TeV [63], the expected rate at this energy was also estimated. Figure 7.3 shows the mean
number of charged R-hadrons for a nominal annual pp run in ALICE where 109 events
are accumulated for

√
s = 7 TeV (blue squares) and

√
s = 14 TeV (red circles). As can

be seen from the figure, the low number of collisions per year makes it very unlikely that
ALICE can discover R-hadrons with mass above 200 GeV/c2 at

√
s = 7 TeV and above

300 GeV/c2 at
√
s = 14 TeV even if they exist.
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7.2 AliRoot Simulations

In this section the AliRoot simulation results based on the PYTHIA output files will be
presented. Two different configurations were adopted: one with TPC standalone (TPC
should be fully calibrated and internally aligned from the first day of running) and in
the other configuration both ITS and TOF were introduced in the simulation. In the
TPC standalone case the ITS was kept in the simulation, but was removed from the
reconstruction. Charged R-hadrons with the mass fixed to 100 GeV/c2, based on the
PYTHIA simulation of 100 GeV/c2 gluinos, were simulated and reconstructed. Note that,
while these R-hadrons have the largest cross sections, they are the most difficult to identify
because they are faster (Fig. 6.6 right). In the TPC standalone configuration both charge
+e and +2e were investigated for the charged R-hadrons. The results of the R-hadron
simulation were compared with the results of pion, proton, and muon simulations with
exactly the same momentum distribution. When ITS and TOF have been included in
the simulation the charge +e R-hadrons were compared with protons. Simulations for
fractional charge R-hadrons (+2/3e, +4/3e) were also run even though this is not predicted
by any of the SUSY models, but this could of course be a signature of free (heavy) quarks.
The simulation results were compared with the ones for charge +e R-hadrons and protons
with exactly the same momentum distribution. The magnetic field used was 0.5 T. Only
tracks with at least 50 TPC clusters, a distance to the vertex less than 0.2 cm in the
transverse direction, and not flagged as kink daughter were required (see Section 9.2).
Furthermore, a cut in pseudo-rapidity |η| < 0.9 and another one in momentum p > 10
GeV/c were added on top of the track selection (to be in a region of optimal performance
for the TPC).

7.2.1 TPC Standalone Simulation - Integer Charge R-hadrons

The reconstruction efficiency per track was found to be 85% for charge +e R-hadrons and
78% for charge +2e R-hadrons.

Figure 7.4 shows the momentum distribution for charge +e R-hadrons. The mean
pRec − pMC is depicted in Fig. 7.5 (the systematic offset from 0 for momenta pMC >
100 GeV/c shows that at the time of the simulations there were some problems with the
momentum reconstruction in the TPC standalone case). As could be seen from Section 5.3,
the estimation of the track parameters depends strongly on the vertex position as well as
the number of track points. Since the TPC alone was used in the reconstruction the ver-
tex position is not well determinated. Also at these high momenta the tracks have almost
straight trajectories and the TPC track points will not be enough to get a good approxima-
tion of the curvature. This leads to a poor estimation of the track parameters (recall from
Section 5.5 that σpT

/pT ∝ 1/L2). The momentum resolution is presented in Fig. 7.6. How-
ever, the momentum resolution is still adequate to separate high momentum R-hadrons
from low momentum (slow) SM particles which might otherwise give a background signal.

Figure 7.7 illustrates the energy loss (dE/dx) as a function of the reconstructed mo-
mentum (pRec > 10 GeV/c) for charge +e R-hadrons (blue), pions (black), protons (red),
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Figure 7.4: Momentum distribution normalized to the number of simulated events, Nev,
for charge +e R-hadrons. Red points represent the input distribution and black points
represent the reconstructed momentum.
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and muons (green). The color coding used is the same throughout this section. Since the
pions and muons overlay completely, only muons can be seen in the figure. As expected
the dE/dx for charge +e R-hadrons lies in the region of 1/β2 while the dE/dx for pions,
protons, and muons are on the relativistic rise/plateau (remember the β distribution for R-
hadrons from the previous section). Figure 7.8 shows the dE/dx distribution for charge +e
R-hadrons, pions, protons, and muons. As can be seen from both figures slow R-hadrons
are well separated from pions, protons, and muons. The number of these R-hadrons was
estimated. In order to do this a cut in reconstructed momentum (pRec > 10 GeV/c) and in
the energy loss (dE/dx > 100) was applied which corresponds to a 5.5 σ separation from
pions and muons. This resulted in 31% of R-hadrons being in this region. The remaining
R-hadrons can not be separated from other charged particles by the TPC on an event by
event basis, but only statistically which is not likely to be feasible because of the low yield.

Charge +2e R-hadrons were also investigated even though the model predicts only a
small fraction (1%) of R-hadrons with such a charge. The model prediction is based on the
low energy QCD hadronic spectrum and is uncertain. Figure 7.9 shows the momentum dis-
tribution for charge +2e R-hadrons. As can be observed from the figure, the reconstructed
momentum is half of the input for this type of R-hadrons because the reconstruction algo-
rithm assumes charge +e particles. The energy loss for charge +2e R-hadrons compared
with the response from pions, protons, and muons as a function of the reconstructed mo-
mentum is depicted in Fig. 7.10. The R-hadrons with charge +2e are completely separated
from the SM particles. There could be a background from high momentum 3He, but be-
cause of the momentum cut of pRec > 10 GeV/c this should be negligible as this would
require the formation of protons and one neutron, all close in momentum phase space, and
all with momenta above ∼ 7 GeV/c (3He can also be rejected by the TOF).

7.2.2 ITS+TPC+TOF Simulation - Integer Charge R-hadrons

In this section the ITS and TOF were included in the simulation. Charge +e R-hadrons
were compared to protons with the same momentum distribution. The reconstruction
efficiency for ITS and TPC was found to be 83%. When a TOF signal is required the
reconstruction efficiency drops to 65%.

The momentum distribution (Fig. 7.11), the mean prec − pMC (Fig. 7.12) and the
momentum resolution (Fig. 7.13) were investigated first. All the figures show that the ITS
greatly improves the momentum determination. The momentum resolution is below 5%
at pMC = 100 GeV/c for this configuration.

Surprisingly the momentum resolution is dominated by multiple scattering (MS) out to
pMC = 50 GeV/c, see Fig. 7.13. One can try to understand this from a simple argument.
The spread in angles by multiple scattering goes as, σθ(MS) ∝ 1/(pβ), while the bending
angle is inversely proportional to the momentum: θ ∝ 1/p. One therefore finds that
σp(MS)/p ∼ σθ(MS)/θ ∝ 1/β, so that even though the multiple scattering for an R-hadron
with a similar velocity as a proton is smaller, the effect on the momentum resolution only
depends on β.

Figure 7.14 shows the dE/dx in ITS as a function of the reconstructed momentum
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Figure 7.11: Momentum distribution normalized to the number of simulated events, Nev,
for charge +e R-hadrons with ITS included in the reconstruction. Red points represent
the input distribution and black points represent the reconstructed momentum.
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Figure 7.15: dE/dx in the TPC as a
function of the reconstructed momentum
(pRec > 10 GeV/c) for charge +e R-hadrons
(black) and protons (red).

(pRec > 10 GeV/c) for R-hadrons (black) and protons (red). As can be observed from
the figure, in the ITS detector one can separate R-hadrons up to higher momenta (pRec <
100 GeV/c). However, the dE/dx resolution is worse than for the TPC and might give a
large background. The improved momentum resolution gives a sharper correlation between
dE/dx in the TPC and momentum (Fig. 7.15).

From the TOF signal one can determine β. Figure 7.16 depicts 1/β as a function of
momentum for charge +e R-hadrons (black) and protons (red). As expected the protons
have a 1/β distribution around 1 (they are ultra-relativistic), while for R-hadrons 1/β
first approaches 1 at very high momenta (p > 250 GeV/c). For pRec > 10 GeV/c and
1/β > 1.04 (which corresponds to a 5 σ separation from protons), 99% of R-hadrons are
in this region. Figure 7.17 indicates that the mass of R-hadrons can be measured directly.

The total probability for reconstruction and PID is 65% with this setup. Even with
the lower reconstruction probability the PID capabilities are much better than in the
TPC standalone case since combining information from different detectors enhance the
separation power between R-hadrons and SM particles. For example, one can remove
proton up to pRec ∼ 200 GeV/c which will almost cut the R-hadrons free in the TPC. One
should also note that since detailed response simulations were done with the lowest mass
(100 GeV/c2), any higher mass will be better separated from the SM hadrons than this
lightest R-hadron.

7.2.3 ITS+TPC+TOF Simulation - Fractional Charge R-hadrons

Some models also predict stable massive particles with fractional charge (±1/3e, ±2/3e,
±4/3e) [112, 131, 132]. Two types of R-hadrons with fractional charge (+2/3e, +4/3e)
were chosen here. The reconstruction efficiency for ITS and TPC was found to be around
80% for both charge +2/3e R-hadrons and charge +4/3e R-hadrons. When a signal in the
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Figure 7.17: Mass squared distribution for
charge +e R-hadrons.

TOF detector is required the reconstruction efficiency drops to 62% in both cases.

The momentum distribution for charge +2/3e, charge +e, and charge +4/3e R-hadrons
is presented in Fig. 7.18 (the color coding used is the same throughout this section). As
can be seen from the figure the momentum for R-hadrons with fractional charge is not well
reconstructed (same reason as for charge +2e R-hadrons).

Figure 7.19 and Figure 7.20 show the energy loss in the ITS and TPC, respectively as
a function of the reconstructed momentum (pRec > 10 GeV/c) for charge +2/3e (black),
charge +e (red), charge +4/3e (green) R-hadrons, and protons (blue). The dE/dx for
charge +2/3e should be 4/9 times the dE/dx of charge +e R-hadrons, while the dE/dx for
charge +4/3e should be 16/9 times the dE/dx for charge +e R-hadrons because dE/dx ∝
q2. As can be observed from the figures, this seems like the case for both detectors. In
the ITS case one can not distinguish between fractional and integer charge R-hadrons for
momenta pRec < 150 GeV/c; the charge +4/3e R-hadrons are complete separated from
protons. In the TPC case a good separation between fractional and integer charge R-
hadrons with pRec > 100 GeV/c was found; the charge +2/3e R-hadrons are very well
separated from protons for pRec > 110 GeV/c. Using velocity and momentum correlations
one should be able to separate the R-hadrons with different charges at low momenta.

7.3 Discussions

In this section the possibility for ALICE to discover heavy stable charged particles based
on the studies of the previous sections will be addressed.

At the nominal LHC design luminosity ATLAS and CMS will have 109 collisions per
second which is as much as ALICE hopes to have in one year. While their triggering
efficiency might be low, this is clearly outweighed by this much larger rate of collisions.
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Figure 7.18: Momentum distribution for R-hadrons with fractional and integer charges.
The difference in the momentum distributions appears because the reconstruction algo-
rithm assumes charge +e particles and is difficult to know from data which charge is
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However, at the start up of LHC the luminosity will be lower and the difference between
the number of events for ATLAS, CMS and ALICE will be smaller and this might provide
a window of opportunity for ALICE to make this exciting discovery.

ALICE has a high triggering efficiency and for events with R-hadrons where the asso-
ciated charged particle multiplicity is large, see Fig. 7.21, one expect no trigger efficiency
losses. Rather, in the case where ALICE has to downscale the trigger rates, it seems
feasible to use the SPD fast multiplicity trigger to enhance the R-hadron sample. Fig-
ure 7.21 illustrates the charged particle multiplicity distribution (excluding R-hadrons) in
the SPD acceptance (|η| < 2) for 10000 events with R-hadrons for 100 GeV/c2 (black)
and 500 GeV/c2 gluino mass. Figure 7.22 shows the distribution of charged particles in
the SPD acceptance for 100000 minimum bias events generated with the same version of
PYTHIA used for the R-hadron study. The trigger fractions obtained for the two charged
multiplicity distributions discussed above are presented in Fig. 7.23 and Fig. 7.24, respec-
tively. The trigger fraction was computed by dividing the integral of each multiplicity
bin by the total integral of the multiplicity histogram (for both minimum bias and R-
hadron cases). Dividing the R-hadron trigger fraction histogram by the minimum bias
one, the trigger enhancement is obtained (Fig. 7.25). For example, requiring more than
50 charged particles only ∼15% minimum bias events are accepted (see Fig. 7.24), while
∼67% (∼73%) R-hadron events for 100 GeV/c2 (500 GeV/c2) gluino mass pass the trigger
cut (see Fig. 7.23). This effectively enhances the R-hadron sample by a factor 4 (5) for
100 GeV/c2 (500 GeV/c2) gluino mass (see Fig. 7.25).

Another option to enhance the number of R-hadron events is to use of the pT trigger
provided by the TRD. Two trigger scenarios have been considered: looking at the maximum
pT in each event and at the second largest pT in each event (|η| < 0.9). In order to
do this, 100000 minimum bias PYTHIA events were generated in the TRD acceptance
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Figure 7.23: Trigger fraction distribution
for events with R-hadrons for different val-
ues of mg̃ in the SPD acceptance (|η| < 2).
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tance (|η| < 2).

Charged multiplicity
0 20 40 60 80 100 120 140 160 180 200

T
rig

ge
r 

en
ha

nc
em

en
t

0

20

40

60

80

100

120

140

160

180

200

Multiplicity trigger enhancement

2R-hadrons 100 Gev/c

2R-hadrons 500 Gev/c

Multiplicity trigger enhancement

Figure 7.25: Multiplicity trigger enhancement for different values of mg̃ in the SPD accep-
tance (|η| < 2). The sharp cut at 180 comes from the fact that no minimum bias events
with multiplicity greather than this value were found in the simulated sample.



108 CHAPTER 7. R-HADRON SEARCH WITH THE ALICE DETECTOR

 [GeV/c]
T

p
0 1 2 3 4 5 6 7 8 9 10

T
rig

ge
r 

fr
ac

tio
n

0

0.2

0.4

0.6

0.8

1

 trigger
T

p

T

maxFirst p

T

maxSecond p

 trigger
T

p

Figure 7.26: pT trigger fraction distribution
for minimum bias events for maximum pT

in the event (black) and the second largest
pT in the event (red) in the TRD acceptance
(|η| < 0.9).

 [GeV/c]
T

p
0 1 2 3 4 5 6 7 8 9 10

T
rig

ge
r 

en
ha

nc
em

en
t

1

10

210

310

410 T

maxFirst p

T

maxSecond p

 trigger enhancement
T

p

Figure 7.27: pT trigger enhancement for
maximum pT in the event (black) and the
second largest pT in the event (red) in the
TRD acceptance (|η| < 0.9).

(|η| < 0.9). The trigger fractions are presented in Fig. 7.26 and the trigger enhancement,
given by inverting the trigger fraction since all R-hadron events have a higher momentum,
is depicted in Fig. 7.27. For the nominal TRD trigger limit (pT > 3 GeV/c), a factor 10
enhancement is found for the first scenario (the max pT in the event), but this is increased
to 30 in the second scenario (the second largest pT in the event). These number are given
for the full TRD and additional investigations are required due to the limited number of
TRD modules available.

While the TPC in standalone mode has some interesting possibilities in searching for
this kind of new physics, to make a discovery one probably needs to have at least one
“golden event” where two high pT tracks approximately back-to-back with dE/dx consistent
with high masses in ITS, TPC, and a time-of-flight indicating that the particles are slow
are measured. To estimate the number of “golden events” (and one track events) in 109

collisions an η cut of |η| < 1 on the MC information together with the requirement that
pMC > 10 GeV/c and 1/β > 1.04 (R-hadrons should be separable in the TOF barrel)
were introduced. The number of events with one R-hadron or two R-hadrons that are
reconstructed and identified are then determined from Eq. 7.1 and Eq. 7.2, respectively. In
the estimation of the number of events with one R-hadron, the events with two R-hadrons
where only one is reconstructed/identified were also included. The number of events with
one or two R-hadrons per annual pp run in ALICE at

√
s = 14 TeV are listed in Table 7.2.

One R-hadron = 109 × σR−hadron

σpp

× (P × Fraction1 + (2P − 2P 2) × Fraction2) (7.1)

Two R-hadrons = 109 × P 2 × σR−hadron

σpp
× Fraction2 (7.2)

where:
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• σR−hadron is taken from Table 7.1.

• σpp ∼ 110 mb (see Section 7.1).

• Fraction1 is the ratio between the number of events with one R-hadron which sur-
vives after the cuts (|η| < 1, pMC > 10 GeV/c, 1/β > 1.04) and the total number of
events which are generated.

• Fraction2 is the ratio between the number of events with two R-hadrons which
survives after the cuts and the total number of events which are generated.

• the factor 109 is the annual pp collisions recorded by ALICE.

• P = 0.5 × 0.65 = 0.325 is the probability for a R-hadron to be charged and to be
reconstructed (and identified) in ITS, TPC, and TOF.

Mass [GeV/c2] Fraction1 Fraction2 One R-hadron Two R-hadrons

100 0.35 0.13 59+33 6.7
200 0.39 0.16 2.6+1.6 0.34
300 0.41 0.18 0.34+0.20 4.9 × 10−2

500 0.42 0.23 (2.0 + 1.7) × 10−2 4.0 × 10−3

Table 7.2: Number of events with at least one or two R-hadrons at
√
s = 14 TeV (|η| < 1,

pMC > 10 GeV/c, 1/β > 1.04) per 109 events (the ALICE nominal annual pp run).
For the One R-hadron case, the events with two R-hadrons where only one is recon-
structed/identified are also included.

It is important to consider the background for this kind of study, as this will presumably
be the biggest problem for at least single track events. The background could come from
a high pT track associated with a wrong TOF hit from a slow particle, or from wrong
measurements by the TPC.

The background was considered in the following. The simulated data used for this study
has been produced in the Physics Data Challenge 2006 (PDC06) and consists of 2100000
minimum bias events. The same cuts as the ones used in the R-hadron study were applied
(see Section 7.2). Figure 7.28 shows that only 2289 tracks with momentum p > 10 GeV/c
are found from the 2.1 million analyzed events. For the TPC dE/dx one lonely point with
a dE/dx close to 100 was found, see Fig. 7.29. Figure 7.30 illustrates the 1/β as a function
of momentum for 2065 tracks, but as can be seen from Fig. 7.31, here two particles have
1/β > 1.04 which is the PID cut for R-hadrons.

A similar background analysis was performed for around 27.5 millions triggered events
recorded at the center-of-mass energy of 7 TeV. An event with a reconstructed vertex
position, vtxz, was accepted if |vtxz − vtx0| < 10 cm. Only primary tracks with at least 70
TPC clusters, a χ2 per cluster less than 4, at least one cluster in the SPD, and not flagged



110 CHAPTER 7. R-HADRON SEARCH WITH THE ALICE DETECTOR

p [GeV/c]
0 10 20 30 40 50 60 70 80 90 100

dpdN  
ev

N1

-610

-510

-410

p distribution

Figure 7.28: Momentum distribution nor-
malized by the number of events, Nev, for
particles with p > 10 GeV/c from PDC06
data.
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Figure 7.29: dE/dx in the TPC as a func-
tion of the momentum for particles with
p > 10 GeV/c from PDC06 data.
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PDC06 data.
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as kink daughter were required. A pT dependent cut on the distance to closest approach
(d0) to the reconstructed event vertex in the transverse direction was also applied: tracks
were rejected if d0 > 0.35 mm + 0.42 mm · p−0.9

T . All these cuts are detailed in Sections 9.1
and 9.2.
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Figure 7.32: Momentum distribution nor-
malized by the number of events, Nev, for
particles with p > 10 GeV/c from 27.5 mil-
lions events recorded at

√
s = 7 TeV.
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Figure 7.33: dE/dx in the TPC as a func-
tion of the momentum for particles with
p > 10 GeV/c from 27.5 millions events
recorded at

√
s = 7 TeV.

Figure 7.32 shows the momentum distribution for tracks with p > 10 GeV/c; 16792
tracks fulfill this cut. When the TPC dE/dx was correlated with the momentum, 18 tracks
with dE/dx > 100 and p > 10 GeV/c were found (see Fig. 7.33). Figure 7.34 presents the
1/β as a function of momentum for 8805 tracks, but as can be seen from Fig. 7.35, neither
one passes our PID cut for R-hadrons (1/β > 1.04).
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Figure 7.34: 1/β as a function of momen-
tum for particles with p > 10 GeV/c from
27.5 millions events recorded at
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7.4 Conclusions

With the start-up of the LHC, the discovery of physics beyond the Standard Model through
heavy stable charged particles is a possibility also for ALICE. Using the tracking system and
the TOF detector, ALICE has two techniques for identification of heavy stable charged
particles: the dE/dx method and the TOF method. The TPC dE/dx can very easily
separate new particles from SM ones if they have charge q ≥ 2e. At the nominal TPC
gas gain, ALICE can also detect and in some cases separate particles of charge 2/3e from
charge +e high momentum particles. The ALICE TOF detector can not only separate
the slow particles from the faster SM ones, but can also, together with the momentum
information from the tracking, give an estimate for the mass of these particles.

The main ALICE advantage comes from its excellent particle identification capabilities
which implies that one “golden event” will be enough to discover these particles. Figure 7.36
shows a simulated “golden event” where two gluinos produced approximately back-to-back
hadronized into two charged R-hadrons with high pT , dE/dx consistent with high masses
in ITS, TPC, and a time-of-flight indicating that the particles are slow.

No attempts were done for now to search for these particles in the available data sample
collected at

√
s = 7 TeV as the momentum resolution of the TPC needs more investigations

at the expected R-hadrons momenta. Also the number of expected charged R-hadrons at
this energy is low.

Figure 7.36: A fully simulated R-hadron event generated with PYTHIA in the ALICE
central barrel at

√
s = 14 TeV. Two 100 GeV gluinos are produced back-to-back and form

two charged R-hadrons. The velocity and mass is determined from the time-of-flight, the
track length and the momentum.



Chapter 8

PID using the TPC dE/dx

This chapter describes an early study based on ALICE simulated data done to understand
how and to what precision identified particle yields can be obtained on the relativistic rise
when the average energy loss, 〈dE/dx〉, and resolution, σdE/dx, are known. Two methods
have been compared for this: Rπ (STAR approach for statistical PID) and ∆π (the simplest
approach). The ∆π method was found to be more suitable in the case of ALICE.

8.1 Introduction

The STAR experiment at RHIC has demonstrated that with a dE/dx resolution of 8 %
statistical PID is feasible on the relativistic rise (βγ > 4, pT > 3 GeV/c) [133, 134, 135].
Figure 8.1 shows the measurement of the p/π+ and p̄/π− ratios as a function of transverse
momentum for particles identified with the TOF (pT < 3 GeV/c) and the TPC (pT >
3 GeV/c) detectors at STAR.

In principle statistical PID of π,K, and p can be done up to 50 GeV/c or more, because
the energy loss rises logarithmically from βγ ∼ 3.6 (MIP) to βγ ∼ 1000 (the plateau)
(see Section 5.4.1). As βγ = p/m, one will have an almost constant separation between
particles with different mass proportional to log(p/m1)− log(p/m2) = log(m2/m1) so that
the separation between π and K is much larger than the separation between K and p.

The challenge of using the TPC dE/dx for STAR (and ALICE) is that the separation
between particles is not clean, so that the particle yield has to be extracted statistically,
e.g. from a fit to the dE/dx distribution. The dE/dx measured in a momentum interval
can be fit with a sum of 3 Gaussians (π, K, and p) with a total of 9 parameters: 3 yields,
3 mean positions, and 3 widths. The main point of the study in this chapter is therefore
to constrain as many parameters as possible. If the TPC dE/dx is well calibrated the
〈dE/dx〉 should only depend on βγ. If one can extract σdE/dx from the data then one can
in principle constrain the mean and the width, i.e. 6 of the 9 parameters.

In STAR, the Bichsel function from Photo Absorption Ionization (PAI) energy loss
calculations [96] has been adopted as a prediction for the dE/dx, i.e., to constrain the
mean position of the Gaussians. We have previous to this study done a comparison between

113
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Figure 8.1: Measurements by STAR of the p/π+ (left) and p̄/π− (right) ratios from dAu
and AuAu collisions at

√
sNN = 200 GeV compared with the (p + p̄/(π+ + π−) ratio

from light quark jets in e+e− collisions at
√
s = 91.2 GeV (dotted-dashed line) and model

calculations (dotted and dashed lines). Figure is taken from [134].

energy loss calculations by Bichsel and GEANT4 to results from an ALICE TPC test beam
and it was found that the two PAI calculations disagree somewhat and that GEANT4 gives
the best description of the data (because Bichsel includes sub-threshold energy loss in his
calculation which produces little or no ionization) [136]. Even in the best case the energy
loss and resolution is modified by detector effects, so therefore it seems more likely that
the 〈dE/dx〉 curve will have to be extracted from data.

The focus in the next sections is not on how the parametrizations for 〈dE/dx〉 and
σdE/dx are obtained from real data, but rather on how and to what precision the yields
can be extracted once these functions are known. The methods are applied to real data in
Chapter 9.

8.2 Mean dE/dx and Resolution from MC Data

8.2.1 Input Data and Cuts

The simulated data used for this study has been produced in the Physics Data Challenge
2009 (PDC09) and consists of nine runs (81590 to 81599) from the LHC09a4 production
(1149000 minimum bias PYTHIA events). The data reflects the status of the alignment
and the installed detectors as of May 2009. The energy used in the simulation was 10 TeV
and the magnetic field was 0.5 T. Only triggered events with a reconstructed vertex were
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analyzed 1: 977906 events fulfilled these requirements.

Only primary tracks with at least 50 TPC clusters, a χ2 per cluster of less than 3.5, a
distance to the vertex less than 3 cm in both z and transverse directions, and not flagged
as kink daughter were required (see Section 9.2). Furthermore, a cut in pseudo-rapidity,
|η| < 0.9, and in transverse momentum, pT > 0.5 GeV/c, were added on top of the primary
track selection (to be in a region of optimal performance for the TPC). In order to have a
pure sample, only tracks with a MC info as pions, kaons, or protons were accepted.
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Figure 8.2: 〈dE/dx〉 as a function of the momentum for MC pions. The black filled triangles
represent tracks that do not reach TOF and the red open triangles tracks that reach and
have TOF signal.

A first observation from the reconstructed data was a systematic shift between data
with and without TOF signal. Figure 8.2 shows this shift for MC identified pions.

To understand the origin of this discrepancy the η − φ correlations (Fig. 8.3) were
investigated for tracks that do not reach TOF (left) and tracks that reach and have TOF
signal (right). As can be seen from Fig. 8.3 the tracks that do not reach TOF are mostly
at the edges (TOF coverage) and inside a region defined by |η| < 0.2 and 4 < φ < 6
(looks like a problem with one of the TOF modules), while the ones with TOF signal are
uniformly distributed within the available acceptance.

It seems likely that the origin of the problem is the large topological differences between
the tracks with and without TOF signals that are not properly corrected for. As this effect
deteriorate the dE/dx resolution, only tracks with TOF signals were used from now on.

Figure 8.4 shows that there are tracks with a TOF signal and assigned TPC clusters
(NTPC clusters > 50) without a TPC signal (dE/dx ≈ 0). The problem may be related with
the gaps between TPC sectors as the η−φ correlations for these tracks present a structure

1The MB2 trigger condition detailed in Section 4.2.4 was used to select events.
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Figure 8.3: η − φ correlations for MC identified pions that do not reach TOF (left) and
pions that reach TOF and have a TOF signal (right).

compatible with these gaps (see Fig. 8.5). All tracks with dE/dx < 20 were removed from
the analysis.

Figure 8.4: dE/dx as a function of the βγ
for all MC identified particles.
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Figure 8.5: η−φ correlations for tracks with
dE/dx < 20.

8.2.2 Extracting the Mean dE/dx Curve

Figure 8.6 shows the 〈dE/dx〉 as a function of βγ for all MC identified particles. The zoom
in Fig. 8.7 shows that a jump occurs around βγ ∼ 3 which is the point where the pions are
above the momentum cut. Figure 8.8 shows the same curve, but for π and K separately.
It is clear that there is not a single curve, but rather two curves (three curves if protons
are also included).

In order to understand this bias, the mean number of TPC clusters (Fig. 8.9) and at the
ratio between NTPC clusters and NTPC clusters findable (Fig. 8.10) for pions (black circles) and
kaons (red squares) were plotted. Here the NTPC clusters represents the number of assigned
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Figure 8.6: 〈dE/dx〉 for all MC identified
particles as a function of βγ.
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Figure 8.7: A zoom into 〈dE/dx〉 for all MC
identified particles in the minimum ioniza-
tion region as a function of βγ.

clusters to the track, while the NTPC clusters findable is the number of found clusters for
the given track (see Section 5.3.1). Figure 8.9 shows a clear difference between pions and
kaons and it seems the cluster loss only depends on dE/dx. But Fig. 8.10 indicates that
the cluster efficiency is almost the same. The origin of this difference can be the different
topology as well as a problem with the track length correction. For a given βγ = p/m the
different particles have quite different momentum and therefore the track segment length
over the pads, ∆x, is different.

In the following three curves were therefore used to describe the 〈dE/dx〉, one for each
particle specie.
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Figure 8.8: 〈dE/dx〉 as a function of βγ for MC π (black circles) and K (red squares).
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Figure 8.9: Mean number of TPC clusters
per track as a function of βγ for MC π
(black circles) and K (red squares).
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The 〈dE/dx〉 resolution, σdE/dx, is 5-6 %, or around 3-4 ADC ch. To determine the
〈dE/dx〉 with a much better precision than this requires a precise fit. Figure 8.11 shows
the fit to the 〈dE/dx〉 curve for MC identified pions. The functional shape of the fit was
approximated by:

〈dE/dx〉 = k0 · (
1

xk3

+ 1) · xk1

k2 + xk1

(8.1)

where x = βγ and k0, k1, k2, and k3 are constants obtained from the fit.
Figure 8.12 illustrates the mean after the fit has been subtracted. It is clear that

even with MC truth and a fit that looks reasonable the precision of 〈dE/dx〉 is not great
because one will have systematic shifts of 0.05-0.1 σ. The discrepancy is also revealed by
the reduced χ2 for the fit, so that one can try to find a fit function that describes the data
with higher precision.

8.2.3 Extracting the dE/dx Resolution

The dE/dx is obtained as the truncated mean of up to 159 clusters (see Section 5.4.2).
One should be able to get a rough estimate from the energy loss data of the track itself.
The dE/dx is calculated with the truncated mean algorithm as the mean of the 70 % 2

lowest charges. If one would also determine the RMS, one would expect that the resolution
should be:

σdE/dx =
RMS√

NTPC clusters

. (8.2)

However, because there are strong positive correlations between the charge of neighboring
hits on the track, due to diffusion and pad row couplings, one will in general underestimate
the resolution with this method, i.e. the resolution would be too good.

2This was the value used in the simulations performed in 2009.



8.2. MEAN DE/DX AND RESOLUTION FROM MC DATA 119

γβ
20 40 60 80 100 120 140

<d
E

/d
x>

 [a
.u

.]

40

45

50

55

60

65

70

75

80

data

fit

 for MC pionsγβ<dE/dx> vs 

Figure 8.11: 〈dE/dx〉 as a function of βγ for
MC identified pions (black triangles) fitted
with Eq. 8.1 (red line).
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Figure 8.12: The results of the fit subtrac-
tion from 〈dE/dx〉 (pions) as a function of
βγ.

Instead one will have to extract the dE/dx resolution from the data and parametrize
it. One expects that the dE/dx resolution can be parametrized as:

σdE/dx = σ0 · dE/dxa ·
(

159

NTPC clusters

)b

, (8.3)

where NTPC clusters is the number of TPC clusters on the track and the constants are
expected to be: σ0 ≈ 0.05, a ≈ 1, and b ≈ 0.5.

Figure 8.13 presents the mean number of clusters per track for all MC identified par-
ticles. The minima for protons and kaons follow the minima for dE/dx implying that the
gain in the simulation is so low that MIP particles loose clusters because the charge goes
below threshold. It is important that this bias is properly handled if it is present in the
experimental ALICE data. At the moment, the gain of the TPC is higher than that in
this MC data set, see [137, 138], and one could hope that the higher gain will remove this
bias.

For the MC data a multi-dimensional histogram was constructed with dE/dx as a
function of MC PID, NTPC clusters, and momentum p. By projecting dE/dx versus p and
fit the dE/dx distribution for narrow intervals in momentum, the 〈dE/dx〉 and σdE/dx can
be determined. In this way a large data set is extracted and can be described with Eq. 8.3.
In order to estimate the constants in the parametrization, at least on the average, the
dependence on dE/dx and NTPC clusters should be removed. The constants were found
to be σ0 = 5.1 %, a = 1 and b = 0.7. Figure 8.14 depicts the fitted resolution divided
by the parametrized resolution as a function of 〈dE/dx〉 (left) and NTPC clusters (right).
This shows that the parametrization to a large degree corrects for the dependence on these
variables.

While σ0 and a are as expected, b = 0.7 is different from the expectation of b = 0.5
(square root dependence). This suggests that the parametrization is not optimal. It is
clear from Fig. 8.13 that the dE/dx and NTPC clusters are correlated, so that it is a bit
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uncertain where the problem is. It might also be that the track length should be used
instead of NTPC clusters as this takes into account both the η-variation and the difference
between short, medium and long pads. For now, the expression found will be used.

8.3 Determination of the Identified Particle Yields

The focus in this section is on the determination of the yields of π, K, and p in a narrow
momentum interval using the 〈dE/dx〉 and σdE/dx found in the last section.

This means that no full pT spectra will be constructed, but rather the MC and re-
constructed yields will be compared directly since the rest of the analysis should be very
similar to the one that will be used to construct charged pT spectra.

8.3.1 Two Different PID Approaches

The STAR method has been presented in several papers [139, 140]. The idea is for each
momentum interval to study the quantity, Rπ, defined as:

Rπ =
dE/dx− 〈dE/dx〉π

σdE/dx

, (8.4)

where 〈dE/dx〉π is the expected energy loss for a pion and the energy loss resolution,
σdE/dx, varies track-by-track 3.

From the definition of Rπ one expects that the pions will be described roughly by a
Gaussian with the mean position, µ = 0, and the width, σ = 1. On the other hand, as
the σdE/dx is varying track-by-track, the K and p peaks will also vary track-by-track, and
so the K and p distributions do not have to be Gaussian and do not have to have small
widths. No information is gained to constrain the width of K and p and even the locations
of the K and p peaks rely on the specific sample properties (resolution distribution).

An alternative to the STAR method is to study:

∆π = dE/dx− 〈dE/dx〉π (8.5)

where 〈dE/dx〉π is the expected energy loss for a pion.
The method is simpler than Rπ, but it does not have to give Gaussian distributions

as one folds Gaussian distributions with different widths. Also in this case no additional
information to constrain the widths and means of K and p is achieved (even the width of
π is not constrained now).

8.3.2 Toy Model

In order to study which method is better, a toy model was developed. In this model the
Rπ and ∆π distributions are generated track-by-track using random p and NTPC clusters,

3The STAR experiment uses log dE/dx and log 〈dE/dx〉 to get a Gaussian distribution. This also affects
σdE/dx which then supposedly does not depend on dE/dx.
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the ALICE 〈dE/dx〉 and σdE/dx parametrizations found in Section 8.2.3. The separation
between particles is given as:

SAB =
|µA − µB|√

σAσB

(8.6)

where A,B can be π, K, and p, µA,B and σA,B are the mean position and width of the Rπ

(∆π) distribution, respectively.
For each track, a random flat momentum distribution between 0 and 20 GeV/c and a

random flat NTPC clusters distribution between 50 and 159 were generated. Knowing the
momentum and assuming the PID, the βγ could be calculated. From βγ and the ALICE
〈dE/dx〉 parametrization, one can get the 〈dE/dx〉. From the just calculated 〈dE/dx〉 and
NTPC clusters on the track, the σdE/dx could be obtained. Assuming a Gaussian distribution,
random dE/dx signals could be generated considering the track to be a pion, kaon, and
proton, and histograms with Rπ and ∆π are filled. Fitting Rπ and ∆π with Gauss functions
one can get the mean position, µ, and the width, σ, used in Eq. 8.6.

Two different cases have been considered: an “ideal” scenario when the σdE/dx is based
only on the number of TPC clusters and 〈dE/dx〉 and a “realistic” case when the σdE/dx is
calculated from the number of TPC clusters and dE/dx. So in the “ideal” scenario, knowing
the particle type, one can use σdE/dx for that particle, e.g. assuming a pion the σdE/dx for
a pion will be used. But if the particle type is not known, σdE/dx should be calculated
from the “realistic” scenario. The separation for πK, πp, and Kp was determined by using
Eq. 8.6. Figure 8.15 shows the separation from Rπ and ∆π methods for both scenarios. As
can be seen from the figure in the “ideal” case the Rπ method gives a better separation
than ∆π, while in the “realistic” case the ∆π method is better.

Having the toy model predictions, the separations obtained from the ALICE simulated
data were also investigated. The πK, πp, and Kp separations were computed for MC
identified particles using Eq. 8.6. The results are depicted in Fig. 8.16. The two methods
(Rπ and ∆π) seem to perform similarly, even though Rπ provides a slightly worse separation
for πp and Kp for p > 3 GeV/c.

8.3.3 Constructing the Expected Shape

The problem observed in the Section 8.3.1 was that in both methods one did not obtain the
shape of the dE/dx distribution for K and p. In this section the shape distribution will be
“generated” track-by-track using p, NTPC clusters, the 〈dE/dx〉 and σdE/dx parametrizations.

The method is as follows. For each track, random dE/dx signals are generated assuming
that it is a pion, kaon, and proton, and fill histograms with Rπ and ∆π. To generate
the signals, βγ is obtained from the momentum of the track assuming the PID (mass).
Knowing the βγ, the 〈dE/dx〉 is determined. From 〈dE/dx〉 and NTPC clusters, the σdE/dx

is calculated. Assuming a Gaussian distribution, 10 values of dE/dx can then be generated.
Also the σdE/dx can be recalculated using the generated dE/dx and NTPC clusters. Then
one can fill Rπ and ∆π distributions.

This method means that a large statistics prediction for what the shape of π, K, and p
should be given our specific data sample (in particular the distribution of number of TPC
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Figure 8.15: The πK (left), πp (middle) and Kp (right) separations as a function of
the rigidity from the “ideal” (upper) and “realistic” (lower) toy model. The black stars
represent the results from the Rπ method and the red open circles the results from the ∆π

method.
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Figure 8.17: Generated shapes for π (left), K (middle), and p (right) fitted by Gauss
distributions in a narrow momentum interval for the Rπ method (4 < p < 4.5 Gev/c).
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Figure 8.18: Generated shapes for π (left), K (middle), and p (right) fitted by Gauss
distributions in a narrow momentum interval for the ∆π method (4 < p < 4.5 Gev/c).



126 CHAPTER 8. PID USING THE TPC DE/DX

clusters) is determined. From Fig. 8.13 it is clear that some bias is introduced in the way
the expected shapes are generated. Take e.g. p = 4 GeV/c. The bias is always towards
pions because they are produced in large quantities. As they have more clusters than
kaons and protons at this momentum, the estimated resolution gets too good for kaons
and protons. These shapes will be used for now since no easy way to avoid the bias was
found.

Figure 8.17 shows the generated shapes for π (left), K (middle), and p (right) for Rπ;
the shapes from ∆π are depicted in Fig. 8.18. The plots are for a narrow momentum interval
(4 < p < 4.5 Gev/c). As can be seen from the figures in the Rπ case the distributions
are not quite Gaussian (the asymmetry comes from σdE/dx used to generate the shapes not
being symmetric, but larger for bigger dE/dx), while the ∆π method gives nicely Gaussian
distributions.

Figure 8.19 illustrates a comparison between the mean position, µ, (left plot) and the
width, σ, (right plot) obtained from the generated shapes (filled markers) and ALICE
simulated data (open markers) as a function of the rigidity for the Rπ method; the ∆π

results are presented in Fig. 8.20. A good agreement between the generated shapes and
the ALICE simulated data distributions is found, so this implies that one can use the µ
and σ of the generated distributions to fix the means and widths for π,K, and p.
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Figure 8.19: The mean position, µ, (left) and the width, σ, (right) distributions obtained
from the generated shapes (filled markers) and ALICE simulated data (open markers) as
a function of the rigidity for the Rπ method.

8.4 Results

The results for Rπ and ∆π methods will be presented next. In order to extract the yields,
the Rπ and ∆π calculated for a narrow momentum interval were fitted with a sum of
3 Gaussians (π, K, and p). This gives 9 parameters: 3 yields, 3 means, and 3 widths.
But using the generated distributions from Section 8.3.3, the means and the widths are
constrained, i.e 6 of the 9 parameters.
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Figure 8.20: The mean position, µ, (left) and the width, σ, (right) distributions obtained
from the generated shapes (filled markers) and ALICE simulated data (open markers) as
a function of the rigidity for the ∆π method.
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Figure 8.21: An example of the Rπ (left) and ∆π (right) distributions, the fitting function
(black) and the corresponding particle species distributions: π (red), K (green), and p
(blue). The means and the widths are constrained by the values of the generated shapes.
The results are for 4 < p < 4.5 GeV/c.

Figure 8.21 shows an example of the Rπ (left) and ∆π (right) distributions, in this
case for 4 < p < 4.5 GeV/c. The fit (black curve) fails in both cases the pion peak, but
otherwise describes the data well. The big surprise is that the estimates for the kaons
and protons are significantly different for the same data and parametrizations with the
two methods. For Rπ 250 more kaons than protons were found, while for ∆π 200 more
protons than kaons. This means that even if the constructed estimates of the µ and σ of
the Gaussians are very good, as can be seen from Fig. 8.19 and Fig. 8.20, the extraction of
the yields from the fits has very large uncertainties. This was also found in the case where
the actual ALICE simulated data values for µ and σ were used, so it seems that neither of
the methods is very stable because the separation between kaons and protons is so small.

A comparison between the reconstructed and the MC truth yields (ALICE simulated
data) for Rπ (black stars) and ∆π (red open circles) methods is depicted in Fig. 8.22 (left
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Figure 8.22: Ratio of the reconstructed and MC truth yields for Rπ (black stars) and ∆π

(red open circles) for π (left), K (middle), and p (right) as a function of the rigidity. The
means and the widths are constrained by the values of the generated shapes.

plot shows the ratio of the reconstructed and MC π yield, the middle figure presents the
K results, and the right one the p results). We got a very good estimation of pions yield
for all momenta. The kaons and protons yields are not precisely determined (particularly
for p < 5 GeV/c); however the yields improve at higher momenta.

An attempt to extract the yields by constructing similar quantities as Eq. 8.4 and
Eq. 8.5 for kaons and protons and do a simultaneous fit was also tried. This approach did
not improve significantly the results because the fundamental problem is that kaons and
protons are not very well separated.

Strong correlations between the extracted number of kaons and protons were found
when looking at the correlations between the fitted yields from the covariance matrix
(Fig. 8.23). This explains the poor estimation of the K and p yields (the correlations also
follow the separation presented in Section 8.3.2).

Having the estimated yields in momentum bins, narrow transverse momentum intervals
were also investigated (as STAR is doing). The same procedure as before was used, so to
constrain the means and the widths the distributions had to be generated. The results
are depicted in Fig. 8.24. The pion yield is again precisely recovered, while the kaon and
proton yields are poorly determined.

A good agreement between reconstructed and MC truth yields for all particles was
found when the actual ALICE simulated data values for µ and σ were used. The results
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Figure 8.23: Correlations between the fitted yields from the covariance matrix for Rπ (left)
and ∆π (right) as a function of the rigidity: πK (black circles), πp (red squares), and Kp
(green triangles).
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Figure 8.24: Ratio of the reconstructed and MC truth yields for Rπ (black stars) and ∆π

(red open circles) for π (left), K (middle), and p (right) as a function of the transverse
momentum multiplied with charge sign. The means and the widths are constrained by the
values of the generated shapes.
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are presented in Fig. 8.25. As can be seen from the figure, both methods estimate very
well the particle yields.

The reason for the better estimation of the particle yields for pT is related with both
physics and topology. One expects dN/dpT to be almost independent of y/η in a region
around midrapidity. However, this means that dN/dp is not invariant, so that the actual
shape is very sensitive to the η cut and actually we will bias mostly towards large η (because
dN/dpT is decreasing). So not only that dN/dp is biased towards large η, but it could have
also be seen in Section 8.2 that dE/dx is not equally well calibrated over the full acceptance.
The combination of these two effects can be the cause of the above problems in extracting
the yields.

The discrepancy between the two pT results arises from the generated shapes not pro-
viding the right values and the strong correlations between kaons and protons (Fig. 8.23).
A comparison between the µ (left) and σ (right) obtained from the generated shapes and
ALICE simulated data for the Rπ method is shown in Fig. 8.26. The similar behavior
could be observed for ∆π method. So a better way to generate the expected shapes should
be found.
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Figure 8.25: Ratio of the reconstructed and MC yields forRπ (black stars) and ∆π (red open
circles) for π (left), K (middle), and p (right) as a function of the transverse momentum
multiplied with charge sign. The means and the widths are constrained by the actual
ALICE simulated data values.
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8.5 Conclusions

In this study two approaches, Rπ (STAR method) and ∆π (the simplest method), were
investigated to obtain identified particle yields at high pT . Both methods provide similar
separation between particles as could be seen from the constructed toy model. The same
conclusion was drawn from the ALICE simulated data. In order to fix the means and the
sigmas in the 3 Gaussian fit used to extract the yields, a new approach to generate the
expected shapes for π, K, and p was developed. In the case of ALICE, the STAR method
does not give Gaussian distributions, while Gaussian shapes were obtained for ∆π method.
The ∆π method was chosen for data analysis in the next chapter.

Trying to extract the yields in narrow momentum intervals the methods could only
precisely determine the π yield, while the K and p yields are strongly correlated and very
difficult to obtain. But everything changed when the yields were determined in narrow
transverse momentum intervals: the yields were very well estimated for all particles since
dN/dpT is almost independent of y/η in a region around midrapidity.

The reach in momentum in the analysis is statistically limited because, as can be
seen from Fig. 8.19 and Fig. 8.20, the separation between π, K, and p is increasing with
momentum. This suggests that one could extend this analysis up to 20 GeV/c or higher.

The methods could be studied and refined using π and p from Λ0 and K0 decays,
identified by their displaced decay vertex. Also identified particles by TOF and/or HMPID
detectors could be used for trimming the procedures.
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Chapter 9

Identified Charged Pion Spectra

The previous chapter has shown that the identification capability of charged hadrons could
be extended by employing the TPC dE/dx information. It could also be seen that the ∆π

method (see Section 8.3.1) gave the best results in the ALICE case. In this data analysis,
the ∆π method was used to extract the π+ and π− spectra at high transverse momentum
(pT > 2.5 GeV/c) in pp collisions at

√
s = 900 GeV and

√
s = 7 TeV. Data from around

3.8 (
√
s = 900 GeV) and around 28 (

√
s = 7 TeV) million inelastic pp collisions, recorded

during May and March-April 2010 LHC runs, were used for this analysis. The events were
recorded with positive magnetic field polarity (+0.5 T) for

√
s = 900 GeV and with both

magnetic field polarities (±0.5 T) for
√
s = 7 TeV.

9.1 Event Selection

The event samples used in this analysis were collected with the MB1 trigger condition (see
Section 4.2.4). The trigger efficiency at

√
s = 900 GeV is 96% [141], while at

√
s = 7

TeV it is 93% [142]. The events were in coincidence with signals from two beam pick-up
counters, one on each side of the interaction region, indicating the presence of passing
bunches. In order to remove beam induced background events, an offline event selection is
applied for both data samples as described in [141, 143]. The beam-gas or beam-halo events
are rejected using the timing information from the V0 detector by removing events with
negative arrival time (see Fig. 4.12). In addition, at both energies, correlations between
the number of clusters of pixel hits and the number of tracklets (short track segments in
the SPD) are also used for background rejection since background events typically have
a large number of pixel hits than for collisions [144]. This selection gives 3785370 and
28007959 events for the

√
s = 900 GeV and

√
s = 7 TeV data samples, respectively.

Furthermore, only events with a reconstructed primary vertex within ±10 cm along the
beam axis (z direction) are required for this analysis since, from Monte Carlo simulations,
the vertex reconstruction efficiency is practically independent of the vertex z−position in
this region [141]. The fraction of triggered events with a reconstructed primary vertex
after background rejection is 95% (98.5%), resulting in a 900 GeV (7 TeV) sample of

133
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3589472 (27625589) events from which 3145349 (27491686) events have |z| < 10 cm. The
distribution of the interaction vertices along the beam axis reconstructed by associating
pairs of hits in the two SPD layers is depicted in Fig. 9.1. The vertex distribution has
an estimated r.m.s. of 6.5 cm and 3.2 cm for the 900 GeV and 7 TeV data samples,
respectively.

After these selections, the remaining background in the samples is below 0.01% and
can be neglected. The cosmic-ray contamination is also found to be negligible in both data
samples.
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Figure 9.1: Reconstructed longitudinal vertex distributions obtained from hit correlations
in the two SPD layers for the 900 GeV (black) and 7 TeV (red) data samples. The events
selected for the present analysis are the ones that falls in the region delimited by the
vertical dashed lines (|z| < 10 cm).

9.2 Track Selection

To obtain the π+ and π− yields, primary charged particles are selected in the pseudo-
rapidity range |η| < 0.8. In this way tracks have full projected track length in the TPC
and the efficiency losses due to detector boundaries are minimal. Note that primary parti-
cles are here defined as all particles produced in the collision, including products of strong
and electromagnetic decays as well as weak decays of charmed and beauty particles, but
excluding products from strange weak decays, conversions and secondary hadronic interac-
tions in the detector material which are referred to by secondary particles in the following.

Additional quality cuts are applied to ensure low secondary and fake track contam-
ination as well as good track reconstruction efficiency. A track is accepted if it has at
least 70 clusters in the TPC, a maximum χ2 per cluster of less than 4 in the track fitting,
and at least two hits in the ITS with at least one in the SPD. Furthermore, the track is
not allowed to be flagged as a kink daughter. Here kink means a sudden change in the
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Figure 9.2: Mean number of tracks that passed the selection as a function of event time
stamp for the 900 GeV (left) and 7 TeV (right) samples.

particle’s trajectory which arises when a charged particle decays inside the detector, for
example K+ → µ+νµ. In the reconstruction the K+ is flagged as kink mother and µ+

as kink daughter. A pT dependent cut on the distance to closest approach (d0) to the
reconstructed event vertex in the transverse direction is also applied: tracks were rejected
if d0 > 0.35 mm + 0.42 mm · p−0.9

T , with pT in GeV/c. This cut is tuned to minimize
the contributions from secondary particles and to select primary particles with high ef-
ficiency. Tracks with pT < 0.2 GeV/c are omitted for the 900 GeV sample. For the 7
TeV sample, tracks with pT > 2 GeV/c and a small set of tracks with 0.4 < pT < 0.6
GeV/c and 40 < dE/dx < 60 (the cuts defined a small region around the MIP position
(see Section 5.4.1), called MIP region next) are considered.

In order to verify the quality of the data that passed the selection, the mean number of
tracks is plotted as a function of event time stamp for the 900 GeV and 7 TeV samples (see
Fig. 9.2). As can be seen from the figure flat mean multiplicity distributions are obtained
for both data samples.

In addition to the above cuts, tracks close to the TPC sector edges are removed by
employing a cut on the track φ angle. In this way, the tracks with a low number of TPC
clusters, i.e. worse dE/dx resolution, are removed and only tracks with the proper number
of TPC clusters will be used in the present analysis. The advantage of using this cut is
an increased separation between particles even though the number of tracks is reduced.
Figure 9.3 shows the correlations between the number of TPC clusters, NTPC clusters, and
the φ modulo π/9 (since a TPC sector covers around 20◦ in azimuth) before (left) and
after (right) the cut for positive (up) and negative (down) tracks with pT > 2 GeV/c for
the 900 GeV data sample. In terms of NTPC clusters, the results are presented in Fig. 9.4.
As can be seen from the figure, most of the tracks with NTPC clusters < 100 are removed by
this cut: around 17% of tracks with pT > 2 GeV/c are lost, while around 25% of all tracks
are rejected. The same cut is applied to the 7 TeV data sample and a similar percentage
of rejected tracks is found. One should note that the cut is not only charge dependent, but
also depends on the magnetic field polarity.
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Figure 9.3: Correlations between the number of TPC clusters, NTPC clusters, and the φ
modulo π/9 (since a TPC sector covers around 20◦ in azimuth) before (left) and after
(right) the cut for positive (up) and negative (down) tracks with pT > 2 GeV/c for the 900
GeV data sample.
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Figure 9.4: TPC cluster distributions before (black) and after (red) the φ cut for positive
(left) and negative (right) tracks with pT > 2 GeV/c for the 900 GeV data sample.
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Using this selection, the acceptance and reconstruction efficiency for primary charged
particles and the remaining contamination from secondaries as a function of the transverse
momentum are estimated from PYTHIA combined with detector simulation and recon-
struction. The procedure estimates losses due to the tracking inefficiency, absorption and
secondary interactions of the detector. The acceptance and reconstruction efficiency for
primary charged particles is shown in the left panels of Fig. 9.5. It reaches around 60%
for pT > 1 GeV/c. Since pT > 2.5 GeV/c is the low limit of the momentum range that
this analysis is interested in, an 0.5 bin size in pT is considered here. For a proper evalu-
ation of the acceptance and reconstruction efficiency at low pT , one should use a smaller
segmentation in pT . The losses at low pT are mainly due to energy loss in the detector
material and to track bending in the magnetic field. The contamination from secondary
particles is illustrated in the right panels of Fig. 9.5. As the contamination is around 1%
at pT ∼ 2.5 GeV/c and drops for larger pT , it is small enough not to affect the results
within the expected statistical error at this stage. So the final results are not corrected
for the secondary contamination. Note that the efficiency and secondary contamination
are slightly different for positive and negative particles, mainly due to larger absorption of
negative particles and isospin effects in secondary interactions.

9.3 Correction Factor and Normalization

The acceptance and reconstruction efficiency from the previous section is converted to pT

dependent correction factors. They are used to correct the raw pT spectrum. The correction
factor used in the present analysis is a multiplication between two ratios: the ratio between
the trigger efficiency (see Section 9.1) and the pT dependent correction factors and the ratio
between events with a reconstructed vertex and events with a reconstructed vertex with
|z| < 10 cm. This simple correction factor arises from the following assumptions (remember
that only particles with pT > 2.5 GeV/c are considered in this analysis):

• Events that have not triggered have no high pT yield.

• Events with no reconstructed vertex have no high pT yield.

• No background from diffractive events.

The normalization here is a multiplication between the number of triggered events Nev,
the η bin size ∆η = 1.6, and the pT bin size ∆pT

= 0.5.
In order to test the correction factor and normalization (excluding particle identifica-

tion), the fully corrected pT spectra are compared with data recently published by AL-
ICE [145] and CMS [146] (see Fig. 9.6). For 900 GeV sample, good agreement between
this analysis and ALICE data is obtained for pT > 2 GeV/c, while at low pT , as the sec-
ondary contamination is not corrected for in the present analysis, a small difference can be
observed. A slight discrepancy can also be seen between this analysis and ALICE points
for the 7 TeV sample; it comes from the fact that a different reconstructed data sample
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Figure 9.5: Acceptance and reconstruction efficiency for primary charged particles (left)
and contamination from secondary particles (right), separately for positive and negative
particles in |η| < 0.8 as a function of pT for 900 GeV (upper panels) and 7 TeV (lower
panels) samples. The secondary contamination is not corrected for in the present analysis.
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MIPs are positioned at 50 ADC. The results are for the
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s = 900 GeV data set selected

for this analysis.
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is used in the ALICE analysis. The difference between CMS and ALICE/this analysis
is related to the different event classes (non single-diffractive for CMS and inelastic for
ALICE/this analysis) as well as different pseudo-rapidity windows (|η| < 2.4 for CMS and
|η| < 0.8 for ALICE/this analysis) considered in the analyzes. In addition, the corrected
pT spectrum obtained from the 900 GeV sample is fitted by the Tsallis function [147]

d2Nch

dηdpT
∝ pT

(
1 +

ET

nT

)−n

, (9.1)

where ET =
√
m2

π + p2
T − mπ is the transverse kinetic energy (mπ is the pion mass and

assumed for all tracks), n and T are fit parameters (see Fig. 9.7). Integrating, the pseudo-
rapidity density is found to be dNch/dη = 3.5 compared to dNch/dη = 3.02 published
by ALICE [141]. The difference is related with the data points from this analysis being
slightly higher than the ALICE ones for pT < 2 GeV/c (see above) as well as with the
fit not describing the data at high pT (see Fig. 9.7). The same cross check can not be
performed for the 7 TeV sample due to the transverse momentum cut (pT > 2 GeV/c)
used to select tracks.

A new correction and normalization procedure that matches the strategy described
in [81] is under study. Due to time constraints, it could not be used in this thesis. So
the results from Sections 9.5.2 and 9.5.3 are corrected and normalized using the approach
presented earlier.

9.4 Mean dE/dx and Resolution

9.4.1 The dE/dx Pseudo-rapidity Dependence

Tracks with 0.4 < p < 0.6 GeV/c and 40 < dE/dx < 60 were selected to evaluate the
dE/dx calibration. Since (almost) no momentum dependence of dE/dx is expected for
this region, ideally there should be no pseudo-rapidity dependence if the dE/dx is properly
calibrated. Figure 9.8 presents the dE/dx − η correlations for the MIP region from the√
s = 900 GeV data sample. As can be seen from the left panel of Fig. 9.8 the calibration

is not optimal (at least for MIPs there are residual effects that are not properly taken
into account). Second degree polynomials were used to correct the η dependence of the
dE/dx and to position the MIPs at 50 ADC (see the right panel of Fig. 9.8). A similar η
dependence was also found for the data sample selected at

√
s = 7 TeV (see Fig. 9.9).

9.4.2 Extracting the Pion Mean dE/dx Curve

In order to extract the 〈dE/dx〉π, a triple Guassian fit in narrow momentum intervals was
tried as a first approach, but it did not give a continuos curve. Since the mean values of
these fits should follow a single curve (〈dE/dx〉 (βγ)), a two dimensional triple Gaussian
fit in dE/dx and momentum was used to fit all the momentum intervals at the same time
by requiring a fixed relation between the means (see below). In this way the 〈dE/dx〉π
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Figure 9.9: Left: dE/dx − η correlations for tracks with 0.4 < p < 0.6 GeV/c and 40 <
dE/dx < 60 fitted by second degree polynomials (black lines). Right: Corrected dE/dx
as a function of η; the same functions are used to cross check the corrections and that the
MIPs are positioned at 50 ADC. The results are for the

√
s = 7 TeV data sample selected

for this analysis.
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Figure 9.10: The dE/dx distribution as a function of the momentum together with the fit
to the 〈dE/dx〉π (black line) for the 900 GeV (left) and 7 TeV (right) data samples.
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and the particle yields were obtained simultaneously. The same procedure was folowed on
Monte Carlo data and it described the data well (see Sections 9.5.2 and 9.5.3). Due to
time constraints, the 〈dE/dx〉π could not be cross checked with clean samples from Λ0 and
K0 decays.

The 〈dE/dx〉π was parametrized as

〈dE/dx〉π = b0
1 + x2

x2
+ b1 log(1 + x), (9.2)

where x = p/mπ, b0 and b1 are constants obtained from the fit. A triple Guassian fit
was used in each momentum interval to extract the pion, kaon, and proton yields by
fixing their mean positions to the values approximated by Eq. 9.2 (scaled for kaons and
protons) and using the same width, σ, for each particle species. So the fit has three global
parameters (b0, b1, σ) and three parameters for each momentum interval (π, K, p yields).
The dE/dx distribution as the function of the momentum together with the fit to the
〈dE/dx〉π (black line) is depicted in Fig. 9.10 for the 900 GeV (left) and 7 TeV (right) data
samples considered in this analysis.

9.4.3 Extracting the dE/dx Resolution
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Figure 9.11: σdE/dx as a function of the NTPC clusters fitted with Eq. 9.3 (red line) for the
900 GeV (left) and 7 TeV (right) data sets considered in this analysis.

The dE/dx resolution, σdE/dx, was obtained from the MIP region by fitting the dE/dx
in narrow NTPC clusters intervals with Gauss distributions. For each NTPC clusters interval,
the σdE/dx and 〈dE/dx〉 were determined and the σdE/dx in percentage can be calculated.
Figure 9.11 shows the fit to the σdE/dx for the 900 GeV (left) and 7 TeV (right) data
samples considered in this analysis. The functional shape of the fit was approximated by

σdE/dx =
c0√

NTPCclusters

, (9.3)

where c0 is a constant obtained from the fit. No η dependence of the σdE/dx was found
here.
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9.5 Determination of the Identified Pion Yields

As already discussed in the previous chapter, the ∆π = dE/dx − 〈dE/dx〉π method was
chosen to extract the π+ and π− yields. The ∆π distribution determined for narrow
transverse momentum intervals was fitted with a sum of 2 (3) Gaussians (π, K + p (π, K,
p)) with a total of 6 (9) parameters: 2 (3) yields, 2 (3) mean positions, 2 (3) widths. A
slightly modified approach to construct the expected shapes for pions, kaons, and protons
as the one presented in Section 8.3.3 was used to constrain some parameters: two for the
double Gaussian fit (the mean position and width of pions) and six for the triple Gaussian
fit (the mean positions and widths of pions, kaons, and protons).

9.5.1 Constructing the Expected Shape
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Figure 9.12: The mean position, µ, (left) and the width, σ, (right) obtained from the
generated shapes for positive (upper) and negative particles (lower) for the 900 GeV data.

From Section 8.3.3, one could see that a bias was introduced in the way the expected
shapes are generated because the σdE/dx depends on dE/dx, i.e. depends on the particle
type. In order to remove this bias, a slightly modified approach to “generate” predic-
tions for pion, kaon, and proton shapes was developed based on the 〈dE/dx〉π and σdE/dx

parametrizations found in the previous sections and the number of TPC track points.
First of all, the 〈dE/dx〉K and 〈dE/dx〉p are determined from the 〈dE/dx〉π. The dE/dx

of each track is checked to be within ±3 ADC around 〈dE/dx〉π or 〈dE/dx〉K or 〈dE/dx〉p.
Knowing the particle type (from the above selection) and the NTPC clusters, the σdE/dx is
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Figure 9.13: The mean position, µ, (left) and the width, σ, (right) obtained from the
generated shapes for positive (upper) and negative particles (lower) for the 7 TeV data.

calculated (don’t forget that σdE/dx is in percent now). Assuming a Gaussian distribution,
20 (or more) values of the dE/dx can be generated. Then the ∆π distribution can be filled.

Figure 9.12 presents the mean position, µ, (left) and the width, σ, (right) obtained from
the generated shapes for positive (upper) and negative particles (lower) for the 900 GeV
data, while the results for the 7 TeV data are depicted in Fig. 9.13. As can be seen from
the figures the separation between particles increases with the momentum. Furthermore,
the separation between kaons and protons is so small for the first pT bins and the triple
Gaussian fits will not be very stable (see Appendices D and E). The width is also increasing
with the momentum which is expected since σ is proportional to the dE/dx.

9.5.2 Pion Yields at 900 GeV Center-of-Mass Energy

Figure 9.14 shows examples of ∆π distributions for positive (upper) and negative (lower)
particles together with the double (left) and triple (right) Gaussian fits. The results are
for 4 < pT < 4.5 GeV/c. All the ∆π distributions fitted with a sum of 2 (3) Gaussians are
presented in Appendix D. The fits (black curves) describe the data well even though there
are some differences between the ∆π distributions for positive and negative particles. The
discrepancy will influence the estimation of the yields in some pT bins (see below).

The uncorrected pion yields are presented in Fig. 9.15. Good agreement between the
two methods (double and triple Gaussian fits) is found (also see Fig. 9.16). Additional
cross checks are performed before the spectra are fully corrected. Figure 9.17 shows the
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Figure 9.14: Examples of the ∆π distributions for positive (upper) and negative (lower)
particles together with the double (left) and triple (right) Gaussian fits for 4 < pT < 4.5
GeV/c. The means and widths are constrained by the values of the generated shapes for
triple Gaussian fits, while only the mean and width of pions are constrained by the values
of the generated shapes for double Gaussian fits (

√
s = 900 GeV).
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Figure 9.16: The ratio between the results of the two methods for π+ (left) and π− (right)
as a function of transverse momentum (
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Figure 9.17: π+/π− ratio as a function of transverse momentum (
√
s = 900 GeV).
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π+/π− ratio as a function of pT for both methods. Except one pT bin (4.5 < pT < 5
GeV/c), the number of π+ estimated by the two methods is close to the one of π−. The
problem arises due to the fact that the ∆π distributions are quite different in this pT bin.
It looks like the pion mean dE/dx obtained in Section 9.4.2 fails for positive particles or
the calibration is not properly performed for this bin. Since nothing like this can be seen
for the 7 TeV sample (see next section), it may be a statistical fluctuation and no more
effort to understand this was put here. The π+/(π+ +K+ +p) (left) and π−/(π−+K−+ p̄)
(right) ratios compared with PYTHIA 6 Perugia-0 tune [148] predictions are depicted in
Fig. 9.18. The data indicate that 60% of the charged particles are charged pions, while
PYTHIA 6 Perugia-0 tune overestimates the charged pion fractions with around 10%.

The corrected pion spectra are shown in Fig. 9.19. They follow nicely the ALICE
preliminary charged particle transverse momentum spectrum [145]. The small discrepancy
between the data from this analysis and ALICE preliminary π+ and π− spectra at lower
momenta obtained from a combined analysis using the ITS, TPC, and TOF [149] is related
to the different correction and normalization procedures used in the two analyzes. The
PYTHIA 6 Perugia-0 tune slightly overpredicts the pion yields as was also seen in the
ratios above.

Systematic Uncertainties

In order to estimate the systematic uncertainties, the above analysis was repeated on
ALICE simulated data (the same data set used to obtain the acceptance and reconstruction
efficiency). Figure 9.20 shows the ratio between the number of pions found using the
methods and the number of reconstructed pions as a function of the transverse momentum.
The methods estimate the pion yields within 5-10%; this is the methods uncertainty. More
statistics is needed for a more accurate evaluation. The systematic uncertainty on the pT

spectrum for inelastic events was found to be 3.0-7.1% [145]. Adding quadratically the two
values, the total systematic uncertainty is 6-12%.

9.5.3 Pion Yields at 7 TeV Center-of-Mass Energy

The results obtained from the 7 TeV sample will be presented in the following using the
same procedure as for the 900 GeV data set. Figure 9.21 shows examples of ∆π distributions
for positive (upper) and negative (lower) particles together with the double (left) and triple
(right) Gaussian fits. The results are for 4 < pT < 4.5 GeV/c. The distributions for
positive and negative particles are similar in this case and the fits describe the data well
(see Appendix E).

The uncorrected pion yields are depicted in Fig. 9.22. The methods agree very well over
the full pT range (also see Fig. 9.23). The same cross checks as the ones done for the 900
GeV sample are also performed here. Figure 9.24 shows the π+/π− ratio as a function of pT

for both methods. The same number of π+ and π− is found by the two methods for pT < 8
GeV/c, while for 8 < pT < 14 GeV/c the limited statistics influences the fits and the yields
are estimated within 10%. The π+/(π++K++p) (left) and π−/(π−+K−+p̄) (right) ratios
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Figure 9.21: Examples of the ∆π distributions for positive (upper) and negative (lower)
particles together with the double Gaussian (left) and triple Gaussian (right) fits for 4 <
pT < 4.5 GeV/c. The means and widths are constrained by the values of the generated
shapes for triple Gaussian fits, while only the mean and width of pions are constrained by
the values of the generated shapes for double Gaussian fits (

√
s = 7 TeV).

compared with PYTHIA 6 Perugia-0 tune predictions are presented in Fig. 9.25. As can be
seen from the figure the charged pion fractions are slightly increasing with the transverse
momentum. PYTHIA 6 Perugia-0 tune overpredicts the charged pion fractions with 5-10%
for pT < 8 GeV/c, while at higher pT more statistics is needed to draw conclusions.

The corrected pion spectra are shown in Fig. 9.26. A good agreement between the π+

and π− spectra and the ALICE preliminary π0 spectrum measured with a completely dif-
ferent method is found. Also the pion spectra follow nicely the charged particle transverse
momentum spectrum. The PYTHIA 6 Perugia-0 overestimates the pion yields.

Systematic Uncertainties

In order to estimate the systematic uncertainties, the analysis was repeated on ALICE
simulated data (the same data set used to obtain the acceptance and reconstruction effi-
ciency). Figure 9.27 shows the ratio between the number of pions found using the methods
and the number of reconstructed pions as a function of the transverse momentum. For
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Figure 9.22: Uncorrected π+ (left) and π− (right) yields from the double (full blue squares)
and triple (open red squares) Gaussian fits as a function of the transverse momentum
(
√
s = 7 TeV).
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Figure 9.23: The ratio between the results of the two methods for π+ (left) and π− (right)
as a function of transverse momentum (

√
s = 7 TeV).
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Figure 9.24: π+/π− ratio as a function of transverse momentum (
√
s = 7 TeV).
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Figure 9.25: Pion to charged particle ratio for positive (left) and negative (right) particles
as a function of the transverse momentum. The PYTHIA 6 Perugia-0 tune predictions are
shown as the solid black lines (

√
s = 7 TeV).
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Figure 9.26: Corrected π+ (left) and π− (right) spectra compared with the ALICE prelim-
inary results and PYTHIA 6 Perugia-0 tune predictions (

√
s = 7 TeV).
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pT < 8 GeV/c the methods estimate the pion yields within 5-10%, while the limited statis-
tics at pT > 8 GeV/c does not allow a quantitative evaluation of the systematic uncertainty
(also for pT < 8 GeV/c more statistics is needed). The systematic uncertainty on the pT

spectrum for inelastic events is not yet determined for this energy, so the total systematic
uncertainty can not be estimated in this case.

9.6 Final Remarks

The analysis presented here, even though in an early stage, has shown that particle iden-
tification at intermediate and high pT is feasible by employing the TPC dE/dx. Charged
pion spectra could be extracted up to 6 GeV/c and 14 GeV/c for the 900 GeV and 7 TeV
samples, respectively. The reach in momentum is statistically limited because, as can be
seen from Fig. 9.12 and Fig. 9.13, the separation between pions, kaons, and protons is still
increasing with momentum.

More developments are expected to happen or are already pursued for this analysis.
Some of them will be presented in the following. First of all, the analysis could be refined
using π and p from Λ0 and K0 decays, identified by their displaced decay vertex, for
experimental calibration of the 〈dE/dx〉 (βγ) curve. Furthermore, the generated expected
shapes for π and p could be cross checked with the obtained dE/dx distributions. Also
identified particles by TOF and/or HMPID detectors could be used for trimming the
procedures. As already pointed out, a new correction and normalization procedure is
already under investigation. A fit function that describes better the data than Eq. 9.3
could be used to extract the σdE/dx. Also the momentum resolution needs to be taken into
account. The main challenge will be to extract the K and p spectra due to the strong
correlations between the obtained number of kaons and protons observed in Section 8.4.



Chapter 10

Summary

In this thesis the ALICE discovery potential of signals beyond the SM in pp collisions has
been presented. The heavy stable charged particles predicted by some theoretical models
are good candidates for such searches since the ALICE detector has excellent particle iden-
tification capabilities. The focus has been on gluino R-hadrons which are stable hadronized
gluinos, arising in Split Supersymmetry scenarios. First steps towards identified charged
particle spectra at intermediate and high transverse momentum (pT ) were also taken in this
thesis. Using the TPC specific ionization energy loss (dE/dx), the charged pion spectra
have been extracted in pp collisions at

√
s = 900 GeV and

√
s = 7 TeV (the maximum

LHC energy available in this initial phase).

The analysis presented in Chapter 7 has illustrated that the discovery of new physics
through heavy stable charged particles is a possibility also for ALICE. It showed for the
first time detailed ALICE detector response simulations of the most important signatures
for R-hadron identification in the ALICE central barrel. The TPC dE/dx can very easily
separate charge 2e R-hadrons from SM particles and in some cases the fractional charge
R-hadrons from integer charge high momentum particles. Only charge +e R-hadrons with
high dE/dx and low β can be separated from other charged particles by the TPC on
an event by event basis. The TOF detector can not only separate the slow R-hadrons
from the faster SM particles, but can also together with the momentum information from
the tracking give an estimate for the mass of these particles. In order to have evidence
for R-hadrons probably one needs at least one “golden event” where two approximately
back-to-back high pT tracks with dE/dx consistent with high masses in ITS, TPC, and
a time-of-flight indicating that the particles are slow are measured. Furthermore, two
trigger scenarios are considered in this study to enhance the number of R-hadron events.
PYTHIA simulations performed at

√
s = 7 TeV show that it is very unlikely that ALICE

can discover R-hadrons, even if they exist, with mass above 200 GeV/c2 at this energy
due to the low number of nominal annual ALICE collisions (109 events). No evidence
of particles that pass the R-hadron selection criteria in the ITS, TPC, and TOF can be
observed in around 27.5 million pp events at

√
s = 7 TeV. Clearly this is a long shot for

ALICE, and if no heavy stable charged hadrons are observed, any cross section limit would
quickly be superseded by ATLAS and CMS, but it is also sure that if we don’t look for
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them we won’t find them.
The second topic of this thesis was particle identification (PID) at intermediate and high

pT using the TPC dE/dx. As this analysis can be used for different studies (e.g. high pT

RAA, p/π anomaly), it seems worthwhile to develop it although the ALICE reconstruction
and calibration software is still in an early phase. A study based on the ALICE simulated
data done to understand how and to what precision identified charged particle spectra can
be obtained on the relativistic rise is described in Chapter 8. Two approaches, Rπ (STAR
method for statistical PID) and ∆π (the simplest method), were investigated here. The ∆π

method was found to be more suitable in the case of ALICE and was used in Chapter 9 to
extract the charged pion spectra at high pT in inelastic pp collisions at

√
s = 900 GeV and√

s = 7 TeV. Two different methods, double and triple Gaussian fits, were used to extract
the yields. A new approach to generate the expected shapes for π, K, and p was introduced
to constrain as many parameters as possible in the fits. The methods gave similar results
for π+ and π− yields at both energies. The high pT charged pion spectra could be extracted
up to 6 GeV/c and 14 GeV/c for the 900 GeV and 7 TeV samples, respectively. The reach
in momentum in the analysis is statistically limited since the separation between pions,
kaons, and protons is still increasing with momentum. This is a truly unique ALICE
capability at LHC that has the promise of delivering many exciting physics results.



Appendix A

Variables

For any particle of momentum p = (px, py, pz) and mass m one has:

E =
√
p2 +m2 (A.1)

pT =
√
p2

x + p2
y (A.2)

mT =
√
m2 + p2

T (A.3)

β =
v

c
=
pc

E
(A.4)

γ =
1√

1 − β2
=

E

mc2
(A.5)

The longitudinal momentum pz is usually expressed in terms of the rapidity y:

y =
1

2
ln
E + pz

E − pz

. (A.6)

The rapidity has the nice property of being invariant under a boost transformation (along
the beam axis), since it changes by an additive constant (the rapidity of the moving frame
of reference):

y′ =
1

2
ln
E ′ + p′z
E ′ − p′z

=
1

2
ln
γ(1 − β)(E + pz)

γ(1 + β)(E − pz)
=

1

2
ln
E + pz

E − pz
+

1

2
ln

1 − β

1 + β
= y − yβ (A.7)

The following relations can be useful:

E = mT cosh(y) (A.8)

pz = mT sinh(y) (A.9)

In the limit when pT ≫ m, the rapidity reduces to the pseudo-rapidity η:

y =
1

2
ln
E + pz

E − pz

∼ 1

2
ln
p+ pz

p− pz

=
1

2
ln

1 + cos θ

1 − cos θ
= − ln

(
tan

θ

2

)
≡ η (A.10)
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η is often used when the mass is unknown.
For any collision between the projectile (energy E1, momentum p1, mass m1) and the

target (energy E2, momentum p2, mass m2) , the center of mass (CM) energy
√
s is given

by: √
s =

√
(E1 + E2)2 − (p1 + p2)2 (A.11)

When the projectile and the target have the same energy and equal and opposite momenta,√
s is simply the sum of the two energies.
For a collision in the ‘laboratory system’, where the target is at rest:

s = m2
1 +m2

2 + 2E1m2 (A.12)

In this case the rapidity yCM is:

yCM = cosh−1 E1 +m2√
s

(A.13)

Another useful quantity is ybeam, the rapidity of the incident particle in the laboratory
system

ybeam = cosh−1 E1

m1
(A.14)

and for the same mass
yCM = ybeam/2 (A.15)

In the case of ion collisions, the total CM energy is
√
s = A · √sNN for symmetric AA

collisions, where
√
sNN is the nucleon pair CM energy.



Appendix B

ALICE Coordinate System

Figure B.1: The ALICE coordinate system.

ALICE has a global and local coordinate systems. The global coordinate system [150] is
a right-handed orthogonal Cartesian system with the origin at the beam interaction point.
The parameters are defined as:

• x axis is lying in the local horizontal accelerator plane, perpendicular to the mean
local beam direction and pointing towards the center of the LHC ring. The side with
positive x values (from the point of origin toward the accelerator center) is labeled
as Inside (I), the opposite as Outside (O);
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• y axis is perpendicular (vertical) to the x axis and the mean local beam direction,
pointing upward;

• z axis is parallel to the mean local beam direction, pointing towards the ‘side A’.
The muon arm is at negative z (‘side C’);

• azimuthal angle φ increases counter-clockwise from x (φ = 0) to y (φ = π/2) to x
(φ = 2π) with the observer looking from side A towards side C;

• polar angle θ increases from z (θ = 0) to xy plane (θ = π/2) to −z (θ = π).

A sketch of the global coordinate system is given in Fig. B.1.
Due to the azimuthal segmentation of the central tracking detectors (ITS, TPC, and

TRD) the reconstruction software uses a local coordinate system related to a given sub-
detector (TPC sector, ITS module, etc.). The local coordinate system is a right-handed
Cartesian system with the same origin and z axis as the global system and the x axis per-
pendicular to the subdetector ‘sensitive plane’ (TPC pad row, ITS ladder, etc.). Therefore
the local and global systems can be transformed into each other by a simple rotation of
the angle α around the z axis.



Appendix C

Drift Properties in Gases

The understanding of the motion of the electrons and ions in gases is very important for
ionization detectors (e.g. a TPC with its long drift lengths) since these factors crucially
influence their behavior. Moreover, the detectors are located in electric and magnetic fields
which complicates the picture even more. Two processes are of particular importance: the
drift velocity and the diffusion.

C.1 Drift Velocity

A charged particle traversing a gas frees electrons and ions which in the presence of an
electric field E are accelerated along the field lines. This acceleration is limited by collisions
with the gas molecules and the average velocity attained is known as the drift velocity.
When a magnetic field B is also applied, the drift of charged particles can be expressed in
terms of an equation of motion with a friction term [98]

m
du

dt
= eE + e[u × B] −Ku, (C.1)

where m and e are the mass and electric charge of the particle with the velocity vector u,
and K describes a frictional force experienced by the particle in the gas.

As the ratio m/K has the dimension of a characteristic time it can be interpreted as
the average time between collisions τ :

τ =
m

K
. (C.2)

For t≫ τ , du/dt = 0 (the drift velocity is constant) and Eq. C.1 becomes:

1

τ
u− e

m
[u ×B] =

e

m
E. (C.3)

Introducing the cyclotron frequency ω= e
m
B and ǫ= e

m
E, Eq. C.3 can be expressed in the
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form of the matrix equation

Mu = ǫ, M =




1/τ −ωz ωy

ωz 1/τ −ωx

−ωy ωx 1/τ


 (C.4)

with the solution obtained by inverting M :

u = M−1
ǫ

M−1 =




1 + ω2
xτ

2 ωzτ + ωxωyτ
2 −ωyτ + ωxωzτ

2

−ωzτ + ωxωyτ
2 1 + ω2

yτ
2 ωxτ + ωyωzτ

2

ωyτ + ωxωzτ
2 −ωxτ + ωyωzτ

2 1 + ω2
zτ

2


× τ

1 + ω2τ 2
, (C.5)

where ω2 = ω2
x + ω2

y + ω2
z =

(
e
m

)2
B2. Equation C.5 can be written as:

u =
e

m
τ |E| 1

1 + ω2τ 2

(
Ê + ωτ [Ê× B̂] + ω2τ 2(Ê · B̂)B̂

)
, (C.6)

where Ê and B̂ denote the unit vectors in the direction of the fields. Equation C.6 shows
that the drift direction is governed by the dimensionless parameter ωτ .

For ωτ = 0, u along E, the above relation reads:

u =
e

m
τE = µE. (C.7)

Here µ is the electron mobility and defined as

µ =
e

m
τ. (C.8)

For positive ions, the drift velocity is low due to their large mass and was found to depend
linearly on the ratio E/p (called the reduced electric field) up to relatively high electric
fields [151]. Here p denotes the pressure. This implies that the mobility µ is a constant
at a fixed pressure. For a given E, it is also evident that µ varies as the inverse of the
pressure. The drift velocity of positive noble gas ions in their own gas as a function of the
reduced electric field is shown in the left panel of Fig. C.1. As can be seen from the figure,
µ ∝ E at low electric fields, while µ ∝

√
E at high fields. For electrons, the mobility is

much greater than for ions since they are much lighter and is found to be a function of
E [151]. The computed electron drift velocity in several gases at normal temperature and
pressure (NTP: 20◦, 1 atm) is depicted in right panel of Fig. C.1.

For ωτ ≫ 0 and e > 0, u is along B. If Ê · B̂ = 0, u will be in the direction of Ê × B̂,
independently of the charge sign. Changing the B polarity, the Ê× B̂ component changes
its sign. The E and (Ê · B̂)B̂ components will change sign when reversing the charge of
the particle.
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Figure C.1: Left: Drift velocity of positive noble gas ions in their own gas as a function of
the reduced electric field. The dashed lines represent the limiting behavior at low (µ ∝ E)
and high (µ ∝

√
E) electric fields [98]. Right: Computed electron drift velocity as a

function of the electric field in several gases at NTP (20◦, 1 atm) [9].

When E and B are almost parallel, using Eq. C.6 and considering E = (0, 0, Ez),
B = (Bx, By, Bz) (Bx, By ≪ Bz) the drift velocity components are given by:

ux

uz

=
−ωτBy + ω2τ 2Bx

(1 + ω2τ 2)Bz

(C.9)

uy

uz

=
ωτBx + ω2τ 2By

(1 + ω2τ 2)Bz

(C.10)

But as soon as the magnetic field is not parallel to the electric field, the drift velocity
vector is not anymore parallel to E and this gives rise to displacements in the x and y
directions (due to the Lorentz force) of the size δx = Lux/uz and δy = Luy/uz (L is the
drift length). This effect is known as the E × B effect and must be corrected for. The
correction is calculated from the ALICE field map and can be compared to measurements
with laser tracks taken with and without magnetic field.

C.2 Diffusion

In the absence of the electric and magnetic fields, electrons and ions liberated by the moving
particle spread uniformly outward. They suffer multiple collisions with the gas molecules
and lose their initial energy, thus come quickly into thermal equilibrium and eventually
recombine. At thermal energies, ǫT = 3/2kT , the charges velocities are given by:

v =

√
8kT

πm
, (C.11)
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where k is the Boltzmann’s constant, T the temperature, and m the mass of the particle.
At room temperature, the electron speed is a few times 106 cm/s, while the positive ion
velocities are on the order of 104 cm/s [151].

In this simplest picture an electron cloud after diffusing a time t will have a Gaussian
density distribution,

n =

(
1√

4πDt

)3

exp

(
− r2

4Dt

)
, (C.12)

r being the distance from the point of the origin and D the diffusion constant. The width
of the distribution, σ, in one dimension is thus

σ =
√

2Dt. (C.13)

From kinetic theory, it can be shown that the diffusion constant is given by:

D = 1/3vλ, (C.14)

where λ is the mean free path of the electron or ion in the gas which, for a classical ideal
gas, reads:

λ =
1√
2

kT

σ0p
, (C.15)

where σ0 is the total cross section for a collision with a gas molecule, p the pressure, T the
temperature, and k the Boltzmann’s constant. Substituting Eq. C.11 and Eq. C.15 into
Eq. C.14 gives

D =
2

3
√
π

1

pσ0

√
(kT )3

m
(C.16)

which illustrates the dependence of D on the various gas parameters.
Applying an electric field breaks the isotropy of Eq. C.12. The three diffusion constants

are anisotropic now, with a different component in the z direction than in the xy plane:

n =

(
1√

4πDlt

)(
1√

4πDtt

)2

exp

(
−x

2 + y2

4Dtt
− (z − ut)2

4Dlt

)
, (C.17)

with u the drift velocity, Dl and Dt the longitudinal and transverse diffusion constants.
Averaging over a large number of collisions, the diffusion constant can be expressed as

D =
2

3

ǫ

m
τ (C.18)

and using Eq. C.8 and the thermal energy ǫT , one can deduce the Nernst-Townsend formula,
or the Einstein formula:

D

µ
=
kT

e
. (C.19)

The width of the electron cloud (Eq. C.13) that has traveled the distance L = ut = µEt
becomes:

σ =
√

2Dt =

√
2DL

u
=

√
2DL

µE
=

√
4ǫL

3eE
. (C.20)
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Inserting Eq. C.19 into the above formula a lower limit to the width of the distribution,
called the thermal limit, is obtained:

σ =

√
2kTL

eE
. (C.21)

Standard deviations for longitudinal (σl) and transverse (σt) diffusion scaled with the
square root of the drift distance are used to quantify the diffusion in a gas:

DL =
σl√
L

=

√
2Dlt

L
=

√
2Dl

u
=

√
2Dl

µE
(C.22)

DT =
σt√
L

=

√
2Dtt

L
=

√
2Dt

u
=

√
2Dt

µE
, (C.23)

in units of µm/
√
cm. Since the diffusion is inversely related with the drift velocity, fast-

counting gases are needed for small diffusion. Fast gases mixtures are achieved by adding
polyatomic gases (usually CH4 or CO2) to the noble gases, since the former ones have large
inelastic cross section at moderate energies and in this way “cooling” the electrons. This
gives a reduction in both the total electron scattering cross-section and the electron energy,
so a large increase of the electron drift velocity. Figure C.2 shows the results for Ar and
Ne gas mixtures with CH4 and CO2; the thermal limit is also marked on the figure. As
can be seen from the figure, CO2 gas mixture has a lower diffusion constant than CH4 gas
mixture. In order to achieve a high track resolution over the full drift length, the large
TPC should be operated with CO2 gas mixture.

Figure C.2: Transverse (left) and longitudinal (right) diffusion constants as a function of
the reduced field E/p for different gas mixtures. The thermal limit is denoted by the dotted
line [152].
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C.3 Avalanche Multiplication

The drifted electrons approaching an anode wire see the electric field

E =
λ

2πǫ0r
, (C.24)

where ǫ0 is the permittivity, λ the linear charge density on the anode wire, r distance to the
anode wire. At a certain distance, the electrons experienced large enough fields in order to
undergo ionizing collisions with the gas molecules. The resulting secondary electrons then
produce tertiary ionization and an avalanche is formed.

Lets consider λi to be the mean free path of the electron for a secondary ionizing
collisions. Above a gas-dependent threshold, λi decreases exponentially with the field. Its
inverse, α = 1/λi is the probability for an ionization per unit path length or better known
as the first Townsend coefficient (see Fig. C.3). If there are n electrons, then in a path dx,
there will be

dn = nαdx (C.25)

new electrons created in a uniform electric field. Integrating, one gets:

n = n0 exp(αx), (C.26)

where n0 is the initial number of electrons.

Figure C.3: Computed first Townsend coefficient α as a function of the electric field in
several gases at NTP (20◦, 1 atm) [9].

The multiplication factor or gas gain is then

n/n0 = exp(αx). (C.27)
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The gas gain is limited to 108 or αx < 20 which is known as Raether limit.
An early model for calculating α gives [153]:

α

p
= A exp

(−Bp
E

)
, (C.28)

where A and B are constants depending on the gas, p is the pressure, E the electric field,
and α the first Townsend coefficient.

The voltage on the anode wires is chosen such that the number of electron-ion pairs
in the avalanche is direct proportional to the number of primary electrons, resulting in a
proportional amplification of the current. The proportionality is given as long as the field
of the produced ions is negligible compared to that of the anode which is valid when the
linear charge density on the wire λ is much larger than the charge density in the avalanche.
As can be seen from Eq. C.24 the electric field is strongest near the anode wire, so most
of the avalanche growth occurs very quickly and almost entirely within a few radii of the
anode. Electrons are immediately after the avalanche absorbed by the anode and do not (or
only marginally) participate in the signal creation. So the largest fraction of the detected
signal is due to the motion of ions receding from the anode and drifting towards the cathode
wire. This determines the characteristic shape of the detected signals in proportional mode,
with a fast rise followed by a gradually slower increase. By differentiating the signal, the
so-called ion tail that limits the time resolution of the detector is usually removed.



166 APPENDIX C. DRIFT PROPERTIES IN GASES



Appendix D

Double and Triple Gaussian Fits (900
GeV)
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Figure D.1: Double Gaussian fits for positive particles (
√
s = 900 GeV).
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Figure D.2: Triple Gaussian fits for positive particles (
√
s = 900 GeV). The fits describe

very well the pions, while the kaons and protons are poor estimated due to the strong cor-
relations presented in Section 8.4. Also the method fails to describe the kaons and protons
for the first bins because the separation between particles is not clean (see Fig. 9.12).
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Figure D.3: Double Gaussian fits for negative particles (
√
s = 900 GeV).
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Figure D.4: Triple Gaussian fits for negative particles (
√
s = 900 GeV). The fits describe

very well the pions, while the kaons and antiprotons are poor estimated due to the strong
correlations presented in Section 8.4. Also the method fails to describe the kaons and
antiprotons for the first bins because the separation between particles is not clean (see
Fig. 9.12).
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Double and Triple Gaussian Fits (7
TeV)
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Figure E.1: Double Gaussian fits for positive particles (
√
s = 7 TeV).
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Figure E.2: Triple Gaussian fits for positive particles (
√
s = 7 GeV). The fits describe very

well the pions, while the kaons and protons are poor estimated due to the strong correlations
presented in Section 8.4. Also the method fails to describe the kaons and protons for the
first bins because the separation between particles is not clean (see Fig. 9.13), while the
limited statistics influences the fits in the last bins.
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Figure E.3: Double Gaussian fits for negative particles (
√
s = 7 TeV).
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Figure E.4: Triple Gaussian fits for negative particles (
√
s = 7 GeV). The fits describe

very well the pions, while the kaons and antiprotons are poor estimated due to the strong
correlations presented in Section 8.4. Also the method fails to describe the kaons and
antiprotons for the first bins because the separation between particles is not clean (see
Fig. 9.13), while the limited statistics influences the fits in the last bins.
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