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Abstract
Phased array antennas are cornerstones in many proposed antenna solutions con-
cerning the next generation of both airborne radar systems and wireless commu-
nication systems (5G). Additionally, millimeter wave (mm-wave) frequencies are
expected to play an integral role in 5G, and are deemed well-suited for inspecting
structural components used in the aerospace industry.

This dissertation consists of a general introduction (Part I) and six scientific
papers (Part II)—of which four have been published and two are under review
in peer-reviewed international journals. The introduction comprises the back-
ground, the motivation and the subject-specific technical foundation on which
the research presented in the included papers is based on. Fundamental theory
on antenna arrays, mm-wave imaging systems and computational electromagnet-
ics are presented together with the specific performance metrics, experimental
setups, and computational acceleration algorithms that are of interest for the
contained research work. The included papers can be divided into three tracks
with two distinct applicational overlaps.

Papers I and II concern electrically large phased arrays for airborne systems,
and the numerical techniques that alleviate time-e�cient and accurate simu-
lations of such antennas. Paper I investigates the performance of two di�erent
approaches to the macro basis function (MBF) method for interconnected subdo-
mains under the harsh electromagnetic conditions that endfire operation implies.
Paper II presents a synthesis technique for endfire operation of large scale arrays
that utilizes convex optimization to improve the impedance matching perfor-
mance. A hybridized method of moments (MoM) comprising the MBF method,
the adaptive cross approximation (ACA) and a translational symmetry scheme,
enables swift and accurate simulations of the electrically large geometry.

Papers III and IV concern phased arrays—integrated in the user equipment
(UE) and operating at mm-wave frequencies—for 5G applications. In Paper III,
various array configurations of two microstrip antenna designs are evaluated with
respect to two radiation performance metrics introduced specifically for evaluat-
ing the beam steering capabilities of phased array systems in the UE. A novel near
field measurement technique for running electromagnetic field (EMF) exposure
compliance tests of mm-wave phased arrays for future 5G devices is presented in
Paper IV. Measurement data is retrieved using a planar scan, and probe correc-
tion is realized through an additional measurement of a small aperture.

Papers V and VI deal with mm-wave imaging systems developed for non-
destructive testing (NDT) of composite materials used in the aerospace industry.
A transmission-based bistatic imaging system is presented in Paper V, whereas
Paper VI presents a further development of this system in a reflection-based
measurement scenario. Data is retrieved using a planar scan, and the image
retrieval algorithms comprise a numerical technique to separate the sources that
contribute to the measured data, and an L1-minimization formulation to exploit
potential sparsity of the sought-after solution.
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Populärvetenskaplig sammanfattning
En fasstyrd gruppantenn är en konfiguration av flera antennelement som tillsam-
mans agerar som en enkel antenn, och genom att kontrollera matningsfasen till
samtliga element kan ett adaptivt strålningsmönster realiseras så att huvudloben
styrs elektriskt i en önskad riktning. Elektriskt storskaliga konfigurationer av
denna typ—innehållande flera hundratals eller tusentals antennelement—används
i moderna luftburna radarsystem, huvudsakligen på grund av att en mycket
hög riktverkan—som uppstår som en konsekvens av det mycket stora antalet
antennelement—är nödvändig samtidigt som själva huvudloben måste kunna
styras för att manövrera radarn i en större rumslig region.

Fasstyrda gruppantenner har också varit ett fokusområde som en potentiell
antennlösning för handhållna användarenheter som ska vara funktionsdugliga i
5:e generationens trådlösa system (5G). För att tillgodose de kapacitetskrav som
ställs på de framtida 5G-näten har millimetervågsfrekvensbanden—de band där
motsvarande våglängder sträcker sig mellan 1 mm och 10 mm—framställts som
en av de mest populära lösningarna, just eftersom det där finns en enorma band-
bredd att exploatera. I sin tur möjliggör det att gruppantenner kan integreras
i handhållna enheter, eftersom antennelementen i sig kan designas i storleksord-
ningen av en halv våglängd eller mindre.

Millimetervågor har också användningsområden inom flygindustrin, där till
exempel avbildningssystem verkande i dessa frekvensband kan utnyttjas för att
genomföra oförstörande provning (OFP) av olika kompositstrukturer som ofta
utgör en viktig del av flygplanskroppen. Kompositstrukturer, som är samman-
sättningar av olika material, används till exempel för att förverkliga specifika
elektromagnetiska egenskaper, och det är därför viktigt att försäkra sig om att
varje enskilt producerad enhet ej innehåller felaktigheter i form av till exem-
pel delamineringar eller inhomogeniteter. I detta syfte kan ett millimetervågs-
avbildningssystem för OFP användas för att karakterisera ett provs elektromag-
netiska egenskaper, utan att för den delen äventyra själva kompositionen av
provet. Ett system som opererar i millimetervågsfrekvensområdet introducerar en
fördel i förbättrad upplösning, samt möjliggör en mer kompakt mätuppställning
vilket är, ur en praktisk synvinkel, fördelaktigt under en akademisk utvecklings-
fas.

I denna avhandling berörs de tre ovanstående tillämpningsområdena via ett
antal olika forskningsprojekt med diverse ändamål. Först berörs den så kallade
”endfire” excitationen av en fasstyrd gruppantenn beståendes av tusentals an-
tennelement. Detta driftsätt ger upphov till en kritisk elektromagnetisk miljö,
och för att erhålla simuleringsdata med hög noggrannhet på ett tidse�ektivt
sätt ställs specifika krav på de applicerbara numeriska beräkningsmetoderna.
Vidare studeras design, funktionsduglighet och begränsningar av millimetervågs-
gruppantenner för 5G-applikationer. Slutligen presenteras varianter av ett av-
bildningssystem, utvecklat i OFP-syfte och verkande på millimetervågsfrekvenser,
bestående av både experimentell mätuppställning och framtagen mjukvara.
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1 Background and Motivation 3

1 Background and Motivation
Large scale phased array antennas are utilized in many of the deployed airborne
radar systems that are in use today. The narrow, high gain radiated beam that is
generated by the large number of antenna elements can be electronically steered
through variable control of the phase between each element, thus realizing a flex-
ible scan strategy to rapidly perform, e.g., the search and track task at hand [1].
The mature and well-established passive electronically scanned array (PESA)
technology is the most common solution in use, where a single transmit and re-
ceive (T/R) module feeds the array and a separate phase shifter is connected
to each antenna. Due to the continuously increasing operational requirements
and recent advancements in reducing the cost and weight of the underlying ra-
dio frequency (RF) subsystems however, the more advanced active electronically
scanned array (AESA) technology—exploiting a much larger number of T/R
modules—is rapidly maturing and provides further benefits in terms of enhanced
scan flexibility and adaptive beam pattern control, and more e�cient use of the
radiated energy [2, 3].

Some examples of airborne AESA radars are shown in Figure 1, with simu-
lation models taken from the commercial simulation software ESI CEM One [4].
The antenna element typically incorporates a high degree of material complexity
and design detail, making it computationally cumbersome to simulate an array
configuration consisting of several hundreds or thousands of elements as an ex-
tremely large number of unknowns is necessary for su�cient numerical accuracy.
For instance, the element shown to the bottom left in Figure 1, although simpli-
fied, still comprises several dielectric materials and electrically small conducting
details, resulting in a large number of unknowns only for the single antenna ele-
ment. Accordingly, approximative acceleration methods are necessary to simulate
the exceedingly large electromagnetic (EM) problem of the full array. Moreover,
if one wants to push the forefront of the AESA functionality in terms of array
design and synthesis—e.g., by investigating the mutual coupling e�ects during
endfire mode operation of the array—it is paramount to utilize any a priori in-
formation at hand to properly select the hybrid numerical solver.

In addition to the aforementioned airborne applications, phased arrays are
extensively utilized in di�erent formats in a large variety of other modern appli-
cations such as automotive radar, various space applications, and telecommuni-
cations to name a few. For instance, phased array technology constitutes a cor-
nerstone of the extensively researched millimeter wave (mm-wave) (30–300 GHz)
communication systems that have emerged as disruptive innovations for the fu-
ture 5:th generation (5G) wireless communication networks [5–7]. The move
towards the mm-wave frequency bands can largely be explained by the saturated
spectrum in the conventional bands below 6 GHz, and the increasing demands
on capacity that is a result of technological advances and the development of
new use cases (e.g., low latency streaming of high definition videos on a smart-
phone). Evidently, exploiting the large, underutilized mm-wave spectrum implies
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c� Copyright Saab AB Creator: unknown

Figure 1: Example of AESA radars. Top: A Saab 2000 Erieye AEW&C aircraft
with the AESA radar mounted on the fuselage © Saab AB. Bottom (left to right):
Mesh view examples of a simplified antenna element for AESAs, simulation model
example of nose cone AESA radar, and the AN-APG-63(V)3 nose cone AESA
radar. The simulation models are taken from the commercial simulation software
ESI CEM One [4].

that a substantial increase in channel capacity is possible, enabling the users to
experience several gigabits-per-second data rates.

One of the prerequisites for realizing mm-wave communication systems is
the utilization of phased arrays in the user equipment (UE) [8–10]. The much
higher gain achievable using phased array configurations aims at mitigating the
increased signal attenuation that arises due to, e.g., additional path loss, precipi-
tation e�ects, and higher signal sensitivity to blockage e�ects in the propagation
environment [6, 11, 12]. Furthermore, precise phase control permits the narrow,
high gain beam to be steered in order to expand the otherwise very limited spatial
coverage. Since the dimensions of resonant type antennas decrease with increas-
ing frequency, it becomes possible to integrate mm-wave phased arrays in the
limited physical space that commercial UEs constitute. The antenna element’s



1 Background and Motivation 5

Figure 2: Example of a UE-integrated 28 GHz phased array configuration de-
signed for 5G applications [8] © 2018 IEEE. The ten element array comprises
several sub array configurations. From left to right: Close-up view, simulation
model with back cover removed, and fabricated mock-up.

largest dimension L is roughly half the e�ective wavelength:

L ¥ ⁄e�
2 = c

2f

Ô
Áe�

, (1.1)

where c is the speed of light in vacuum, f is the frequency, and Áe� is the e�ective
permittivity of the medium surrounding the antenna. For instance, L ¥ 2.5 mm
for an antenna resonant at 28 GHz embedded in the printed circuit board material
FR-4 (dielectric constant of 4.4). Figure 2 shows an example of a UE-integrated
28 GHz phased array configuration for 5G applications.

Yet, despite the relatively straightforward antenna-related technological adap-
tions necessary for realizing mm-wave communication systems on a commercial
scale, there are still many non-trivial challenges that need to be addressed con-
cerning the utilization of phased arrays in UEs of limited form factors. Many of
these are related to constraints on both hardware and architecture of the underly-
ing mm-wave systems that need to provide low loss and compact solutions while
continuously ensuring high data rate link accessibility (e.g., reliable beam form-
ing architecture, and adaptive array processing algorithms) [7, 13–15]. Other,
more antenna-related concerns are, e.g., distortion e�ects on the radiation pat-
tern, realizing polarization diversity and omnidirectional coverage, and ensuring
compliance with regulatory requirements on electromagnetic field (EMF) expo-
sure [8, 16–19].

A mm-wave imaging system can for instance be used to conduct the necessary
measurements for EMF exposure assessment, and further to visualize the sought-
after quantities in a predetermined region around the antenna under test (AUT).
Imaging in the mm-wave spectrum also finds its use in a wide range of other
applications such as non-destructive testing (NDT), material characterization,
antenna diagnostics, and medical screening [20, 21]. The first three of these are
definitive examples of inverse source or inverse scattering problems in the EM
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Fiberglass
Aluminum

Carbon laminate composite
Carbon sandwich composite
Aluminum/Steel/Titaniumadhesivecore

face sheet

face sheet
sandwich
structure

Figure 3: Example of composite structures utilized in the aerospace industry.
Left: Laminated composite structure with a honeycomb core (adapted from [25]).
Right: Usage of various composites and materials in the fuselage of a Boeing 787
(adapted from [26]).

domain [22]. In particular for NDT purposes, mm-wave imaging o�ers some ben-
eficial characteristics as it has proven useful for detection of, e.g., delaminations,
material inhomogeneities, inclusions in low loss dielectrics, and cracks in metal
surfaces and composite laminates [23]. As such, there are obvious applicabili-
ties of mm-wave imaging in the aerospace and defense industry, as composite
structures—that are subject to such anomalies and defects—are utilized here to
a wide extent to reduce the overall weight, and realize the desired thermoelas-
tic, mechanical and EM properties of, e.g., the fuselage and wings of an air-
craft [24–26]. An example of aerospace structural components and their usage in
the aircraft fuselage is shown in Figure 3.

The main performance metrics of an imaging system are often taken as the
achievable spatial resolution and dynamic range, as well as the overall measure-
ment time necessary to acquire the sample data. Hence, to push the forefront of
mm-wave imaging techniques, it is of great significance to treat the hardware and
software components of the system both mutually and separately. Innovative ex-
perimental setups—as well as more classical ways to address the measurement—
can be exploited jointly with state-of-the-art algorithm tools, e.g., compressive
sensing (CS) techniques, to come up with novel ad hoc strategies to well-specified
EM problems.

Part I Structure
Section 2 gives a brief theoretical overview of the fundamental concepts of phased
arrays, and introduces some of the more application specific metrics important
for the work presented in this thesis. Then, Section 3 introduces the com-
plete mm-wave imaging system—referring both to the hardware and software
components—that constitutes a principal part of the research work contained in
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this thesis. The experimental setup has been utilized to sample field data over a
rectangular measurement surface, and various processing algorithms have been
developed for the specific end applications of conducting NDT of composite panels
and studying EMF exposure compliance of mm-wave antenna arrays. Section 4
introduces the fundamental concepts behind the method of moments (MoM) and
presents the specific hybrid techniques that have been implemented, utilized and
investigated under the scope of the research contained in this thesis. These tech-
niques have been implemented as add-ons to an existing in-house MoM code [27]
to obtain a hybridized solver that is particularly e�cient in solving the problem
of electrically large, finite sized antenna arrays. Finally, Section 5 concludes Part
I with a summary of the research outcomes of the included papers and a research
outlook.

2 Phased Arrays—An Overview
An antenna array is a group of single antenna elements that are configured such
that they act as a single antenna [28]. Array configurations enable a higher
maximum gain (beam forming) than what is realizable with only the single an-
tenna element, and, furthermore, may permit the main beam to be steered by
controlling the phase of each element (beam steering). Other useful properties
and techniques that are realizable due to the increased complexity of the system
are, e.g., spatial diversity to increase capacity or reliability of a wireless channel,
and spatial multiplexing for transmission of independently encoded data signals;
two techniques that play integral roles in modern multiple input multiple out-
put (MIMO) technologies [29,30].

As antenna arrays are relevant in a wide range of applications, the form and
size of the array, as well as the arrangement of the underlying electronics, might
vary extensively depending on its intended use. For instance, the aforementioned
active electronically scanned array (AESA) configuration typically consists of a
large number of antenna elements where each element has its own T/R module.
This enables high gain, electrical beam steering and adaptive pattern control
through precise control of the phase and amplitude of the signal at each element.
Similar concepts are also the target of extensive research concerning antenna
arrays for 5G UE operating in the mm-wave frequency bands [8–10,15,18].

2.1 Phased Arrays in Radar and Communication
The necessity of utilizing antenna arrays in modern radar and future communi-
cation systems can be understood from the corresponding link budget formulas
that estimate the overall gains and losses in the channel between the transmitting
and receiving system. In monostatic radar applications, see Figure 4, the channel
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�

Pt, Pr,

Gt, Gr

Figure 4: Monostatic radar-target scenario as described by the radar range
equation in (2.1).

link budget is represented by the basic radar range equation (RRE) [31]:

Pr = PtGtGr⁄
2
‡

(4p)3
R

4
Ls

. (2.1)

Here, Pr and Pt are the received and transmitted power, respectively, Gt and
Gr are the far field gain of the antenna under transmit and receive, respectively,
‡ is the mean radar cross section (RCS) of the target, and R is the distance
between the antenna and the target. System losses, e.g., the atmospheric loss,
are incorporated in the Ls-term. The operational wavelength ⁄ is defined in
terms of the speed of light c in the medium and the frequency f as ⁄ = c/f .

Similarly, the Friis’ transmission equation [32] provides the foundational for-
mula for the link budget in communication systems:

Pr = PtGtGr⁄
2

(4pR)2
Ls

, (2.2)

where R now is defined as the distance between the transmitting and receiving
system. The term (4pR)2

/⁄

2, referred to as the free space path loss, expresses
a loss value that increases with decreasing wavelength and increasing distance.
Both (2.1) and (2.2) are suitable representations of the link budget when R is a
far field distance.

The far field region is defined as the region of the field of an antenna where
the angular field distribution essentially is independent of the distance from a
specified point in the antenna’s region [33]. Any far field quantity is therefore
a function of the spherical polar angle and azimuthal angle denoted ◊ and „,
respectively. The angular dependence of the far field characteristic is furthermore
referred to as the antenna’s radiation pattern [33]. For instance, the gain of an
antenna in the far field region is defined as the ratio of the radiation intensity
U(◊, „) (measured in units of W/sr) to the radiation intensity that would be
produced if the power accepted by the antenna, Pacc, was isotropically radiated,
i.e.,

G(◊, „) = U(◊, „)
Pacc/4p . (2.3)
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Moreover, the maximum gain of an antenna is related to its e�ective aperture,
Ae, as:

G = 4pAe
⁄

2 . (2.4)

For antennas that are large compared to wavelength, Ae is closely related to the
actual physical aperture size (which is not necessarily true for small antennas).
Hence, (2.4) provides an intuition into the relation between maximum gain and
the physical dimensions of, e.g., a large array.

The directivity, D(◊, „), of an antenna is closely related to the gain, and ratios
the radiation intensity with the radiated power, Prad, instead of Pacc. As such,
it is common to speak about an antenna’s maximum directivity, i.e., its ability
to focus radiated power in the desired direction. This implies a more narrow
beam for a larger value of maximum directivity (or gain); hence the term ”beam
forming”.

It can be understood from the simple expressions in (2.1) and (2.2) that high
gain is paramount to account for losses due to large R and/or small ⁄ if the sys-
tem already is specified in terms of transmitted power and minimum acceptable
received power. As evident from (2.4), the introduction of the array configu-
ration implies increased gain as the physical aperture increases. As disclosed
in Section 1, the development of the AESA technology for large arrays in air-
borne radar systems is growing at a rapid pace; mainly due to its substantial
advantages compared to mechanical steering of large aperture antennas in terms
of lesser bulk and pace, and enhanced operational flexibility compared to the
PESA technology [2, 3, 31]. In communication systems where beam forming is
utilized in the UE to achieve high gain, it is imperative to exploit electrical beam
steering to ensure that a link is realizable in the dynamic environment [6, 8, 9].

2.2 Beam Forming and Steering
The total radiation pattern of an antenna array is obtained via a linear super-
position of all embedded element patterns (EEPs)—the radiation pattern of an
element excited in the array with all other elements terminated—weighted by the
respective excitation amplitude and phase of the antenna elements. However, the
mutual coupling that one element experiences in the full array environment is
largely dependent on its location in the array and the utilized separation dis-
tance between the elements, and as a consequence the internal EEPs may di�er
substantially from element to element.

Instead, the array factor is an intuitive way of illustrating the array concept
in terms of beam forming and beam steering [28, 34]. By omitting the impact
of mutual coupling on the radiation performance of each respective antenna, the
total gain pattern, Gtot(◊, „), of an array consisting of identical antenna elements
may be approximated as

Gtot(◊, „) = |A(◊, „)|2Gelem(◊, „) , (2.5)
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where Gelem(◊, „) is the element gain and A(◊, „) is the array factor. In turn, the
array factor depends on the location of the antennas in the array configuration,
and the complex excitation coe�cient of each antenna as

A(◊, „) =
Nÿ

n=1
a

n

ejÏ
nejk·r

n

, (2.6)

where k = k(sin ◊ cos „ x̂ + sin ◊ sin „ ŷ + cos ◊ ẑ) with k = 2p/⁄ being the
wavenumber, and a

n

and Ï

n

are the excitation amplitude and phase, respec-
tively, of the n:th antenna located at position r

n

.
The e�ect that the array configuration has on the achieved gain is illustrated

here for an N

y

◊ 1 linear array of isotropic radiators along the ŷ-axis with a
uniform separation distance d

y

. The configuration is shown in Figure 5. If the
antennas are excited with equal magnitude and with a linear phase shift Ï, i.e.,
Ï

n

= nÏ, the array factor becomes:

A(◊, „) = 1
N

y

N

y

≠1ÿ

n=0
ejnÂ

, (2.7)

where
Â = kd

y

sin ◊ sin „ + Ï . (2.8)
The introduced progressive phase shift Â denotes the phase shift between the
elements when incorporating the observation angles ◊ and „. The expression in
(2.7) can be written in the form [34]

A(◊, „) = sin(N
y

Â/2)
N

y

sin(Â/2)ej(N

y

≠1)Â/2
, (2.9)

such that the gain of the array is

|A(◊, „)|2 =
----
sin(N

y

Â/2)
N

y

sin(Â/2)

----
2

. (2.10)

It is evident from (2.10) that the array factor results in beam forming, and that it
attains its maximum when the progressive phase shift Â is zero or multiples of 2p,
which translates into corresponding angular directions (◊, „). Note that the above
expressions can easily be expanded to treat planar or three-dimensional (3D)
arrays, which would result in the total array factor being the product of the
array factors along the considered dimensions.

The radiation pattern of the array factor in the xy-halfplane (x Ø 0) is il-
lustrated in Figure 6 for varying N

y

and d

y

. The elements are excited in phase
with Ï = 0¶, which corresponds to the beam being launched in the direction
orthogonal to the array alignment, i.e., the broadside direction. As seen, the
maximum gain increases with both increasing N

y

and increasing d

y

. This can be
put in relation to (2.4), stating that for a fixed frequency the gain is related to
the antenna aperture which increases both with N

y

and d

y

.
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Figure 5: The considered array configuration; a linear N

y

◊ 1 array along the
ŷ-axis with a uniform separation distance d

y

. The polar angle ◊ and azimuthal
angle „ are also depicted.
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Figure 6: Normalized azimuthal radiation pattern of the isotropic N

y

◊ 1 array
for: (a) varying N

y

with d

y

= ⁄/2, and (b) varying d

y

with N

y

= 20.

By controlling the excitation phase of the elements, the direction of maximum
radiation can be steered [28,34]. Since (2.10) attains its maximum when Â = 2pl,
l = 0, ±1, ±2, . . . , the beam can be steered towards the (◊0, „0)-direction by
employing the phase shift

Ï = ≠kd

y

sin ◊0 sin „0 . (2.11)

If it is desirable to only steer the beam in the xy-plane, then ◊0 = 90¶ and
(2.11) boils down to Ï = ≠kd

y

sin „0. The beam steering principle is illustrated
in Figure 7 for three maximum directions „0. As seen, a more oblique steering
angle results in a broader beam, i.e., a smaller maximum gain. Again referring to
(2.4), this e�ect can be put in relation to that the antenna aperture is perceived as
smaller along the direction of the main lobe as the beam is steered o�-broadside.

For endfire mode operation, which corresponds to launching the beam along
the axis of the array [28,35], the azimuth steering angle „0 = 90¶ and the phase
shift in (2.11) becomes

Ï = ≠kd

y

. (2.12)
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Figure 7: Normalized azimuthal radiation pattern of an isotropic 20 ◊ 1 array
with d

y

= ⁄/2 for various steering angles „0.

A classical paper by Hansen-Woodyard [36] derived a slightly modified version of
this phase shift to maximize the directivity of arrays consisting of a large number
of elements:

Ï = ≠(kd

y

+ 2.94/N

y

) . (2.13)

A comparison of employing the two phase shifts for endfire mode operation of a
40 ◊ 1 array is shown in Figure 8. An increase in the directivity can be observed;
however, employing any of these two phase shifts causes the array to be poorly
matched due to the strong mutual coupling between the elements that arises as a
consequence of the energy being launched along the axis of the array. In Paper I,
a comparison study is presented that focuses on how this coupling impacts the
numerical accuracy of the macro basis function method (a numerical technique
presented in Section 4.4). In Paper II, an optimization routine is presented for
synthesizing endfire excitation coe�cients such that the overall matching of the
array is not compromised.

Just as demands are put on an array’s beam forming and steering charac-
teristics, side lobe level constraints are also frequently enforced to ensure that
power transmitted or received in undesirable directions is suppressed [28,37]. As
a natural response to the development of the array technology, various synthe-
sis techniques have been proposed with the purpose of tailoring the excitation
of the antenna elements to meet the performance demands. For instance, the
Dolph-Chebyshev weighting technique presented in 1946 is widely considered
as one of the classical techniques for side lobe level control [37]. Since then,
various optimization approaches have been presented in the literature—see for
instance [38,39]—and over the course of the last 20 years much research has been
devoted to synthesis techniques based on convex optimization [40–44]. This is
also the focus of Paper II as mentioned above.

Grating lobes—main lobes that do not belong to the principal maximum
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Figure 8: Normalized azimuthal radiation pattern of an isotropic 40 ◊ 1 array
with d

y

= ⁄/4 for two di�erent endfire excitations; ordinary (blue) and Hansen-
Woodyard (H-W) (dashed red).

(l = 0)—can be viewed as spectral images arising as a result of the utilized
separation distance, since the array is not continuous but rather sampled at
each point where an antenna is located. They are in most antenna applications
undesirable, and need to be treated separately from side lobes. For a given
steering direction towards „0 with ◊0 = 90¶, the range of Â can be found by
inserting (2.11) into (2.8) and using that ≠1 Æ sin „ Æ 1:

≠ kd

y

(1 + sin „0) Æ Â Æ kd

y

(1 ≠ sin „0) . (2.14)

This range can thus be used to track whether grating lobes will be present, and
if so, at which angles they will occur (using Â = ±2pl with l Ø 1). The range
in (2.14) depends on both d

y

and „0, and to completely avoid grating lobes
the separation distance should be selected as d

y

Æ ⁄/2 resulting in kd

y

Æ p.
Evidently, there exists a compromise between an array’s directivity and beam
steering capability; a longer separation distance increases the directivity as the
array is made larger, but simultaneously decreases the maximum steering an-
gle for which no grating lobes can occur. Synthesis techniques for grating lobe
suppression therefore often involve a mutual treatment of the overall grid of the
antenna configuration—e.g., by avoiding a uniform rectangular grid—and the
antenna excitations themselves [44–46].

2.3 Network Analysis of Multi-Port Arrays
In addition to the far field characteristics discussed in the previous section, it
is also of interest to quantify the mutual coupling and impedance matching of
an antenna array. These quantities are retrieved from the defined voltages and
currents in the antenna ports, and as such, they can be acquired by representing
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the array—consisting of N antennas—as a multi-port system, i.e., as an N -
port microwave network [47]. This circuit model representation requires that
the scattering parameters of the array are known, and o�ers versatility in the
selection of the underlying feeding network since such a network can be modeled
using conventional transmission line or circuit theory subsequent to acquiring the
scattering parameters of the array by full wave simulations or measurements [47].

The scattering matrix S is defined in relation to the ingoing and outgoing
voltage waves at the antenna ports as:

b = Sa . (2.15)

Here,

S =

S

WWWU

S1,1 S1,2 . . . S1,N

S2,1 S2,2 . . . S2,N

...
... . . . ...

S

N,1 S

N,2 . . . S

N,N

T

XXXV
, (2.16)

and the vectors b = [b1, b2, . . . , b

N

]T and a = [a1, a2, . . . , a

N

]T represent the
outgoing and ingoing voltage waves in all N ports, respectively. Reciprocity
yields that S is symmetric, i.e., S = ST, and it is also assumed to be invertible.
The element S

n,m

is found by driving port m with an incident wave of voltage
a

m

and reading the reflected wave b

n

coming out of port n. This implies that the
incident waves on all other ports should be set to zero, and thus that the ports
are terminated with a matched load to avoid reflections [47]. Consequently, the
scattering matrix is retrieved for specified characteristic impedances—determined
by the matched loads—of the transmission lines connected to all N antenna ports.

The scattering matrix can however be transformed in post process to treat
arbitrary characteristic impedances. The voltage waves in the port of antenna
n are related to the corresponding voltage V

n

and current I

n

at that particular
reference plane as [48]:

V

n

= a

n

+ b

n

,

and I

n

= (a
n

≠ b

n

)/Zc,n

.

(2.17)

The characteristic impedance of the n:th port is denoted Zc,n

. A circuit model of
an N -port array is depicted in Figure 9, where all these quantities are depicted.
The following matrix form is then obtained by introducing the diagonal matrix
Zc representing the characteristic impedance in all N ports:

V = a + b ,

and I = Z≠1
c (a ≠ b) .

(2.18)

The admittance matrix Y, defined by I = YV , relates the currents to the
voltages, and insertion of (2.18) into this definition yields the following expression
for S in terms of Y and Zc:

S = (I + ZcY)≠1(I ≠ ZcY) . (2.19)
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Figure 9: Circuit model equivalent of an array configuration. The antenna ports
are marked by the dashed lines and constitute the reference planes for the ingoing
(and outgoing) voltage waves a

n

(and b

n

), with n = 1, 2, . . . , N . An arbitrary
feeding network may be connected to the left hand ports of the antennas.

The identity matrix is I; not to be confused with the current vector I. Solving
(2.19) for Y using the reference characteristic impedance matrix Z0 = Z0I and
the corresponding scattering matrix S0 gives:

Y = 1
Z0

(I ≠ S0)(I + S0)≠1
. (2.20)

Inserting (2.20) into (2.19) results in, after extensive matrix manipulation, the
following relation between the transformed matrix S and the reference matrix
S0:

S = (I + �S0)≠1(� + IS0) ,

where � =
!
I + Zc/Z0

"≠1!
I ≠ Zc/Z0

"
.

(2.21)

In the case of equal transmission lines in all N antennas Zc = ZcI and (2.21)
simplifies to the expression presented in Paper II. It is thus feasible to investigate
the matching of the system for various characteristic impedances. The matching
of a single port in the full multi-port environment is quantified by the active
reflection coe�cient (ARC) [33,49]:

≈

a
n

= b

n

a

n

. (2.22)

Similarly, the total active reflection coe�cient (TARC) is defined as the overall
matching of all N ports [49]:

≈

a
tot =

ı̂ıÙ
q

N

n=1 |b
n

|2
q

N

n=1 |a
n

|2
. (2.23)

These two single frequency metrics are thus very convenient for investigating the
matching impact that a particular array excitation has on both a single port (the
ARC) and the full multi-port system that the array constitutes (the TARC).
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2.4 MIMO Antenna Systems
In today’s communication networks multiple input multiple output (MIMO) an-
tenna systems are also widely employed to increase channel capacity and improve
reliability of communication links. The massive MIMO technology for instance—
that intends to scale up conventional MIMO by exploiting arrays of several hun-
dreds of elements in the base station and provide service for several tens of mobile
terminals simultaneously—has emerged as a potential candidate for 5G wireless
communication networks operating both in the conventional frequency bands
(5 GHz or less), and at the mm-wave frequency bands [7, 14,29,30,50].

A MIMO system uses multiple antennas in both transmit (Tx) and receive
(Rx) to exploit multipath propagation and enable the usage of diversity schemes
to increase the signal-to-noise ratio (SNR). Some key properties and technologies
are mentioned here in brief, whereas a more comprehensive theoretical review on
MIMO antenna systems can be found, e.g., in [51,52]. A MIMO channel with N

Tx antennas and M Rx antennas can be modeled as

y = Hx + n , (2.24)

where H œ CM◊N is the channel matrix, x œ CN◊1 and y œ CM◊1 are the
Tx and Rx signal vectors, respectively, and n œ CN◊1 is a noise vector. There
are several ways to enhance capacity using MIMO antenna systems [19, 52], one
of which is the support of multiple data streams in parallel known as spatial
multiplexing. Additionally, diversity schemes can be used to transmit multiple
copies of the same signal through independent channels to suppress the impact
of fading (signal strength fluctuation). The diversity may be realized using, e.g.,
spatial separation or di�erent polarizations of the antennas, known as spatial and
polarization diversity, respectively.

Naturally, a MIMO system’s capability of increasing the capacity depends on
several parameters, such as the propagation environment, spatial correlation and
mutual coupling between the Tx or Rx antennas, and channel state information.
For instance, if the channel is known to the multiple antenna transmitter, the
proper weight coe�cients can be applied to the antenna elements to realize the
beam forming and steering principle resulting in increased transmit gain in the
desired direction and thus increased SNR. Accordingly, and as discussed in Sec-
tion 1, the implementation of antenna arrays in future mm-wave 5G UE devices
is a widely proposed solution to overcome the higher losses occurring at mm-wave
frequencies [9, 10,15,18].

2.5 Metrics for Millimeter Wave User Equipment
The utilization of phased arrays in the UE operating at mm-wave frequencies im-
plies that it is essential to evaluate the beam steering characteristics of any pro-
posed antenna design and array configuration. In a mobile terminal for instance,
the chassis and phone case will have a distortion e�ect on the radiation pattern
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Figure 10: Enhancing the spatial coverage of mm-wave 5G cellular handsets
using multiple phased arrays (shown in orange).

of the array, and furthermore inherently limit radiation to a sub-hemispherical
coverage region [19]. Thus, multiple arrays need to be combined to achieve om-
nidirectional coverage, as illustrated in Figure 10. For this purpose, two metrics
are introduced to evaluate the beam steering capability of phased array systems
in the UE: 1) the total scan pattern merging the array patterns for all applicable
phase shift configurations, and 2) the coverage e�ciency:

÷c = Coverage Solid Angle
Maximum Solid Angle = �c

�0
. (2.25)

The total scan pattern gain, GTS, is evaluated with respect to a threshold gain,
Gmin, over �0 to obtain �c:

�c =
⁄

�0

h(GTS(�)) d� , (2.26)

where the step function h is defined as:

h(GTS) =
;

1 , if GTS Ø Gmin
0 , if GTS < Gmin .

(2.27)

This fairly general performance metric can be further specified to treat, e.g.,
di�erent polarizations, user impact and the beam steering e�ciency of sub array
configurations [8,17]. In Paper III, these metrics are used in a preliminary study
on mm-wave array configurations of two microstrip antenna designs integrated
on a UE platform.

Another critical point of consideration is that of human exposure to RF en-
ergy; wireless electronic devices that emit RF EMFs need to comply with regula-
tory requirements to ensure that the user is not exposed to harmful doses [53,54].
Below certain transition frequencies, ranging between 3 GHz and 10 GHz depend-
ing on the specific regulation guidelines [53–55], restrictions on EMF exposure
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are specified in terms of the specific absorption rate (SAR); a metric quantify-
ing the power absorbed per mass of tissue (W/kg). For frequencies above the
transition limit, where a multitude of the frequency band candidates for the 5G
wireless communication networks lies [6, 14, 56], this metric changes to the free
space power density (W/m2) instead [53,57,58]. The main reason for this is that
the penetration depth decreases substantially with increasing frequency, making
absorbed energy di�cult to measure accurately [16]. The time-averaged power
density, S, is defined as [28]:

S(r, Ê) = 1
2 Re

)
E(r, Ê) ◊ Hú(r, Ê)

*
, (2.28)

where Ê = 2pf is the angular frequency, E is the electric field, and Hú is the
complex conjugated magnetic field.

The power density is retrieved over a planar surface at a predetermined dis-
tance away from the AUT, and compliance is studied in terms of both the spatial
peak and the spatially averaged power density. As the UE is situated in the imme-
diate vicinity of the human body in almost all user modes, this has traditionally
implied that the user resides in the reactive near field region of the antenna,
making it problematic to quantify the true power density. The distance d at
which the reactive near field transcends into the radiative near field—although
not strictly defined as it varies depending on the antenna size and type—can be
roughly approximated to lie in the range [28,59]:

⁄/(2p) Æ d Æ 0.62


D

3
/⁄ , (2.29)

where the lower limit refers to electrically small antennas, and the upper limit
holds for antennas whose largest dimension D ∫ ⁄. Accordingly, for arrays that
operate at frequencies above 10 GHz (⁄ Æ 3 cm), and whose dimensions span a
couple of wavelengths, the radiative near field region occurs very close to the
antenna (arguably within a mm–cm range), enabling the power density to be
estimated at close ranges.

Nevertheless, measuring the power density when considering wavelengths on
a mm-wave scale constitutes a challenge since a margin of error of 1 mm corre-
sponds to, e.g., one fifth of a wavelength at 60 GHz. Thus, absolute positioning
and alignment of the antenna under test (AUT) with respect to the planar eval-
uation surface need to be accurately determined to avoid large errors in the
retrieved amplitude and phase. In turn, this puts stringent requirements on
the measurement techniques applicable to study EMF exposure compliance at
mm-wave frequencies. This issue is addressed in Paper IV, where a measurement
and data post processing technique based on the inverse source method (dis-
cussed further in Section 3) is presented together with a novel probe correction
procedure.
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3 Millimeter Wave Imaging Systems
In the most general sense, millimeter wave (mm-wave) imaging is the science of
utilizing electromagnetic (EM) fields in the 30 GHz to 300 GHz region—where the
corresponding wavelength ranges between 10 mm and 1 mm—to provide an image
of a structure, a material or a field region around, e.g., a transmitting antenna op-
erating in the said frequency range [20,21]. To study EMF exposure compliance
at mm-wave frequencies for instance, the aim is to reconstruct the near field on a
finite surface at a predetermined distance from the AUT [16,57]. The other appli-
cation of interest here—the reader is referred to the overviews provided in [20,21]
for more details on the extensive practical usages of mm-wave imaging—is EM
NDT of composite structures; structures that are composed of low permittivity
and low loss materials and are utilized extensively in radomes and aircraft struc-
tural components [60]. As such, EM NDT is used in the aerospace industry as a
step in the production chain of composite structures to evaluate each manufac-
tured component and detect potential geometric or electromagnetic anomalies.
For instance, a 10 GHz imaging system based on source reconstruction was uti-
lized in [22, 61, 62] as a radome diagnostics tool. Operating at the even higher
mm-wave frequency bands o�ers some substantial benefits in term of a compact
measurement setup (under the assumption that the device under test (DUT) is
su�ciently small) and high resolution at the expense of a more shallow penetra-
tion depth, which is of less concern due to the characteristics of the composites.

3.1 Experimental Setup and Post Processing
The measurement approach adapted here is the planar scanning technique, where
the field is sampled over a finite planar surface at some distance away from either
the AUT—the Tx antenna—or, in the NDT scenario, the DUT that has been
illuminated by the Tx antenna [59]. The field is sampled over a rectangular grid
by moving an Rx probe, chosen as an open-ended rectangular waveguide, in a
meander-like fashion over the measurement surface using a specified spatial incre-
ment. The probe movement is realized using electronically steerable THORLABS
LTS300/M positioners providing an alignment accuracy on a µm-scale [63]. A
Rohde & Schwarz ZVA 67 GHz vector network analyzer (VNA) is used to register
the signals in the frequency domain across a user-defined bandwidth, by treating
the complete setup as an electrical network and registering the scattering param-
eters in the respective ports of the system at each discrete frequency point [47].
The input and output parameters to the positioners and the VNA are remotely
controlled using a laptop computer and in-house written Matlab scripts. Finally,
absorbers are placed around the setup to suppress multipath propagation caused
by reflection and di�raction from the surrounding environment. The complete
setup is mounted on a Newport RS 2000 optical table to minimize deflection and
realize an accurate alignment that is stable over time. Accordingly, the optical
table permits the experimental setup to easily be recreated at a later instance if
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Figure 11: Schematic of the experimental setup used for transmission-based
NDT measurements of a planar device under test (DUT).

R&S ZVA vector
network analyzer

Rx probe
Tx antenna

Figure 12: The experimental setup of the measurement system at 60 GHz used
in Paper IV, with surrounding absorbers and a standard gain horn as the antenna
under test (AUT).

necessary.
A schematic of the experimental setup used for the transmission-based NDT

measurements in Paper V is depicted in Figure 11. Photographs of the setups
used in Papers IV and VI are shown in Figures 12 and 13, respectively.

Despite surrounding the complete setup with absorbers, it is unpreventable
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that multipath propagation will have an impact on the received signal. Since
multipath components experience di�erent time delays, time domain gating can
e�ectively be applied to mitigate this problem [64]. The procedure involves ap-
plying an inverse fast Fourier transform (FFT) to the measured data to view
it in the time domain, and subsequently filtering out the spurious signals using
an appropriate windowing function. The time domain resolution and range are
inversely proportional to the frequency bandwidth and resolution, respectively,
and thus must the frequency domain settings of the VNA be set accordingly to
ensure that the gating can be applied.

To avoid strong EM absorption the scan is conducted in the radiative near
field region of the AUT—that is, outside the reactive near field region—where
the radiation fields dominate yet the field pattern in general still exhibit a radial
dependence. The directivity of the AUT should also be considered as to assure
that su�cient energy is captured by the finite measurement surface. Moreover,
choosing the sample increment as ∆ Æ ⁄/2 ensures that no aliasing occurs in
accordance with the Nyquist-Shannon theorem [65]. In some cases sampling can
be made sparser to decrease the otherwise exceedingly long scan time. This
comes at the expense of aliasing; depending on the geometrical properties of the
experimental setup however, the aliasing might have little or no e�ect on the final
image.

As the open-ended waveguide is a non-ideal probe and its spatial relation to
the rest of the experimental setup is dynamic, it has a non-local interaction with
its field environment that depends both on its own EM characteristics and its
position on the measurement surface [59,66,67]. In essence, this implies that—at
each sampling point—what the VNA actually registers on the receiving end is a
complex-valued voltage signal accounting for the full probe interaction. A probe
correction technique is thus required to obtain the actual field in the sampling
points. Standard probe correction techniques conventionally exploit a priori
information on the probe’s EM characteristic to atone for this e�ect. Paper IV
presents a novel probe correction technique that does not require any information
on the utilized probe, but instead uses data from a second measurement of an
electrically small aperture to remove the probe impact. The interested reader is
referred to [59] for an elaborate overview of the history of planar, cylindrical and
spherical near field scanning methods and the accompanying probe correction
techniques.

3.2 Image Retrieval Algorithms
Once the field has been acquired across the measurement surface, the objective
is to retrieve an image of, e.g., the material parameters, the electric and/or mag-
netic currents, or the EM fields, on a surface situated closer to the Tx antenna (in
the NDT scenario the surface is chosen as a cross section of the planar DUT) than
the actual measurement surface. This type of problem is referred to as either an
inverse source or inverse scattering problem [68–70]. The former aims at finding
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R&S ZVA vector network analyzer
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Optical table

Figure 13: The experimental setup of the measurement system at 60 GHz used
in Paper VI. The device under test (DUT) is mounted on top of a metallic
ground plane, and the spatially fixed Tx antenna illuminates the DUT from an
oblique angle. The positioners that scan the Rx probe across the rectangular
measurement surface are seen to the left.

the equivalent source currents, J , given a radiated field, E, whereas the latter
amounts to finding the characteristics of the target in terms of, e.g., geometrical
shape or regions of varying permittivity Á(r) (dielectric contrast). The properties
of the operator describing the relationship between the given and sought-after
quantities is controlled by the physics of the problem, which can be formulated
using field integral equations (see Section 4). However, while the inverse source
problem can be described using linear operators, the inverse scattering problem is
non-linear due to the fact that the permittivity or the dielectric contrast consti-
tutes the unknown [68]. Accordingly, suitable reformulations or approximations
are commonly adopted to formulate the problem in a linear sense [71–73].

The image retrieval algorithms considered here are based on the matrix form
of the electric field integral equation (EFIE)—discussed in greater detail in Sec-
tion 4—which reads:

E = NJ . (3.1)

Here, the column vector E œ CN◊1 contains the known electric field in the N sam-
pling points, the column vector J œ CM◊1 contains the M unknowns representing
the discretized electric current on the reconstruction surface, and N œ CN◊M is
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Figure 14: Numerical models of (3.1) used in the image retrieval algorithms
under di�erent scenarios. Left: A small planar surface is used to model an
antenna aperture in terms of equivalent electric currents. Right: A larger surface
is used to model, e.g., a planar device under test (DUT), resulting in exceedingly
large dimensions of the operator N.

the moment matrix operator describing the linear relationship between the two.
Numerical models are depicted in Figure 14, where the reconstruction surfaces
are discretized into rectangular mesh cells with rooftop functions acting as lo-
cal basis functions. If the matrix N is non-invertible and ill-conditioned, the
problem may be regularized and solved by constructing the pseudo-inverse using
the truncated singular value decomposition (SVD) method [70], as disclosed in
Papers IV, V and VI. With the equivalent source currents obtained, the fields in
any region of interest may be found through (3.1) using the appropriate operator
N.

The NDT scenario is also perfectly suited for additional regularization tech-
niques to be applied. Under the reasonable assumption that the DUT only con-
tains anomalies that are small in size or induce weak scattering, the problem may
be formulated in a compressive sensing (CS) sense since the solution vector is
known beforehand to only contain a few non-zero entries with respect to a prede-
fined basis [74]. The CS technique utilizes L1-regularization to search for a sparse
solution under this precondition, and is particularly e�cient in finding solutions
to underdetermined linear problems [75]. The solution can further be recovered
using far fewer samples than what is generally required by the Shannon-Nyquist
sampling theorem, implying that it is feasible to substantially reduce the overall
measurement time. These favorable properties of CS have prompted a rapid de-
velopment of innovative solutions to a variety of EM problems concerning, e.g.,
array synthesis [76], antenna diagnostics [77], and microwave imaging and inverse
scattering [78,79].

Employing an iterative optimization technique based on, e.g., CS, requires
the matrix-vector operations to be executed at every iteration. However, for
exceedingly large values of N and M it becomes infeasible to even store the
complete matrix N, and furthermore to perform any matrix-vector operations
involving N. Under the condition that the measurement and reconstruction
surfaces are parallel and are discretized identically, matrix-free operations can be
performed in a time-e�cient manner using classical FFT-algorithms [80, 81]; a
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mere consequence of the then existing block Toeplitz properties of N. A scenario
where this is applicable is shown to the right in Figure 14.

4 Hybridized Method of Moments
The method of moments (MoM) is the main numerical technique for solving in-
tegral equations in EMs, and is further regarded as one of the predominant com-
putational electromagnetics (CEM) methods around today [82–84]. In essence,
CEM is the process of numerically addressing the interaction of EM fields with
physical objects for the purpose of acquiring various EM quantities, e.g., the
radiation pattern of an antenna, or the RCS of a scatterer. CEM methods are
based on computationally e�cient approximations to Maxwell’s equations, and
commonly utilize a discretized version of either the physical object or the full
3D volume of interest to acquire a set of unknowns—referred to as the total de-
grees of freedom (DoFs)—that constitute the solution to the problem at hand.
Many methods have been developed targeting specific problems of interest, and
depending on the complexity and electrical size of the problem, it is important to
utilize the proper method to acquire accurate results in a time e�cient manner.

Integral equation methods such as the MoM were long regarded as ill-suited
for electrically large problems, mainly because the matrix system associated with
these solvers comprises a dense matrix requiring O(N2) storage and a compu-
tational complexity scaling as O(N3) [82, 83]. However, recent advancements
in fast integral equation solvers and associated hybrid methods developed to in-
crease time e�ciency and reduce the memory requirements of standard MoM, has
moved the technique to the forefront of CEM methods applicable to electrically
large problems [82,84].

4.1 The Dyadic Green’s Function
The electromagnetic fields are assumed time-harmonic, i.e., the time variation of
the fields is sinusoidal and oscillates at an angular frequency Ê. The time domain
electric field E(r, t) can thus, using the time convention ejÊt, be written as

E(r, t) = Re
)

E(r, Ê)ejÊt

*
, (4.1)

with E(r, Ê) being the frequency domain electric field. Henceforth, the Ê-term
will be omitted for convenience.

The EFIE, that constitutes the foundation of the standard MoM solver for
homogeneous medium and metallic scatterers, can be conveniently expressed in
terms of the dyadic Green’s function G(r, rÕ) that represents the point source
response to the Helmholtz vector wave equation [82]:

Ò ◊ Ò ◊ E(r) ≠ k

2E(r) = ≠jÊµJ(r) . (4.2)
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The wavenumber k is defined in terms of Ê and the speed of light c as k = Ê/c,
the permeability of the considered medium is µ, and J signifies a volume current
density (A/m3). This equation can be derived with no approximations straight
from Maxwell’s equations [69], and is a common starting point for the modeling
of wave propagation mechanisms and electromagnetic interactions. It can be
shown that the fundamental solution to the equation,

Ò ◊ Ò ◊ G(r, rÕ) ≠ k

2G(r, rÕ) = ≠I3”(r ≠ rÕ) , (4.3)

where I3 is the identity dyadic and ”(r) is the Dirac delta function, is given by
the dyadic Green’s function G(r, rÕ) in a homogeneous medium:

G(r, rÕ) =
A

I3 + ÒÒ
k

2

B
e≠jk|r≠rÕ|

4p | r ≠ rÕ | . (4.4)

The dyadic Green’s function operates as an exact propagator and represents
the electric field in the observation point r that is generated by a point source
situated in rÕ. This key characteristic is the reason behind that the dyadic
Green’s function is such a convenient tool for expressing the integral equations
numerically.

4.2 Matrix Formulation of the Electric Field
Integral Equation

Consider the problem of a perfect electric conductor (PEC) structure—either
representing an antenna or a scatterer— that resides in free space and is excited
by means of either an active port (antenna) or an incident field (antenna or
scatterer). The scenario is depicted in Figure 15. Since no magnetic currents
may exist on the surface of the structure, i.e., M = ≠n̂ ◊ E = 0, any excitation
will only induce a surface current density (A/m2), J . Successively, the surface
current density will radiate an electromagnetic field itself [69, 82], and it is this
field that is of interest in the majority of all scattering and antenna problems.
This field, depicted as the scattered field Esc in Figure 15, may only be retrieved
once the unknown surface current density is obtained for the given excitation
of the structure. The EFIE is a mathematical description of this phenomenon
that utilizes the dyadic Green’s function to relate the excitation of the structure,
modeled by an incident electric field at the surface interface, to the induced
surface current density:

n̂ ◊ Einc(r) = jk÷0n̂ ◊
⁄

S

G(r, rÕ) · J(rÕ) drÕ
. (4.5)

Here, n̂ is the normal direction of the surface S, Einc(r) is the incident electric
field assumed known, and ÷0 is the intrinsic impedance in free space. In active
antenna problems, Einc(r) is usually defined by the voltage produced by a port
excitation over a specified discretized edge, divided by its length.
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Figure 15: Scattering by a perfect electric conductor (PEC) structure with
surface S.

The MoM—being a numerical computational tool for solving an integral
equation—requires the EFIE to be discretized and expressed in matrix form,
and to achieve this the surface current density is expanded using a set of N

tangential, real-valued basis functions Â
n

(r), n = 1, . . . , N :

J(r) =
Nÿ

n=1
I

n

Â
n

(r) . (4.6)

Inserting this expansion into (4.5) gives:

n̂ ◊ Einc(r) = jk÷0

Nÿ

n=1
I

n

⁄

S

n̂ ◊ G(r, rÕ) · Â(rÕ) drÕ
. (4.7)

Since an r dependence is still present, a set of testing functions w
m

(r), m =
1, . . . , N is introduced to test the equation and obtain the final matrix form. A
common choice, known as Galerkin’s method [85], is to use the basis functions
as testing functions, i.e., w

m

(r) = Â
m

(r). Through dot multiplication with
n̂ ◊ w

m

(r) and integration over the complete surface S, (4.7) can be written as
a linear system of equations,

⁄

S

Â
m

(r) · Einc(r)dr = jk÷0

Nÿ

n=1
I

n

⁄

S

⁄

S

Â
m

(r) · G(r, rÕ) · Â
n

(rÕ) drÕdr , (4.8)

which, in turn, can be written in the matrix form

V = ZI (4.9)

by introducing the following elements:

V

m

=
⁄

S

Â
m

(r) · Einc(r) dr ,

and Z

mn

= jk÷0

⁄

S

⁄

S

Â
m

(r) · G(r, rÕ) · Â
n

(rÕ) drÕ dr .

(4.10)
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Figure 16: Triangular mesh of a bowtie antenna meant to operate at frequencies
where its height is ¥ ⁄/2.

Thus, the left-hand side in (4.9), V œ CN◊1, represents the excitation of the
surface S and is commonly referred to as the excitation vector, whereas the matrix
Z œ CN◊N represents the electromagnetic coupling between the basis functions
and is referred to as the impedance matrix. The vector I œ CN◊1 contains the
unknown current density coe�cients I

n

that are retrieved for a given excitation
by solving (4.9).

For integral solvers, the geometrical objects of interest are commonly dis-
cretized into triangular mesh cells, and the standard choice of local basis functions
is then the Rao-Wilton-Glisson (RWG) basis functions [86]; piece-wise linear ba-
sis functions spanning two triangle elements. A mesh view of a bowtie antenna,
meant to operate at frequencies where the height of the antenna is ¥ ⁄/2, is
depicted in Figure 16. To ensure su�cient accuracy in the numerical solution,
the mesh cell size should preferably not exceed ⁄/10 [82,83]. Furthermore, if the
geometry contains very detailed design features, the mesh needs to be refined
in these regions to ensure su�cient resolution. As a result, it is not unusual
to consider discretized models of trivial resonant type antenna elements where
the number of DoFs, N , ranges somewhere between 100–1 000. For instance,
the bowtie antenna seen in Figure 16 has been discretized such that N ¥ 800.
Furthermore, for more complex antenna geometries that incorporate an elevated
level of detail as well as both metallic and dielectric materials, N may very well
be in the order of 1 000–10 000.

Thus, in the context of arrays composed of a large number of antenna ele-
ments, recalling that storage and computational complexity scales as O(N2) and
O(N3), respectively, it is deemed either extremely time-ine�cient or simply im-
possible to obtain a numerical solution using conventional MoM on a standard
desktop computer, assuming that no cluster or parallel computing is feasible.
Rather, fast integral equation solvers and hybrid methods are needed to obtain
accurate solutions and achieve accelerated computation [82].
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4.3 The Adaptive Cross Approximation
The adaptive cross approximation (ACA) is an iterative algorithm that may be
implemented as an add-on to the standard MoM in order to reduce memory us-
age and computational complexity [87]. In [87] it is claimed that computational
complexity scales as O(N4/3 log(N)) for moderate size problems. The mathe-
matical framework was first presented in [88] and the algorithm was later intro-
duced in static and low-frequency EM and electromechanical problems in [89].
Since its introduction to EM, several papers have presented various improvement
schemes [90, 91] and demonstrated the algorithm as one of several elements in
fully hybridized MoM solvers [92].

Due to its completely algebraic nature, it can be applied to numerical source
code independent of the underlying kernel function, and in [87] it was demon-
strated that the ACA is particularly well-suited for the specific EM problem of
accelerating the computation of coupling matrices between well-separated geome-
tries. Consequently, its applicability to finite array problems is evident, since the
full impedance matrix Z can be seen as a composition of the di�erent sub-blocks
representing the coupling between the antennas within the array. For an N

x

◊N

y

uniform array of identical antennas the full impedance matrix, Z œ CNaN◊NaN ,
can be written as

Z =

S

WWWU

Z1,1 Z1,2 . . . Z1,Na

Z2,1 Z2,2 . . . Z2,Na
...

... . . . ...
Z

Na,1 Z
Na,2 . . . Z

Na,Na

T

XXXV
, (4.11)

where Na = N

x

N

y

is the total number of antennas and each antenna comprises
N DoFs. The ACA can be used to speed up the computation of the o�-diagonal
block matrices Z

i,j

œ CN◊N , i ”= j. In essence, it exploits the low rank na-
ture of the matrix Z

i,j

—arising from that the coupling domains describe remote
interaction—to approximate it using two lower rank matrices, C

i,j

œ CN◊r and
R

i,j

œ Cr◊N :
Z

i,j

¥ ÂZ
i,j

= C
i,j

R
i,j

, i ”= j .

(4.12)

The e�ective rank of Z
i,j

is r; the number of columns and rows in the matrices
C

i,j

and R
i,j

, respectively. The decomposition of Z
i,j

using (4.12) is depicted in
Figure 17.

The iterative algorithm will continuously add elements to C
i,j

and R
i,j

until
convergence is reached for a user-defined tolerance ‘. The tolerance is commonly
chosen somewhere between 10≠2 and 10≠4 for su�cient accuracy [87]. Hence, at
iteration n, the ACA will terminate if

ÎZ
i,j

≠ ÂZ(n)
i,j

ÎF Æ ‘ÎZ
i,j

ÎF , (4.13)

where Î · ÎF denotes the Frobenius norm [93]. Clearly, this requires both full
knowledge of Z

i,j

and that the matrix product C
i,j

R
i,j

is computed. To avoid
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Figure 17: ACA decompositon of an impedance matrix Z
i,j

into matrices C
i,j

and R
i,j

.

this, the two norms can be approximated as

ÎZ
i,j

ÎF ¥ ÎC(n)
i,j

R(n)
i,j

ÎF ,

and ÎZ
i,j

≠ ÂZ(n)
i,j

ÎF ¥ Îc(n)Î2 Îr(n)Î2 .

(4.14)

Here, c(n) and r(n) are the column and row added at iteration n, respectively,
and Î ·Î2 denotes the L2-norm. The first norm in (4.14) can be obtained without
computation of the matrix product, as disclosed in the full algorithm description
available in Appendix A.

The benefit of utilizing the ACA for computing the coupling between sep-
arated domains is demonstrated here for two 2⁄ ◊ 2⁄ PEC plates separated a
distance d. The degrees of freedom N is 736 per plate such that the full cou-
pling matrix is a 736 ◊ 736 matrix. The e�ective rank r as a function of d is
shown in Figure 18 for two di�erent scenarios; a side-by-side alignment and an
opposite alignment of the plates. As expected, it is seen how a more stringent
tolerance results in a higher e�ective rank, and that r is decreasing as d in-
creases. Moreover, for very closely spaced domains (d < ⁄), r essentially equals
the full dimension of the coupling matrix, indicating that the e�ciency of the
ACA decreases as the domains are put closer together. This in turn implies that
the algorithm is preferably employed only to block matrices representing the cou-
pling between well-enough separated domains, e.g., d > ⁄/2. Lastly, the opposite
aligned plates experience a stronger coupling than those aligned side-by-side, re-
sulting in a higher r.

4.4 The Macro Basis Function Method
The macro basis function (MBF) method is a means to reduce the DoFs in
the linear equation system of standard MoM—defined by the number of local
basis functions N—by constructing a set of M aggregated basis functions, the
MBFs, thereby achieving a considerable compression if M π N [92, 94]. There
exist numerous variations of the method; for instance the characteristic basis
function method [92,94], the synthetic function method [95], and the eigencurrent
method [96]. Whereas the common concept of these is the same, the di�erences lie
in how to generate the MBFs. The method has further been applied to antenna
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Figure 18: E�ective rank r, as acquired from the ACA algorithm, of the coupling
matrix Z between two 2⁄ ◊ 2⁄ PEC plates at various separation distances d for
two choice of convergence threshold ‘. The full dimension of Z is 736 which is
displayed by the black dashed line.

and scattering problems as one of several acceleration methods; in [92] it was
demonstrated combined with the ACA for large finite arrays with interconnected
antennas, in [97] combined with the multilevel fast multipole method (MLFMM),
and in [98] combined with the adaptive integral method (AIM).

The MBF method considered here is employed on the di�erent sub-blocks
constituting the full impedance matrix in (4.11) such that each one of these sub-
blocks are compressed. For consistency, the analysis is again restricted to the
problem of finite arrays consisting of identical antennas separated with uniform
spacing in free space; however, the generality of the MBF method allows for
employing it on other EM problems of more arbitrary geometries [92,95,97].

A sub-domain of the finite array is defined on which a set of induced currents
will be used to characterize the MBFs. Intuitively, the sub-domain is chosen
as a single antenna. The induced currents are generated through a set of Ne
excitations, constituting the matrix Ve:

Ve = [V 1, V 2, . . . , V
Ne ] . (4.15)

The excitations are chosen as any relevant port excitations of the sub-domain,
and a set of plane waves for modeling the coupling from external sources. The
number of angles of incidence N is chosen in a similar fashion as the spherical
mode truncation to ensure proper excitation of the sub-domain [94, 99], i.e.,
along the polar circle N = ka + 10 with a being the minimum radius of a sphere
enclosing the sub-domain. The full plane wave spectrum is then obtained using a
similar discretization in azimuth, and two orthogonal polarizations of the plane
wave at each incident angle. The excitation scheme is illustrated in Figure 19.
In addition, point dipoles can be positioned around the sub-domain to represent
near field coupling [95].

The set of induced currents Ie are now calculated using (4.9) given the self-
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e

Figure 19: The set of Ne excitations for generating the induced currents consti-
tuting the foundation for the macro basis functions (MBFs). The example shows
a monopole antenna above a ground plane with the enclosing sphere of minimum
radius depicted in blue.

coupling impedance matrix, Zsd, of the sub-domain:

Ie = Z≠1
sd Ve . (4.16)

For reasonably small values of N , solving the above system comes at no con-
siderable expense since Zsd œ CN◊N whereas the complete system of the finite
array is represented by the matrix Z œ CNaN◊NaN in (4.11) where Na is assumed
large. However, if N is large (4.16) could constitute a computational bottleneck,
implying that the method is best suited for problems where the sub-domain can
be modeled using a not exceedingly large value of N .

Having obtained Ie, the MBFs are acquired by means of a singular value
decomposition (SVD):

Ie = U�VH
. (4.17)

Here, U and V are N ◊ N and Ne ◊ Ne unitary matrices containing the left-
and right-singular orthonormal eigenvectors, respectively, and � is a rectangu-
lar diagonal matrix with the non-negative real-valued singular values ‡

i

, i =
{1, 2, . . . , min{N, Ne}}, ordered in descending magnitude, as its diagonal en-
tries. The current distributions that may exist on the sub-domain—given the
excitations used for generating the induced currents originally—can be expressed
through the eigenvectors in U, where the magnitude of the corresponding eigen-
value represents the independency (or importance) of that specific eigenvector in
relation to the other eigenvectors [95]. As such, a compressed system of equa-
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tions can be acquired by discarding the singular vectors of U whose normalized
singular values are below a prescribed threshold · ,

‡

m

/‡1 Æ · , m > M , (4.18)

and defining the MBF compression matrix as

ÂU = [u1, u2, . . . , u
M

] , (4.19)

where ÂU œ CN◊M , M π N , and u
m

represents the m:th eigenvector contained
in U. The MBF method aims to find an approximate solution vector ÂI œ CN◊1

to the original matrix equation in (4.9), i.e., ÂI ¥ I, that can be expressed as a
linear combination of the eigenvectors in ÂU:

ÂI = ÂUImbf . (4.20)

Evidently, the solution to the linear system of equations may then be represented
by the M unknown current coe�cients contained in Imbf œ CM◊1. Accordingly,
a compressed matrix formulation is obtained by left-hand multiplying both sides
of (4.9) with ÂUH and inserting (4.20) as the sought-after solution vector:

V mbf = ZmbfImbf . (4.21)

Here, the compressed impedance matrix and voltage vector are defined as:

Zmbf = ÂUHZ ÂU , Zmbf œ CM◊M

V mbf = ÂUHV , V mbf œ CM◊1
.

(4.22)

Once Imbf is obtained as the solution to (4.21), the current density may be
expressed through the local basis functions using (4.20).

The principle of the MBFs is illustrated in Figure 20, where the current
distribution of three di�erent eigenvectors contained in U is depicted together
with the normalized magnitude of the corresponding singular values. For the
large singular values (> 10≠2) the corresponding currents have a clear physical
distribution, whereas the lower singular value (¥ 10≠8) results in a more spurious
current distribution. Evidently, the overall compression is determined by the
choice of the threshold value · , which in turn determines the accuracy of the
acquired MBF solution in relation to the full solution of the system. Typical
values for · ranges from 10≠2 to 10≠5 [92, 94,95]. Table 1 shows three examples
of achievable compression for di�erent resonant type antennas using the MBF
method implemented on top of the source code provided in [100].

For interconnected arrays, the procedure above requires slight modifications
due to the interconnections between the antenna elements and the presence of
several sub-domains. This problem is the main topic of Paper I, where two
methods based on published research in [92] and [95] are compared.
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Table 1: Compression examples for three di�erent antennas as sub-domains,
with · = 10≠3.

N M M/N -ratio
Slot 1176 15 0.013

Monopole 367 10 0.027
Bowtie 4112 18 0.004
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Figure 20: Example of utilizing eigenvectors, acquired from the singular value
decomposition (SVD), as the macro basis functions (MBFs) to obtain a com-
pressed system of equations. The sub-domain is a bowtie antenna similar to the
one depicted in Figure 16.

4.5 Combining the ACA and the MBF method
The ACA and the MBF method were implemented as add-ons to a in-house
standard MoM solver, see [27], to realize a hybridized solver capable of solving
the problem of electrically very large arrays in a time e�cient manner. All
simulations in Paper II were run using this solver. Employing the ACA and the
MBF method jointly yields the following compressed version of the full impedance
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matrix found in (4.11):

Zmbf =

S

WWWWWWU

ÂUHZ1,1 ÂU ÂUHC1,2R1,2 ÂU . . .

ÂUHC1,NaR1,Na
ÂU

ÂUHC2,1R2,1 ÂU ÂUHZ2,2 ÂU . . .

ÂUHC2,NaR2,Na
ÂU

...
... . . . ...

ÂUHC
Na,1R

Na,1 ÂU ÂUHC
Na,2R

Na,2 ÂU . . .

ÂUHZ
Na,Na

ÂU

T

XXXXXXV
.

(4.23)
Since Zmbf œ CNaM◊NaM and M π N , the original problem may be solved time
e�ciently using this compressed system of equations.

Since the antennas in the array are identical the same MBF compression
matrix is applied on all sub-blocks of Z. If various sub-domains need to be
considered, e.g., if the array consist of several di�erent antenna geometries or if
electrical interconnections exist between the elements themselves, the procedure
in Section 4.4 needs to be repeated for all singled-out sub-domains. As a conse-
quence, the compression of an o�-diagonal block matrix Z

i,j

requires the usage
of two MBF compression matrices:

Zmbf
i,j

= ÂUH
i

C
i,j

R
i,j

ÂU
j

. (4.24)

Here, ÂU
i

and ÂU
j

are the compression matrices applicable to the corresponding
sub-domains that antenna i and j belongs to, respectively.

In addition, further acceleration is feasible by exploiting the a priori infor-
mation regarding existing symmetries in the finite array. The full impedance
matrix Z found in (4.11) is transpose symmetric, i.e., Z

j,i

= ZT
i,j

, implying that
only the upper-triangular part in (4.23) needs to be computed. This would then
require the Hermitian transpose in (4.22), (4.23) and (4.24) to be replaced by the
ordinary transpose ·T to maintain the symmetry. Moreover, a uniform configu-
ration implies that a limited number of translation vectors are utilized to realize
the full array geometry. These translational symmetries result in that both the
full impedance matrix Z and its compressed version Zmbf are block Toeplitz ma-
trices [101], which in turn can be exploited using a pre-process scheme to the
MoM solver in order to minimize the number of sub-blocks that needs to be
computed. For an arbitrary N

x

◊ N

y

uniform array it can be shown that it is
only necessary to compute N

x

N

y

+ (N
x

≠ 1)(N
y

≠ 1) sub-blocks, e.g., a 100 ◊ 10
array only requires the computation of 1 891 sub-blocks which is less than 0.2 %
of the actual existing 106 sub-blocks. The principle is illustrated in Figure 21 for
a 4 ◊ 2 uniform array using a colormap scheme to visualize the sub-blocks that
are identical.

The computational speed-up that is realizable when utilizing the hybridized
MoM discussed above is demonstrated in Table 1. The example configurations
consist of bowtie antennas as the one in Figure 16, operating at the resonance
frequency f0. The antenna spacing is ¥ ⁄0/2. All acceleration schemes are
implemented as add-ons to an existing standard MoM solver; implemented in
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Table 2: Computation time required for various array configurations of bowties
when the di�erent acceleration schemes are employed.

N Standard MoM ACA+MBF +trans. sym.

8 ◊ 3 15 432 242.0 s 7 s 2 s
40 ◊ 4 102 880 N/A 3 min 1 s 6 s

100 ◊ 10 643 000 N/A 96 min 38 s 1 min 38 s
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Figure 21: Example of the exploitation of existing geometrical symmetry for
a 4 ◊ 2 array of identical antenna elements. Left: Array and antenna indexing.
Right: Colormap depicting identical sub-blocks Z

i,j

in the upper-triangular part
of Z.

the C programming language using the Intel MKL library [102]. The simulations
were run on an Intel(R) Core(TM) i7-4770 CPU @ 3.4 GHz with 32 GB RAM.
In comparison, the 40 ◊ 4 array (using the exact same geometrical model and
meshing) takes 16 min 48 s to simulate on the same computer using the MLFMM
solver of the commercial software FEKO [103].

5 Conclusions
The work contained in this thesis has focused on several aspects of mm-wave
imaging and phased array technology, in the context of their applicabilities in
the aerospace and defense and telecommunication industries. As such, there
have been several goals of the presented research which is a result of the various
projects in which the performed tasks have been conducted within the framework
of. The general conclusions of this work is thus best displayed as summaries of
the contributions of the respective papers, in the broader context of their mutual
connections to phased arrays, mm-wave frequencies, and imaging.
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Numerical Aspects of Phased Arrays for Aerospace
Applications
The state-of-the-art CEM tools are continuously evolving to meet demands on
improved accuracy and computational e�ciency, as well as to realize function-
ality in EM problems of expanding complexity. Papers I and II deal with two
established hybrid MoM techniques—the MBF method and the ACA—as applied
to the specific problem of simulating electrically very large antenna arrays under
the extreme EM condition of operating them in endfire mode. Such large array
configurations are extensively utilized in the aerospace and defense industry as to
realize the high gain required of AESA systems, and the antenna elements them-
selves often incorporate a high level of detail and material complexity resulting
in an exceedingly large number of unknowns. A considerable amount of time was
dedicated to investigate and implement the selected hybrid MoM techniques as
add-ons to an existing in-house MoM-code. More intricate versions of these al-
gorithms were subsequently implemented in the commercial simulation software
ESI CEM One.

Paper I presents a comparison study of two previously published algorithms
to address electrical interconnections using the MBF method presented in Sec-
tion 4.4. Very strong coupling between the antenna elements is occurrent in
endfire mode operation, since the energy is launched or received along the axis of
the array. Since the antennas are interconnected, this is in turn expected to be
a source of increased numerical error. The two methods were thus studied and
compared under this condition, and it was found that the methods di�ered in
the required number of MBFs for a given numerical accuracy. It should however
be stated that both methods were successfully employed on the target problem.

In Paper II, the complete simulation framework presented in Section 4 was uti-
lized to address the issue of bad overall matching of large endfire antenna arrays.
This is a well-known consequence of the previously mentioned strong mutual cou-
pling occurring under this excitation condition. The considered geometry was a
200 ◊ 12 array of bowtie antennas with 643 RWGs per element. Accordingly, the
complete simulation volume consisted of more than 1.5·106 number of unknowns,
thus constituting an EM problem that is infeasible to solve unless a hybrid solver
is adapted. By combining the ACA, the MBF method and the block Toeplitz
symmetry pre-processing scheme, the 2 400 EEPs and the 2 400◊2 400 scattering
matrix could be computed at each frequency point in an overall simulation time
varying between 8 min 30 s and 27 min 20 s (the di�erence is due to the number
of MBFs being frequency dependent). These were then used in post process to
conduct the convex optimization synthesis. The matching problem was formu-
lated as a convex optimization problem, and it was shown that the matching can
be significantly improved compared to standard feeding approaches by utilizing
the optimized excitation coe�cients. Furthermore, the results also suggested
that—due to the configuration of the excitation coe�cients—it su�ces to only
let a fraction of the array be active under the endfire operation as the back end
contributes very little to the total radiated power.
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Phased Arrays for 5G Applications
One of the most emerging technologies (that arguably also should be considered
a prerequisite) for potentially realizing mm-wave 5G wireless networks, is that
of utilizing phased arrays for the UEs. The topic has been the target of very
extensive research the last five years, and has undoubtedly not gone unnoticed
among the majority of researchers in the EM community. Accordingly, it is of
paramount interest to investigate the capabilities as well as the limitations of
such systems when integrated in the UE platform.

Paper III contains the earliest published material (accepted in July 2015)
included in this thesis, and presents a conceptual study on the beam steering
capabilities of di�erent array configurations composed of two di�erent microstrip
antenna designs. Noticeably, the target frequency was chosen as 15 GHz, which
is outside of the so-called mm-wave frequency range as the corresponding wave-
length is 20 mm. Nevertheless, the concept is still applicable, although the se-
mantic reader may object to the frequent use of the term ”mm-wave”. The main
contribution of the paper is the introduction of two evaluation metrics; the total
scan pattern and the coverage e�ciency as disclosed in Section 2.5. These metrics
were then used to evaluate the performance of the various array configurations
when integrated in a mobile phone mock-up.

In Paper IV, the imaging system described in Section 3 was used to run
EMF exposure compliance testing of mm-wave 5G cellular handsets. The study
comprises results for a 4 ◊ 1 array configuration operating at 28 GHz that was
integrated in a mobile phone mock-up identical to the one disclosed in Paper III.
Moreover, the array composed of one of the previously mentioned microstrip an-
tenna designs; although re-designed for operation at 28 GHz instead of at 15 GHz.
Results for a 60 GHz corporate-fed 4◊4 microstrip patch array—as well as for the
benchmarking case of a 60 GHz standard gain horn antenna—are also included.
Apart from the presented measurement results, the key novelty of the work is
the introduced technique that utilizes a single reference measurement of a small
aperture to perform the probe correction. Using this approach, a very accurate
spatial alignment of the AUT, with respect to the planar surfaces on which the
power density is evaluated on, is obtained. Consequently, large errors in am-
plitude and phase can be avoided, despite the facts that the planar evaluation
surface is situated in the immediate vicinity of the AUT and that the operating
wavelength is on a mm-scale. A conference abstract based on this paper was
awarded third place out of 19 submissions in the Student Paper Award at the
Antenna Measurement Techniques Association (AMTA) 2018 Conference held in
Williamsburg, VA.

Millimeter Wave Imaging of Aerospace Composite Panels
As a fundamental part in the production chain of composite structures, EM non-
destructive testing (NDT) plays an integral role in the aerospace industry where
such structures are utilized to a wide extent. One technique for conducting EM
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NDT of composite structures is mm-wave imaging which o�ers high resolution
due to the inherently short wavelengths.

Paper V presents a complete mm-wave imaging system that was developed
for the specific purpose of conducting EM NDT of planar composite structures,
i.e., composite panels. The system bears close resemblance to the one utilized
in Paper IV; conducting a planar near field scan to retrieve the data and utiliz-
ing MoM-based processing algorithms to obtain the final image. In addition, an
L1-minimization formulation is presented that exploits the sparsity of the sough-
after solution to improve the image quality. The imaging system is transmission-
based, i.e., a DUT is illuminated by a transmitting antenna from one side, and
on the other side of the DUT a receiving probe registers the transmitted signal
across a measurement surface realized by the planar scan. All measurements
were conducted in the 60 GHz band, and the measured DUT was an industrially
manufactured composite panel. The main novelty presented in this work is re-
lated to one of the processing algorithms of the imaging systems. The algorithm
permits the image to be retrieved using only a single measurement, which stands
in stark contrast to conventional processing algorithms used in similar imaging
systems that are reliant on a reference measurement where no DUT is present.

In Paper VI, the previously introduced transmission-based imaging system is
further developed and formulated as a reflection-based imaging system instead.
Many aircraft structural components contain sheets of RF-impenetrable mate-
rial, making it unfeasible to conduct transmission-based testing of such DUTs.
The hardware component of the imaging system was thus altered and further
developed accordingly, to treat planar DUTs mounted on top of a ground plane
that emulates or extends the underlying conducting layer. As before, the final
image requires only a single measurement to be conducted. A filtering technique
was demonstrated and added as a supplemental software component, whereas
the rest of the processing algorithms was preserved but altered in accordance
to the new experimental setup. A conference abstract based on this paper was
rewarded first place out of 19 submissions in the Student Paper Award at the
Antenna Measurement Techniques Association (AMTA) 2018 Conference held in
Williamsburg, VA.

5.1 Research Outlook and Future Work
There are several potential proceedings—concerning both continued research and
future industrial challenges—to the work presented in this thesis. This section
provides a brief overview of the most considerable ones.

The two acceleration techniques, the MBF method and the ACA, that are
utilized to obtain a fast hybrid MoM-code have the substantial benefit of being
kernel-independent. The conducted analysis in Papers I and II are restricted to
metallic structures merely due to the existing kernel in the in-house code. Ac-
cordingly, the analysis could be extended to treat dielectrics and 3D geometries
with interconnections given a more elaborate kernel based on the combined field
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integral equation (CFIE). The hybrid MoM-code could further be used to address
antenna problems related to massive MIMO systems, due to the code’s noniter-
ative characteristic and capability of rapidly calculating the EEPs of large scale
multi-port systems.

The usage of mm-wave phased arrays in future 5G devices—the topic of
Paper III—is still subject to considerable industrial challenges. The antenna
elements should cover a wide impedance bandwidth, preferably enable dual-
polarized operation, and sustain a reliable radiation pattern across the whole
band. Multiple array configurations are likely required for omnidirectional cov-
erage, and these need to co-exist on a limited form factor with cellular antennas
operating at the conventional frequency bands below 6 GHz. Issues related to
antenna packaging should be addressed as well, since active components may
very well be integrated with the radiating elements to reduce losses in the RF
chain. Regarding the topic of EMF exposure for mm-wave 5G devices (addressed
in Paper IV), a common consensus on safety limits and standards is yet to be
reached between the existing commissions; eliminating the existing inconsisten-
cies may play a significant role in avoiding potential negative influences on the
performance and cost of future mobile communication systems.

There is also room for improvement of both the hardware and software com-
ponents of the imaging systems presented in Papers V and VI. For instance, the
measurement time could be reduced by exploiting an array of probes instead of
performing a full two-dimensional raster scan using only one probe. This would
apply to the experimental setup for the EMF exposure measurement as well.
The imaging algorithms presented in Papers V and VI are based on a single
frequency problem formulation and could be modified to better exploit the mea-
surement data; acquired over the full frequency bandwidth. A sparser spatial
sampling could then potentially be employed if data from multiple discrete fre-
quency points could be utilized simultaneously in the algorithms, implying an
additional reduction in measurement time.

Another interesting continuation is to adapt the reflection-based imaging sys-
tem (presented in Paper VI) for singly curved surfaces or similar shapes that
are often exploited in aircraft structural components. This is by no means a
straightforward adaptation, and would require, e.g., further studies in how to
properly illuminate the DUT, and how to modify the shape and size of the mea-
surement surface. The translational symmetries that are present in the planar
measurement scenario would also be compromised, resulting in slower imaging
algorithms. With the ever increasing power and speed of computers however, it
is unclear whether or not this would constitute a computational bottleneck.
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Appendix A ACA Algorithm
The adaptive cross approximation (ACA) algorithm aims to produce a low-rank
approximation ÂZ to a matrix Z œ CN◊M , where only a few elements of Z need
to be calculated. The following description is almost verbatim from [87].

The low-rank approximation is a sum of r dyadic products,

ÂZ = CR =
rÿ

i=1
c

i

r
i

, (A.1)

where C œ CN◊r and R œ Cr◊M . Furthermore, the N ◊ 1 column vector c
i

is
the i:th column of C, and the 1 ◊ M row vector r

i

is the i:th row of R. The
purpose of the ACA is to achieve, for a given tolerance ‘,

ÎPÎF = ÎZ ≠ ÂZÎF Æ ‘ÎZÎF , (A.2)

where P is defined as the error matrix and Î ·ÎF denotes the Frobenius norm [93].
Similarly, the L2-norm is denoted Î · Î2 in the following description. Let I =
[I1, I2, . . . , I

r

] and J = [J1, J2, . . . , J

r

] be the arrays containing orderly selected
row and column indices of the matrix Z. Using a Matlab notation, ÂP(I1, :) stands
for the I1:th row of the matrix ÂP. At the n:th iteration, the matrix ÂZ is ÂZ(n).
The following step-by-step procedure describes the algorithm:

Initialization:

1. Initialize the 1:st row index I1 = 1 and set ÂZ = 0.

2. Initialize the 1:st row of the approximate error matrix: ÂP(I1, :) = Z(I1, :).

3. Find the 1:st column index J1: |ÂP(I1, J1)| = max
j

{ |ÂP(I1, j)| }.

4. r1 = ÂP(I1, :)/ÂP(I1, J1).

5. Initialize the 1:st column of ÂP: ÂP(:, J1) = Z(:, J1).

6. c1 = ÂP(:, J1).

7. ÎÂZ(1)Î2
F = ÎÂZ(0)Î2

F + Îc1Î2
2Îr1Î2

2.

8. Find 2:nd row index I2: |ÂP(I2, J1)| = max
i

{ |ÂP(i, J1)| }, i ”= I1.

n:th iteration:

1. Update I

n

:th row of ÂP: ÂP(I
n

, :) = Z(I
n

, :) ≠ q
n≠1
l=1 c

l

(I
n

)r
l

.

2. Find n:th column index J

n

: |ÂP(I
n

, J

n

)| = max
j

{ |ÂP(I
n

, j)| },
j ”= J1, J2, . . . , J

n≠1.

3. r
n

= ÂP(I
n

, :)/ÂP(I
n

, J

n

).
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4. Update J

n

:th column ÂP: ÂP(:, J

n

) = Z(:, J

n

) ≠ q
n≠1
l=1 r

l

(J
n

)c
l

.

5. c
n

= ÂP(:, J

n

).

6. ÎÂZ(n)Î2
F = ÎÂZ(n≠1)Î2

F ≠ 2
n≠1ÿ

j=1

3
|cT

j

c
n

| · |rT
j

r
n

|
4

+ Îc
n

Î2
2Îr

n

Î2
2.

7. Check convergence: If Îc
n

Î2Îr
n

Î2 Æ ‘ÎÂZ(n)ÎF, end iteration.

8. Find next row index I

n+1: |ÂP(I
n+1, J

n

)| = max
i

{ |ÂP(i, J

n

) |},
i ”= I1, I2, . . . , I

n

.

The ACA algorithm thus requires computation of r rows and columns of Z. For
computation of a single matrix N◊M matrix, memory storage and computational
complexity scales as O(r(N + M)) and O(r2(N + M)), respectively.
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