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Abstract

Duetotheemepgenceof SMSmessages,
the significanceof effective text entry
onlimited-sizekeyboardshasincreased.
In this paper we describeand discuss
a new methodto entertext more effi-
ciently using a mobile telephonekey-
board. This method,which we called
HMS, predictswords from a sequence
of keystrokes using a dictionary and a
function combiningbigramfrequencies
andword length.

We implementedthe HMS text entry
methodon a software-simulatednobile
telephoneeyboardandwe comparedt
to a widely available commercialsys-
tem. We trainedthe languagemodelon
a corpusof Swedishnewns andwe eval-
uatedthe method. Although the train-
ing corpusdoesnotreflectthe language
usedin SMSmessagesheresultsshav
adecreasby 7 to 13percenin thenum-
berof keystrokesneededo enteratext.
Thesdiiguresarevery encouragingven
thoughthe implementatiorcanbe opti-
mizedin several ways. The HMS text
entry methodcan easily be transferred
to otherlanguages.

1 Introduction

Theentryof text in computerapplicationshastra-
ditionally beencarriedout usinga 102-key key-

board. Thesekeyboardsallow to input charac-
tersin a completelyunambiguousvay usingsin-

gle keys or sometimekey combinations.
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However, in the last few years, mobile tele-
phoneshave introducedanew demandor text en-
try methods.Mobile telephonesre usually opti-
mizedin sizeandweight. As aresult,thekeyboard
is reducedo a minimal 12-hutton keyboard(Fig-
urel).

Figure 1: The 12-tutton keyboard of a Nokia
3410.

Thereducedkeyboardmakesit hardfor theuser
to entertext in anefficientway becausa/hehasto
usemultiple tappingor long key combinationgo
display and disambiguatehe characters. Albeit
tediousthemultiple tappingmethodwasthe most
commonlyimplementedn mobiletelephonesin-
til sometime ago. To spargheusertheseslements
of frustration,a new classof text entry methods
hasappearedlIt usesdictionariesin anattemptto
resohe the word ambiguityandrequires,in most
casespnly onekeystrole percharacter

This paperproposes methodthatsupplements
the dictionary with word and bigram probabili-
ties. Themethodusesthelastwritten word to im-
prove the predictionof the currentword andto de-
creaseahe numberof neededkeystroles evenfur-
ther This methodthatwe referto asHMS in the



restof the text, usesthe frequenciesof common
bigramsthatwe extractedfrom a corpusof texts.

2 Current Text Entry Methods

In this sectionwe summarizeghetext entry meth-
odscurrentlyin useandsomemethodsunderde-
velopment.All the mentionednethodsusea key-
boardwith 12 buttons.

As ameasuremertf theefficiengy of thediffer-
enttext entry methodswe will usethe numberof
keystroles per characteror K. SPC (MacKenzie,
2002). A completelyunambiguoukeyboarden-
ablesa K SPC of 1, text predictionmethodsmay
reducethis numberevenfurther

2.1 Multi-Press Methods

The multi-pressmethodsrequire more than one
keystrole to entera character Thesemethodsal-
lows for unambigougyping of characters.They
canbe usedaloneor asafallbackfor systemsaus-
ing morecomple text entry methods.The multi-
pressmethodsare well suitedto type words not
containedn thedictionary

2.1.1 TheMulti-Tap Method

Thefirst andstill mostcommonway to entertext
on a mobile telephoneis the multi-tap method.
Since'a’, ‘b’ and‘c’ sharethe samekey, the user
pressest onceto enteran ‘a’, twice to entera
‘b’, andthreetimesto entera ‘c’. To enterthe
word dog, the userpressedhe sequencef keys
“36664".

As two consecutie charactersof a word can
sharea samekey, asfor examplethe word “no”
whereboth‘n’ and'o’ areassignedo 6, atimeout
is neededo determinewhento stop shifting the
lettersanddisplaya new character

This methodresultsin a KSPC of 2.0342if
Englishtext is enteredMacKenzie,2002).

2.1.2 Remapped Keyboard

On currentmobile telephonekeyboards,charac-
ters are assignedalphabeticallyto keys. This is
not optimal given that, for instance the mostfre-
quentcharacterin English, ‘e’, is displayedus-
ing two taps. Remappedeyboardsassigna sin-
gle key to the mostfrequentcharacters.The re-
mainingcharactergregroupednto setsthatshare

a samekey. This methoddecreaseshe KSPC
becausdrequentcharactersreenteredwith only
onekeystrole.

TheprogramMessagEasgsaied,2001)of EX-
ideasusegheideaof theremappedkeyboardtech-
nique. MessagEaseesultsin a KSPC at1.8210
(MacKenzie,2002).

2.2 Single-Press M ethods

Thesingle-pressnethoddry toreduceghe K. SPC
to roughly one. They resortto a dictionaryasa
meansof resolvingthe ambiguityof theinput.

2.2.1 ThePredictive Text Entry Method

With the predictve text entry method, the user
pressesone key per characterand the program
matchesthe key sequencdo wordsin a dictio-
nary (Haestrup2001). In thatsensealthoughits
namesuggeststherwisethismethodmerelyaims
atdisambiguatinghewordsratherthanpredicting
them.Evenif severalcharacteraremappedo the
samekey, in mary casesponly oneword is pos-
sible given the sequence.This methodmales it
possibleto reducethe K. SPC to roughlyl1. If the
key sequenceorresponds$o two or morewords,
theusercanbrowsethroughtheresultingword list
andchooseheword s/heintendedto write.

Theuser for example,entergheword come, by
first pressin@2. Theprogranmwill thenproposehe
word a becauset matcheshe enteredsequence.
Whenthe userpressess, 6, and 3, the program
might proposethewordsan, con andfinally come.
Thewordsbone, bond, andanod (andsomemore),
alsofit the given sequence.The usercanaccess
thesewordsby pressinga next-key.

Many nev mobile telephonesisethis method.
Themostwidely usedmplementations T9 by Te-
gic (Grover et al., 1998). Otherimplementations
are eZiText by Zi Corporation(Zi Corporation,
2002) andiTAP by Motorola (Lexicus Division,
2002). Most implementationonly matchwords
with the samelengthasthe key sequencetesult-
ingina K SPC of slightly greatethan1 whenthe
usertypeswordsthat are containedn the dictio-
nary

Some implementationsproposewords longer
thanthe tappedsequencéasedon probability in-
formationfor the words. Theseimplementations



canreacha K SPC < 1.

2.2.2 WordWise

WordWise developedby EatoniErgonomicsuses
anauxiliary key. A characteion akey is selected
explicitly by simultaneouslypressinghekey cor
respondingo the charactermandthe auxiliary key
indicatingthe positionof the characteon thekey.
This decreasethe numberof matchingwordsfor
a key sequenceonsiderablypbecausehe userex-
plicitly disambiguatesomecharactersn the se-
guence.

A drawback s that two keys must be pressed
concurrently With a limited spacekeyboard,this
canprove difficult to someusers.

223 LetterWise

LetterWse (MacKenzie et al., 2001), also by
EatoniErgonomicsjs adifferentapproachwhich
eliminatesthe needfor a large dictionary It only
considersthe letter digram probabilities. In En-
glish, the letter ‘t’ is often followed by ‘h’ and
hardly ever by ‘g’. The programselectshe most
probableletter knowing the previous one. The
user can browse and changethe charactersby
pressinga ‘Next’ key.
TheLetterWsemethodhasa K SPC of 1.1500
(MacKenzie,2002). One of its main advantages
is the smallamountof memoryneeded.Another
advantages thefactthatit is just aseasyto enter
words, which are not in a dictionary Therefore
this could be a suitablefallbackmethodinsteadof
themulti-tapmethodsto producefastertext input.

3 Predictive Text Entry Using Bigrams

Predictionmay further improve the performance
of text entrywith alimited keyboard. With it, the
suggestedvordsmay belongerthanthe currently
typedinput.

We proposeto useword bigrams,i.e. two con-
secutve words,to give a bettertext prediction,see
inter alia (Shannon,1948), (Jelinek,1997), and
(ManningandScHitze,1999). Thelist of bigrams
is storedin memorytogetherwith their frequenyg
of occurrenceand it is accessedimultaneously
with the characteinput.

Givenapreviously writtenword, themostprob-
able subsequentvords are extractedfrom the bi-

gramlist. Using the maximumof likelihood, the
probabilityof thebigramw,, _1 , w,, giventheword
wy,_1 IS computeds:

C(wn—la wn)

Con ) Y

Pyrre(wn|wp—1) =
Sincethe previously written word w,,_; is always
known andconstantit is suficient to usethefre-
queng of thebigramsandsetasideC (wy,1).

In practice,bigramsmustbe combinedwith a
dictionary Sparseadatafrom the developmentcor-
pusandmemoryconstraingmake it impossibleto
store an exhaustve list of bigrams. To choose
the wordsto propose,we useda variation of the
Katz model (Katz, 1987). The Katz modeltakes
the longestavailable N-gram and usescorrection
termsto normalizethe probabilities.In the caseof
bigrams the probabilitiescanbe expresseds:

P(wy |wp—1)

{PWW%l)ﬁCthmﬂ¢O )

aP(w,)  if Clwp—1,wp) =0

wherea is the correctionterm.

In our implementationthe bigramsare always
prioritized over the unigrams. The Katz back-of
modelis well suitedfor ourimplementatiorasit
allowsfor asmallmemoryfootprintof thebigrams
list, while still ensuringthat the systemwill sup-
portenteringof all wordsin thedictionary

In additionto the bigramfrequenciestheword
lengthis a useful criterion to presentthe match-
ing wordsto theuser This additionalparameters
justified by the navigation througha list of words
with the keys availableon mobiletelephones.

Bigram probabilitiesusedaloneproducea list
of possiblewords and rank them without regard
to the effort neededto selectthe intendedword.
Since browsing the list is carried out using one
scrollingkey, it maytake acoupleof keystrokesto
reachtheword. Even,if corpusfrequenciesug-
gestalongerwordbeingpreferredo ashorterone,
a presentatiorby decreasingrequenciesnay be
inadequate.

Thelist navigationis in facteasielin somecases
usingcharacteinputkeys. A singlekeystrole can



resole a greatdealof ambiguitybecausehereis

atotal of 8 keysto choosecomparedo theunique
scrollingkey to cycle thelist of suggesteavords.

That's why thelist of proposedvordsis rescored
andshortwordsaregivenanadditionalweight.

4 Implementation

We implementeda softwareprototypeof the HMS
methodwe describedin this paper We chose
the Java programminglanguagebecauseof its
extensve packagesghat allow for rapid develop-
ment. Anotheradvantages Java’s platforminde-
pendencewhich should,in theory malke it pos-
sible to run the programon ary modernmobile
telephone.

The programwas designedto run on a hand-
held device i.e. on the client side of the mobile
network. The memoryof a mobile telephoneis
very limited anda disadwantageof this strategy is
the memoryfootprint of the languagemodelswe
use. A possibleworkaroundwould be to imple-
mentthe HMS software on an applicationsener.
All theuserswould thensharethe languagemod-
elswith possiblecustomizationsModernmobile
telephondnfrastructuregnablea real-timeround
trip of thetypedcharactersindthustheinteractve
suggestiorof matchingwords.

The programcomputesa list of word sugges-
tionsevery time akey is pressedndthe bestsug-
gestionis displayedsimultaneouslypn the screen:
The top white window in our Java program(Fig-
ure2). Theusercanbrowsethelist of suggestions
usingtheup anddown keys.

4.1 Program Design

The programis divided into two parts: a userin-
teractionmoduleanda lexical databasenodule.

The userinteractionmodulecurrently consists
of a GraphicalUser Interface (GUI) whoselay-
out closelyresembleghat of a mobile telephone.
The simulatedkeyboardlayout makesit possible
to comparehe HMS prototypewith softwarerun-
ning on mobiletelephones.

The lexical databasemodulecontainsthe core
of the program. It is responsiblefor the gener
ation of a list of suggestedvords given the user
inputsofar. Themodulescommunicatevith each
otherusingan interface. Thus,the two partsare
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Figure2: Screenshabf the HMS Java prototype.

independenandonemay modify theuserinterac-
tion modulein particularto fit differentplatforms
without having to modify the moduleconcerning
theword guessingalgorithm.

4.2 Data Structures

A compactencodingstructureof the bigramand
unigramlists hasa significantimpactto achiere
anefficientword proposal.

The data structurewe usedis comparableto
thatof alettertreeor trie (dela Briandais,1959).
However, the nodesof the new treestructurecor
respondto an input key insteadof a character
asin the classicaltries. For instance,the char
acters(a, b, ¢,2) areassociatedo a single node.
Thus, the tree structureenablesto representhe
keystroke ambiguity and males it easierto tra-
versethetree. It alsointroduceshe needto store
a completelist of words that match a keystroke
sequencean the leaves resultingin a somevhat
highermemoryoverhead.

Searchingthis type of treeis straightforvard.
Thekeys pressedofar by theuserareusedasin-
putandthetreeis traversedonelevel dowvn based
on every key pressedWhenthetraversalis com-
pletedthe resultingsub-treeincludesall possible
suggestedvordsfor thetypedkey combination.



For the bigrams, a slightly different structure
is needed.Sincethe previously written word has
beenchosenfrom the list of suggestedvords, it
cannolongerbeconsiderecambiguousOnecan-
not simply build a tree of bigramsusingthe pro-
posedstructurebecausedhe treeitself is ambigu-
ous. A collectionof trees,onetreefor eachpre-
cedingword, wasused.For performanceeasons,
ahashtablewasusedto managehecollection.

4.3 Training the Language M odel

We usedadictionaryof 118,000nflectedSwedish
words and we trainedthe languagemodel— un-
igrams and bigrams— on the Stockholm-Umé
(SU)Corpug(Ejerhedetal.,1992). TheSUcorpus
is a POSannotatedpalancedcorpusof Swedish
newsreportsnovels,etc. To keepthememorysize
of the programunder100 megabytesye retained
only 195,000bigramsfrom the corpus. The SU
corpusdoesnot reflectthe languageof SMS mes-
sagesthat differs greatly from that of the “clas-
sical” written Swedish. This resultsin a non-
optimal languagemodel. We choseit becausef
the unavailability of a large-enoughpublic SMS
corpus.

Whenthe input of a singleword is completed,
its correspondinddigram and unigram probabili-
ties are updated. It resultsin a learningsystem,
which adaptsto every users style of writing. To
increasethe speedof adaptation,languagefre-
qguenciegderied from the userinput have higher
priorities than what has been learnedfrom the
training corpus. If the systemwereimplemented
as a sener application, the personaladaptation
would becomemore complex. However, a sepa-
ratetablewith usercustomizecparameterganbe
savedeitherlocally or onthesener.

All corporaanddictionariesusedwith the soft-
ware have beenin Swedishsofar. However, the
HMS programdoesnot carry out ary language-
specificparsingor semanticanalysis. Hence,the
methodcould betransferredo ary languagepro-
videdthata sufficient corpusexists.

5 Evaluation

As an evaluation of the efficiengy of our imple-
mentation, we made an initial comparatie test

betweenthe HMS programand the Nokia 3410,
which usesthe T9 system.

As we saidin the previous section,we could
not train a languagemodeloptimizedfor an SMS
application. This certainly biasedthe evaluation
of the entry methodsin our disfavor. Therefore,
we choseto evaluateboth programswith atestset
consistingof asampleof SMSmessageandshort
texts from newspapers.

A total of nine testersenteredthe texts. They
first hadthe possibility to getaccustomedo both
the HMS andthe T9 methods. The testerswere
encouragedto composea short arbitrary SMS
messagef 50-100charactersontainingeveryday
language.They alsochosean excerptof a news-
paper article of approximatelythe samelength
asthe typed SMS messagdrom the Aftonbladet
Swedishnewspapemvebsite. The keystroke count
wasrecordedandusedto calculatehe K. SPC pa-
rameter

The entry of new words,i.e. missingfrom the
dictionary usesthe sametechniquein the HMS
and T9 methods. If the text selectedby a tester
containedwordsnot presenin at leastoneof the
dictionaries thetesterwasaskedto choosea new
text.

Table 1 shawvs the results we obtained in
keystrolespercharacter

Tablel: Testresults.

Method Typeoftext KSPC
T9 SMS 1.0806
HMS Bigrams SMS 1.0108
T9 News 1.0088
HMS Bigrams News 0.8807

In thisrelatively limited evaluationtheHMS en-
try methodshavs a K.SPC smallerthanthat of
the T9 systemin bothtests:nens andSMS texts.
Theimprovementis of, respectrely, 7 and13 per
cent. The betterresultfor the bigram methodis
mainly dueto two reasons.First, the utilization
of the previously written word to predictthe next
word resultsin animprovementof the prediction
comparedio the methodsrelying only on dictio-
nariessuchasT9. Secondly the fact that words
areactuallypredictedbeforeall characterareen-



tered improves even further the performanceof
HMS overT9.

6 Discussion

The differencein K.SPC betweenthe SMS and
news text with our methodis to a large extent
dueto the corpus,which doesnot fit the moreca-
suallanguageof the typical SMS texts. The T9
method,onthe otherhand,is optimizedfor typing
SMStexts.

Anotherreasonthat may contritute to the ob-
sened differenceis thatthe news texts in general
containlongerwords. The meanword lengthin
ourtestis about4 character$or the SMStexts and
5 charactergor the news texts. At a given stateof
aword input, a few morekeystrokes, oftenoneor
two, reducedramaticallythe selectionambiguity
andthe identificationof a longerword will need
lesskeystroles in proportionto its lengththana
shorterone. This corresponds smaller K SPC
for longerwords. Figure3 shavs the K SPC ac-
cordingto the word length and the falling curve
for longerwords.
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Mean Word Length

Figure3: K SPC versusthe meanword lengthin
theHMS bigrammethod.

Ambiguity is also reducedfor longer words
when the length of the key sequencas exactly
that of the word. The possiblewordsfor a given
longer key sequenceare often fewer than for a
shorterone. This explainswhy the T9 systemalso
shavs aresultbetterfor the news text thanfor the
SMS messagesHowever, the T9 cannever reach
a K SPC lessthanl sinceit doesnt predictwords

longerthanthegivensequence.
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Figure4: K SPC versusmeanword lengthin the
T9 system.

Othersignificantdifferencesbetweenthe SMS
andnews texts play arole in thefinal results.For
example,the SMS texts shav a higherfrequeng
of certaincharactersuchasthe questionmarks,
slashesandexclamationmarks,which resultsin a
higher K SPC'. This factcanexplain the surpris-
ingly high KSPC for sometexts. This property
affectsbothmethodgo the sameextentthough.

7 Conclusion and Per spectives

We implementeda new text entrymethodadapted
to mobiletelephon&eyboardsandwe comparedt
to the T9 methodwidely available on commercial
devices. The HMS methodis basedon language
modelsthatwe trainedonthe SU corpus.

Thetraining corpuswas, to a greatextent, col-
lectedfrom Swedishnews wiresanddidn't fit our
applicationvery well. This is heavily relatedto
thelanguagausedin SMS messagesyhich tends
toincludeabbreiationsandslangabsenfrom the
SU corpus.However, theresultswe obtainedwith
the HMS methodshov a decreasédy 7 to 13 per
centin the numberof keystrokes neededo enter
atext. Thesefiguresare very encouraginggven
though the implementationcan be optimizedin
severalways.

Furtherevaluationcould be conductedwith an
automatictest system. It would produceresults
thatwould eliminateall input mistales. It would



also enableto computethe optimal solution in
termsof K SPC giventhetwo optionsleft to the
useratagivenpointof theword entry: eithertype
anew letterkey or scrollthelist of possiblewords.

It would alsobe very interestingto evaluatethe
KSPC of the bigram methodafter training the
systemwith a bettersuited corpus. We expect
the K S PC to besignificantlylower thanwith the
presentorpus.lt is worth onceagainpointingout
thatevenwith the non-optimalcorpus,the results
of thebigrammethodareon paror superior

We also obsered that the language model
adaptqyuicker to theusers’individual waysof ex-
pressinghemselesthanothersystemslit thusin-
creaseshegainovertime.

At the time we wrote this papey we could not

gain accesdo a large corpusof SMS messages.

However, we intendto collecttexts from Internet
chatrooms and messageoards,wherethe lan-
guageshaws strongsimilaritiesto SMSlanguage.
We expect a better languagemodel and an im-
proved K. SPC from this new corpus.

A problemwith the bigrammethodis its large
memoryfootprint comparedo thatof dictionary-
basedsystems. However, this should not be a
problem on the next generationof mobile tele-
phoneslike GPRSand 3G. The languagemod-
els could be off-loaded on an applicationsener
andthelow round-triptime of thenetwork system
shouldenablea real-timeinteractionbetweenthe
sener andthe userterminalto carry out the word
selection.
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