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Abstract

In this paper, the inverse scattering problem of a multilayer structure is ana-

lyzed with the Fisher information matrix and the Cramér-Rao lower bound.

The Cramér-Rao lower bound quanti�es the ill-posedness of the inverse scat-

tering problem in terms of resolution contra estimation accuracy based on the

observation of noisy data. The limit for feasible inversion is identi�ed by an

asymptotic eigenvalue analysis of the Toeplitz Fisher information matrix and

an application of the sampling theorem. It is shown that the resolution is

inversely proportional to the bandwidth of the re�ection data and that the

Cramér-Rao lower bound increases linearly with the number of slabs. The

transmission data gives a rank one Fisher information matrix which can ap-

proximately reduce the Cramér-Rao lower bound a factor of four. Moreover,

the e�ect of dispersive material parameters and simultaneous estimation of two

material parameters are analyzed. The results are illustrated with numerical

examples.

1 Introduction

Inverse scattering problems are in general ill-posed, i.e., they are not well-posed in
the sense of existence, uniqueness, and continuous dependence of the solution on the
data [10, 13]. The uniqueness theorems typically show that the solution is unique
if data is available from all possible measurements. This is very important but
not su�cient from a practical point of view. Further, since the solution of ill-posed
problems does not depend continuously on the data, the e�ect of noise on the solution
is ampli�ed in a way that calls for proper control. For this purpose, a sensitivity
analysis based on regularization theory [1] is often used to control the imaging error.
The number of degrees of freedom that pertains the number of signi�cant singular
values of a linear operator is a very useful tool in linear inverse scattering problems,
see e.g., [1, 3, 21]. The number of degrees of freedom, which is virtually independent
of the noise level, can be used to estimate the number of retrievable parameters of
an object, and hence the resolution. However, these approaches are rather coarse
and do not give a qualitative measure on the information content of the inversion
data with respect to the accuracy and the resolution of images.

Estimation theory is a classical and well developed area within signal processing
research and mathematical statistics. Over several decades the Cramér-Rao lower
bound has been subjected to many revivals and has become the dominating tool in
areas such as statistical signal processing [12], array signal processing [14] and sys-
tems and control theory [22]. There is obviously many connections between inverse
scattering and estimation [17, 18, 23]. The Cramér-Rao lower bound is a quantitative
measure that give us the best possible measurement performance associated with
any unbiased estimation, a performance which is achievable with linear models, and
asymptotically achievable under very general conditions [12].

In inverse scattering problems of a multilayer slab the �elds are observed at one
side of the object or at both sides, i.e., one uses re�ection and (or) transmission
data. The one-dimensional case have been thoroughly studied in both the time- and
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frequency-domains [2, 15]. The one-dimensional inverse scattering problem of an
inhomogeneous slab is preferably solved in the time-domain with wave splitting [2,
4, 15, 16] or least-squares optimization [8, 24]. The wave splitting algorithms are
restricted to identi�cation of the permittivity or simultaneous identi�cation of the
permittivity and conductivity [15, 16].

In this paper, the inverse scattering problem of a multilayer structure is ana-
lyzed with the Fisher information matrix (FIM) and the Cramér-Rao lower bound
(CRLB). The Cramér-Rao lower bound quanti�es the ill-posedness of the inverse
scattering problem in terms of resolution contra estimation accuracy based on the
observation of noisy data. The limit for feasible inversion is identi�ed by an asymp-
totic eigenvalue analysis of the Toeplitz Fisher information matrix and an application
of the sampling theorem. It is shown that the resolution is inversely proportional to
the bandwidth of the re�ection data and that the Cramér-Rao lower bound increases
linearly with the number of slabs. The transmission data gives a rank one Fisher
information matrix which can reduce the Cramér-Rao lower bound approximately a
factor of four. Moreover, the e�ect of dispersive material parameters and simultane-
ous estimation of two material parameters are analyzed. The results are illustrated
with numerical examples.

It should be noted that the time domain Gaussian signal model described in this
paper is used mainly to gain fundamental physical insight about the inverse problem
at hand. In a practical situation, it may also be important to consider proper noise
�ltering using short time windowing of data.

The paper is organized as follows. We review the Fisher information matrix
and the Cramér-Rao lower bound in Section 2. The Fisher information matrices
of re�ection and transmission data are analyzed in Sections 3 and 4, respectively.
The e�ect of the Cramér-Rao lower bound in a lossy background is discussed in
Section 6. Estimation of dispersive material parameters are considered in Section 7.
Conclusions and a discussion are given in Section 8.

2 Fisher information of multilayer structures

We use the Fisher information and the Cramér-Rao lower bound to analyze the in-
formation content in di�erent measurement situations of multilayer structures. The
transmitted and re�ected �elds can be observed in the inverse scattering problem.
It is possible to observe the �elds for di�erent spectral contents, incident angles, and
polarizations. We consider Nob separate time-domain measurements of either the
re�ected or transmitted �eld with arbitrary incident angles and polarizations. This
gives the time-domain measurement model

x(t) = µ(ξ, t) + n(t) (2.1)

where x(t) is the measurement vector, µ(ξ, t) the physically based signal model, ξ
the parameter vector, and n(t) the noise. It is assumed that n(t) is a wide sense
stationary complex Gaussian random process with correlation function

R(τ) = E{n(t + τ)nH(t)}. (2.2)
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Moreover, it is assumed that the di�erent measurements are uncorrelated giving a
diagonal correlation matrix, [R(τ)]ij = Rj(τ)δij, where [ ]ij denotes the element in
row i and column j.

Consider the �nite time interval −T/2 ≤ t ≤ T/2 and let x̃(k) denote the Fourier
series representation of the signal x(t)

x̃(κ) =
1

T

∫ T/2

−T/2

x(t)e−iκ 2π
T

t dt, κ ∈ Z. (2.3)

The Fourier series of µ is similarly denoted µ̃. Let τw denote the time-domain
support of the autocorrelation function R(τ). It is then easy to show that if T � τw

then

Cκl = E
{(

x̃(κ)− µ̃(κ)
)(

x̃(l)− µ̃(l)
)H

}
=

1

T
P

(
κ

2π

T

)
δκl, (2.4)

where P is a diagonal matrix, [P]ij = Pjδij, given by the Fourier transform of R(τ),
i.e., the spectral density Pj(ω) of measurement j is the Fourier transform of the
corresponding autocorrelation Rj(τ).

Now, the Fisher information matrix [12] is given by

[I(ξ)]mn =
∞∑

κ=−∞

2 Re

{
∂µ̃H(κ)

∂ξm

C−1
κκ

∂µ̃(κ)

∂ξn

}

=
1

2π

Nob∑
j=1

∞∑
κ=−∞

2

Pj(κ
2π
T

)
Re

{
∂T µ̃∗j(κ)

∂ξm

∂T µ̃j(κ)

∂ξn

}
2π

T
. (2.5)

Since the Fourier transform of µ(t) is given by

µ̂(ω) =

∫ ∞

−∞
µ(t)e−iωt dt (2.6)

and T µ̃(k) → µ̂(ω) as T →∞, the Fisher information matrix in (2.5) becomes

[I(ξ)]mn =

Nob∑
j=1

1

2π

∫ ∞

−∞

2

Pj(ω)
Re

{
∂µ̂∗j(ω)

∂ξm

∂µ̂j(ω)

∂ξn

}
dω. (2.7)

The Cramer-Rao lower bound (CRLB) is a quantitative measure that gives the
best possible measurement performance associated with any unbiased estimation, a
performance which is achievable with linear models, and asymptotically achievable

under very general conditions [12]. The Cramér-Rao lower bound for estimating the
parameter ξn is given by

var{ξn} ≥
[
I−1(ξ)

]
nn

. (2.8)

We consider a layered medium consisting of N homogeneous, isotropic and non-
magnetic dielectric slabs with thickness d, see Figure 1. The impedance of slab num-
ber n is ηn =

√
µ0/εn and the impedance of the surrounding medium is η0 =

√
µ0/ε0,



4

1

»=  ́   /´

z

Ein

d

0 d L=Ndz =ndn

»
» »

1
2 n

0

»N

µ

µ
µ

1
n

¡
¡

E  = TEinTE = ¡E¡ in

Figure 1: Illustration of the multilayer structure consisting of N dielectric slabs
with impedance ηn = η0/ξn. A plane wave, Ein, impinging at the incident angle θ
produces a re�ected wave EΓ and the transmitted wave ET .

where ε and µ denote the permittivity and permeability, respectively. The relative
admittance of the slabs is denoted ξ = (ξ1, ξ2, . . . , ξN), where ξn = η0/ηn. The
relative admittance of the slab is greater (smaller) than 1 if the medium is denser
(thinner) than the background. We use a Fourier representation of the electromag-
netic �elds where a plane wave, Ein, impinges on the structure with incident angle
θ. The re�ected wave, EΓ, is given by the re�ection coe�cient, Γ, i.e., EΓ = ΓEin.
The transmitted wave, ET , is similarly given by the transmission coe�cient, T ,
i.e., ET = T Ein. We assume that the illuminating wave �eld, Ein, has spectral
support in the frequency range ω1 ≤ ω ≤ ω2. Moreover, we also assume that the
quotient between the spectral densities of the illuminating wave �eld and the noise
is frequency independent.

It is convenient to normalize the measured data with the amplitude of the illu-
minating wave and at the same time introduce the dimensionless parameter

σ2
j =

πPj

|Ein|2∆ω
(2.9)

to quantify the noise level, where ∆ω = ω2 − ω1 denotes the bandwidth. This
simpli�es the FIM to

[I(ξ)]mn =

Nob∑
j=1

2

σ2
j ∆ω

Re

∫ ω2

ω1

(
∂µ̂j

∂ξm

)∗
∂µ̂j

∂ξn

dω =

Nob∑
j=1

I(j)(ξ), (2.10)

where µ̂j is the re�ection or transmission coe�cient and |Ein| is normalized to unity.
We also observe that the FIM can be written as the sum of the FIM corresponding
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to each observation. In particular, we can consider observations of the re�ection
coe�cient and transmission coe�cient separately.

3 FIM of the re�ection coe�cient

For observations of the re�ection coe�cient, we use a recursive relation between the
re�ection coe�cients Γn, n = 1, . . . , N , in the multilayer structure, see Figure 1. The
re�ection coe�cients, Γn, in the multilayer structure is determined by the re�ection
coe�cient Γn+1 as [20]

Γn =
ρn + Γn+1e

−2ikz,nd

1 + ρnΓn+1e−2ikz,nd
, (3.1)

where kz,n = kξn cos θn is the z-component of the wave number, k, and ρn is the
elementary re�ection coe�cient given by

ρn =
ηT,n − ηT,n−1

ηT,n + ηT,n−1

, (3.2)

where the transverse impedance ηT,n is

ηTE,n =
ηn

cos θn

and ηTM,n = ηn cos θn, (3.3)

in the TE and TM polarizations, respectively.
The FIM of the re�ection coe�cient is determined by the derivatives of the

re�ection coe�cient with respect to the parameters ξn. We evaluate the FIM at the
background admittance ξ = 1 to simplify the expressions. This gives

∂Γn

∂ξn

∣∣∣∣
ξ=1

=
∂Γn

∂ρn

∂ρn

∂ξn

∣∣∣∣
ξ=1

+
∂Γn

∂Γn+1

∂Γn+1

∂ρn+1

∂ρn+1

∂ξn

∣∣∣∣
ξ=1

+
∂Γn

∂kz,n

∂kz,n

∂ξn

∣∣∣∣
ξ=1

=
∂ρn

∂ξn

∣∣∣∣
ξ=1

+ e−2ikd cos θ ∂ρn+1

∂ξn

∣∣∣∣
ξ=1

=
(
1− e−2ikd cos θ

) ∂ρn

∂ξn

∣∣∣∣
ξ=1

, (3.4)

where the derivatives of the elementary re�ection coe�cients are

∂ρn

∂ξn

=
∂ρn

∂ηT,n

∂ηT,n

∂ξn

=
1

2ηT

∂ηT,n

∂ξn

and
∂ρn+1

∂ξn

= −∂ρn

∂ξn

(3.5)

for ξ = 1. The derivative of the transverse impedance is determined with the Snell's

law ξn sin θn = ξn−1 sin θn−1 that gives cos θn =
√

ξ2
n − ξ2

n−1 sin2 θn−1/ξn and hence

∂ρn

∂ξn

∣∣∣∣
ξ=1

=

 1
2 cos θ

∂
∂ξn

√
ξ2
n−sin2 θ

ξ2
n

= sin2 θ−cos2 θ
2 cos2 θ

= −1−tan2 θ
2

, (TM)
cos θ

2
∂

∂ξn

1√
ξ2
n−sin2 θ

= −1
2 cos2 θ

= −1+tan2 θ
2

, (TE)
(3.6)

in the TM and TE polarizations, respectively. The derivative of the re�ection co-
e�cient at the �rst interface is �nally related to the derivative of the re�ection
coe�cient of interface number n with a phase shift, giving

∂Γ1

∂ξn

∣∣∣∣
ξ=1

= −e−2i(n−1)kd cos θ 1− e−2ikd cos θ

2
(1± tan2 θ), (3.7)



6

where the + and − signs correspond to the TE and TM cases, respectively. Observe
that the polarization only enters the derivative with the 1 ± tan2 θ term. The
derivative increases (decreases) with increasing angle for the TE (TM) case. This can
be understood as the interaction between the dielectric slab and the electromagnetic
�eld is dominated by the electric part of the �eld. We also observe that the derivative
is zero in the TM case for θ = π/4.

The FIM of the re�ection coe�cient evaluated at ξ = 1 has the elements

[IΓ]mn =
2

σ2
Γ∆ω

Re

∫ ω2

ω1

∂Γ

∂ξm

(
∂Γ

∂ξn

)∗

dω

=
2

σ2
Γ∆k

Re

∫ k2

k1

e2ikd(n−m) cos θ |1− e−2ikd cos θ|2

4
dk(1± tan2 θ)2, (3.8)

where the wave numbers ki = ωi/c0, i = 1, 2 and bandwidth ∆k = ∆ω/c0 are used.
This gives the FIM

[IΓ]mn =
1

2σ̃2
Γ∆k

Re

∫ k2

k1

2e2ikd(n−m) cos θ − e2ikd(n−m−1) cos θ − e2ikd(n−m+1) cos θ dk

=
1

2σ̃2
Γ

(2fn−m − fn−m−1 − fn−m+1) , (3.9)

where

fn = cos(2kcdn cos θ)
sin(∆kdn cos θ)

∆kdn cos θ
=

sin(2k2dn cos θ)− sin(2k1dn cos θ)

2∆kdn cos θ
, (3.10)

and the scaled noise level σ̃2
Γ = σ2

Γ/(1 ± tan2 θ)2 and the center wave number
kc = ωc/c0 = (k1 + k2)/2 are introduced to simplify the notation. We observe
that the diagonal elements of the FIM are identical, i.e., the sensitivity of the para-
meters are the same. The FIM is an N ×N Toeplitz matrix or convolution matrix,
see Appendix A. Before we analyze the general FIM we consider the special but
important case

∆kd cos θ = π (3.11)

giving fp = δp,0 and hence a FIM in the form of the simple bidiagonal Toeplitz
matrix

IΓ =
1

2σ̃2
Γ


2 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 . . . 0
...

...
...

. . .
...

0 0 0 . . . 2

 =
1

2σ̃2
Γ

T1. (3.12)

The inverse of this matrix is well de�ned, see Appendix A, with the diagonal elements
giving the CRLB

[I−1
Γ ]nn = 2σ̃2

Γ

n(N + 1− n)

N + 1
≤ σ̃2

Γ

N + 1

2
. (3.13)
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The CRLB reaches its maximal value, σ̃2
Γ(N + 1)/2, for odd N in the center of the

structure, n = (N + 1)/2, and its smallest value, 2σ̃2
ΓN/(N + 1), at the edges of the

structure, n = 1 and n = N . We observe that the CRLB grows linearly with N in
the center of the structure and is independent of N at the edges of the structure.

The general Toeplitz matrix corresponding to the FIM (3.9) is analyzed in Ap-
pendix A, where it is shown that the CRLB can be decomposed into two regions
depending on the product between the bandwidth, ∆k, and the resolution, d, i.e.,{

∆kd cos θ < γπ ⇒ [I−1
Γ ]nn ∼ σ̃2

ΓβN
n for some βn > 1

∆kd cos θ > γπ ⇒ [I−1
Γ ]nn ≈ 2σ̃2

Γ
n(N+1−n)

N+1

(3.14)

where γ is a number 1/2 ≤ γ ≤ 1 that can be determined as

γ = 1−min
m∈Z

(
|2kcd/π −m|

)
. (3.15)

The Cramér-Rao lower bound is increasing very fast with N in the �rst region where
∆kd cos θ < γπ and hence it is not realistic to resolve these �ne structures as it would
require an extremely good signal-to-noise ratio if the number of slabs is large. This
is an illustration of the ill-posedness of the inverse scattering problem, i.e., very
small errors in the data can give very large errors in the estimated parameters.
The situation changes as ∆kd cos θ increases and for ∆kd cos θ ≥ γπ the problem
is basically well posed. The CRLB shows that the errors of an optimal estimator
only increases linearly with the number of slabs. To conclude, the resolution, d, is
inversely proportional to the absolute bandwidth ∆k or equivalently expressed in
the fractional bandwidth, B = ∆k/kc, and the center wavelength, λc, as

B
d

λc

≥ γ

2
. (3.16)

The corresponding CRLB in the resolved region is proportional to N .
It is illustrative to use the highest wavenumber k2 or equivalently the shortest

wavelength, λ2 = 2π/k2 to quantify the resolution for a broadband signal. The
special cases

2k2d cos θ = mπ and 2k1d cos θ = (m− 1)π (3.17)

with m = 1, 2, . . . in (3.10), give a bidiagonal Toeplitz matrix of the form (3.12). This
is an example of the resolution limit ∆kd cos θ = π/2, i.e., γ = 1/2, or expressed in
λ2

d ≥ γλ2
1 + B/2

2B cos θ
≥ γλ2

2 cos θ
. (3.18)

We also observe that (3.17) with m = 1 gives a quarter of a wavelength resolution
for θ = 0.

The maximal value of the Cramér-Rao bound with σ2
Γ(N + 1) = 2 and θ = 0

is shown in Figure 2a as a function of the relative bandwidth B for the di�erent
resolutions d/λ2 = m/4, m = 1, 2, 3, 5, 7 and number of slabs N = 100, 150, 200.
We observe that the CRLB is very large for bandwidths under the γ = 1/2 limit as
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Figure 2: Cramér-Rao lower bound at the center of the structure, n = N/2, for
σ2

Γ(N +1) = 2 and θ = 0 as a function of the relative bandwidth B. a) the resolution
d/λ2 = m/4, m = 1, 2, 3, 5, 7. b) the resolutions d/λ2 = 0.95m/4, m = 1, 2, 3, 5, 7.

indicated by the square symbols. Here, it is also seen that the quarter wavelength
resolution d = λ2/4 requires B = 2 is seen in (3.18). The combination (3.17) gives
the highest resolution for a given bandwidth, i.e., (3.18) with γ = 1/2. The situation
is drastically changed as the resolution is reduced under the optimal choice (3.17)
as seen in Figure 2b, where the resolution λ2/d = 0.95m/4 is considered. It is
seen that the bandwidth is close to the one corresponding to (3.14) with γ = 1 as
indicated by the circles in the �gure. The small oscillations in the CRLB depend on
the scaling of the noise with the bandwidth. The amount of Fisher information of a
set of observations is in general increasing if the set of observations increases, e.g.,
a larger bandwidth should be better for the same upper frequency. However, as we
assumed a noise level proportional to the bandwidth, i.e., Pj ∼ σ2∆ω in (3.9), we
have to scale the FIM with the relative bandwidth, i.e.,

B1IΓ(B = B1) ≤ B2IΓ(B = B2) if B1 ≤ B2. (3.19)

The asymptotic analysis in Appendix A.2 shows that the CRLB approaches
in�nity in the unresolved region ∆kd cos θ < γπ. It is also interesting to analyze
how fast the CRLB approaches in�nity to understand the ill-posedness of the inverse
scattering problem. Here, we use numerical simulations that indicate that the CRLB
basically grows exponentially with N , i.e., [I−1

Γ ]nn ∼ βN
n . We consider re�ection

data with B = 2 that gives a FIM (3.9) with the sinc elements fn = sin(2k2dn cos θ)
2k2dn cos θ

.
The quotients between the CRLB of structures with N + 1 and N slabs, i.e.,

βn =
[I−1

Γ (N + 1)]nn

[I−1
Γ (N)]nn

(3.20)

are shown in Figure 3 for a multilayer structure with N = 16, 18, 20, 22 slabs. The
results verify that it is necessary to have a very high signal-to-noise ratio to resolve
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Figure 3: Illustration of the exponential growths of the CRLB. The estimated
exponents βn,N by (3.20) in the region d ≤ λ2/2 for B = 2 and N slabs at for the
edge, n = 1, and at the center, n ≈ N/2.

structures with d < λ2/4 even for moderately large N . Observe that 4d/λ2 = 1
corresponds to (3.12) and gives βN/2 ≈ 1 + 2/N ≈ 1 for large N .

Although, the FIM in (3.9) is based on a continuous range of frequencies it
is su�cient to consider a set of discrete equidistant frequency samples kj = k2 −
∆kj/Nj, j = 0, 1, . . . , Nj − 1 at the resolution limit ∆kd cos θ = π. This gives the
FIM in the form of a discrete Fourier transform

[IΓ]mn =
2 Re

σ2
ΓNj

Nj−1∑
j=0

∂Γ

∂ξm

(
∂Γ

∂ξn

)∗

=
Re

2σ̃2
r

1∑
p=−1

(−1)p(1 + δp0)e
i2k2d(n−m−p) cos θ 1

Nj

Nj−1∑
j=0

e−i2πj(n−m−p)/Nj

=
1

2σ̃2
Γ

(2δn−m − δn−m−1 − δn−m+1) , (3.21)

where the last equality holds for n, m ≤ Nj. With Nj = N we get the sam-
pling ∆f/N = c0∆k/(2πN) = c0/(2dN cos θ). The corresponding time interval
is T = N/∆f = 2dN cos θc−1

0 . We can interpret the sampled case as a time-domain
measurement with temporally periodic signals, i.e., E(t) = E(t + T ). The require-
ment T ≥ N/∆f = 2dN cos θc−1

0 is the time delay for the wave to propagate forward
and back through the structure, i.e., the two way traveling time [4, 15, 16]. The pe-
riod time T decreases with increasing angle θ. Observe that this is in agreement
with the results in [4].
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4 FIM of the transmission coe�cient

For observations of transmission data, we consider the FIM of the transmission
coe�cient evaluated at ξ = 1. It is su�cient to analyze the transmission coe�cient
of an arbitrary single slab in the structure for this case. The transmission coe�cient
of slab number n is given by

Tn = e−ikz,0(L−d) (1− ρ2
n)e−ikz,nd

1− ρ2
ne−2ikz,nd

, (4.1)

with the derivative
∂Tn

∂ξ

∣∣∣∣
ξ=1

= −id
∂kz

∂ξ
e−ikL =

ikde−ikL

cos θ
. (4.2)

This gives the FIM of the transmission coe�cient at ξ = 1 as

[IT ]mn =
2

σ2
T ∆k

Re

∫ k2

k1

k2d2

cos2 θ
dk =

(kcd)2

2σ2
T cos2 θ

(
4 +

B2

12

)
= IT . (4.3)

We observe that the FIM of transmission data is a rank 1 matrix with identical
elements, i.e., IT = IT 11T, where 1 is the N × 1 matrix with unit elements. Its
non-zero subspace corresponds to the sum of all elements. This means that the
transmission coe�cient only contains information about the sum of all parame-
ters. Obviously, the corresponding CRLB for estimating ξn is unbounded if N > 1.
However, the transmission coe�cient contains independent information from the
re�ection coe�cient and can hence be used to improve the estimates of the para-
meters. The FIM of the combined observations of the re�ection coe�cient and the
transmission coe�cient is IΓT = IΓ + IT = IΓ + IT 11T, where the inverse can be
determined with the Sherman-Morrison formula [5]

I−1
ΓT = I−1

Γ − IT
1 + IT 1TI−1

Γ 1
I−1

Γ 11TI−1
Γ (4.4)

with the explicit diagonal elements for ∆kd cos θ = π given by

[I−1
ΓT ]nn = 2σ̃2

Γ

(
n(N + 1− n)

N + 1
− β3n2(N − n + 1)2

12 + βN(N + 1)(N + 2)

)
, (4.5)

where β = 2σ̃2
ΓIT , see Appendix A.1. The expression simpli�es for large N , where

we see that the CRLB of the slab in the center of the structure is approximately
reduced a factor of 4. The diagonal elements are shown in Figure 4 for N = 100, 200
and β = 10−p, p = 1, 2, . . . , 6 at the resolution limit ∆kd cos θ = π.

5 Resolution versus accuracy

As the CRLB increases with the number of slabs in the structure, see (3.13) and
Figure 4, it is possible to trade resolution with accuracy. Here, we consider a multi-
layer structure with length L = dN . The CRLB for the slab in the center increases
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function of the slab position, n, in the structure for the resolution ∆kd cos θ = π,
N = 100, 200, noise level σ̃Γ(N + 1) = 2, and the quotient β = 2σ̃2

ΓIT = 10−p, for
p = 1, 2, . . . , 6.

linearly in N for ∆kd cos θ = π, i.e., max[I−1
Γ ]nn = σ̃2

Γ(N + 1)/2. This means that
the accuracy increases with a reduced resolution. Use the shortest wavelength, λ2,
to express the length, L = Nλ2λ2, and resolution, dλ2 = d/λ2. This gives the CRLB

max
n

[I−1]nn ≈ σ̃2
Γ

N + 1

2
= σ̃2

Γ

Nλ2/dλ2 + 1

2
≈ σ̃2

Γ

Nλ2

2dλ2

(5.1)

giving

max
n

[I−1]nndλ2 ≈
σ̃2

ΓNλ2

2
. (5.2)

Here, we observe that there is a trade o� between resolution and accuracy in the
form of an uncertainty relation, i.e., we can trade increased resolution for reduced
accuracy. It is important to emphasize that it is necessary that the resolution
criteria (3.18) is ful�lled for the relation (5.2) to be valid. This also means that
dλ2 ≥ 1/4.

The Cramér-Rao lower bound using re�ection data is shown in Figure 5 for struc-
tures with lengths L = mλ2, m = 10, 50, 100. The CRLB is determined with (3.9)
and the fractional bandwidths B = 1.5, 2. It is observed that the CRLB oscillates
around the approximate expression (5.2).

6 Lossy background

In many practical cases it is necessary to consider a lossy background. Here, we
consider small losses in the form of a conductivity, i.e.,

kc0 = (kr + iki)c0 = ω

√
ε∞ +

σ

iω
≈ ε1/2

∞ ω +
σ

2iε
1/2
∞

if
σ

ω
� ε∞. (6.1)
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Figure 5: Cramér-Rao lower bound versus resolution for structures with lengths
L = mλ2, m = 10, 50, 100 given by re�ection data (3.9) with B = 1.5, 2. The solid
lines show the results of the approximate expression (5.2).

The derivative of the re�ection coe�cient (3.7) is generalized to

∂Γ1

∂ξn

∣∣∣∣
ξ=1

= ane−2inkrd
1− ae−2ikrd

2
(6.2)

where a = e−2kid and θ = 0 are used to simplify the notation. The corresponding
FIM is given by

[IΓ(ξ)]mn =
1

2σ̃2∆k
Re

∫ k2

k1

2e2ikd(n−m) − e2ikd(n−m−1) − e2ikd(n−m+1) dk

=
1

2σ̃2
am+n

(
(1 + a2)fn−m − afn−m−1 − afn−m+1

)
. (6.3)

It is illustrative to decompose the FIM into two separate e�ects. First, the
reduced sensitivity of slabs far from the measurement surface due to the damping
of the wave �eld, i.e., [I ]mm > [I ]nn if m < n and a < 1. Secondly, the e�ect due
to the correlations in ξ and the related resolution analysis in Section 3. The �rst
e�ect due to the reduced sensitivity can easily by disguised by the simple parameter
scaling

ξ̄n = anξn. (6.4)

This gives the FIM in ξ̄ as the bidiagonal Toeplitz matrix

[IΓ(ξ̄)]mn =
1

2σ̃2

(
(1 + a2)fn−m − afn−m−1 − afn−m+1

)
. (6.5)

Observe that this FIM is normalized such that the diagonal elements are identical,
i.e., the sensitivities of each individual parameter are identical. The basic properties
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Figure 6: Cramér-Rao lower bound in a lossy structure with N = 50, ∆kd = π,
and a = (1, 0.98, 0.96, 0.94, 0.92). a) for the scaled parameters ξ̄. b) for the original
parameters ξ.

of (6.5) are related to the bidiagonal Toeplitz matrix in (3.12) and summarized in
Appendix A.1. The CRLB of ξ̄ and ξ are related as

var{ξn} ≥ [I−1
Γ (ξ)]nn = a−2n var{ξ̄n} where var{ξ̄n} ≥ [I−1

Γ (ξ̄)]nn. (6.6)

The Cramér-Rao lower bound of the scaled, ξ̄ and original, ξ, parameters are
shown in Figure 6 for a = (1, 0.98, 0.96, 0.94, 0.92), N = 50, and ∆kd = π. It is
seen that the CRLB of ξ̄ reduces slightly whereas the CRLB of ξ increases fast as
the loss increases. The decrease of [I−1(ξ̄)]nn shows that the e�ects of parameter
correlations are reduced in the lossy background, i.e., it is slightly easier to estimate
a parameter in a lossy background than in a lossless background if the parameters
have the same sensitivity [I ]nn. However, as the wave decay exponentially in a lossy
background the sensitivity of an object also decays exponentially.

7 Dispersive slabs

7.1 FIM of dispersive material parameters

Slabs are in general composed of several di�erent materials with di�erent electro-
magnetic properties, e.g., an instantaneous response and a conductivity. In the
general case of a dispersive slab, we can consider Nma materials modeled as a sum
of a general dispersion model of the form of several Debye and Lorentz terms [8, 11]
where the permittivity in slab number n is

εn(s) =
Nma∑
i=1

γni 〈γi〉

{
ε∞,i +

σi

s
+

ND∑
j=1

βD,ij

1 + τijs
+

NL∑
j=1

βL,ij

1 + νijs + s2ω−2
0,ij

}
(7.1)

where s = iω and ε∞,i, σi, βD,ij, βL,ij are known material parameters. The inverse
scattering problem consists of simultaneous estimation of the parameters γni, i =
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1, 2, . . . , Nma, n = 1, 2, . . . , N in the structure. Due to the frequency character of the
parameters we scale the parameters with 〈γi〉 such that they obtain similar weights
over the considered frequency range [8, 9]. The FIM of a multicomponent multilayer
slab has the components

[IΓ(γi)]im,jn =
2

σ2
Γ∆ω

Re

∫ ω2

ω1

(
∂Γ

∂ξm

∂ξm

∂γi

) (
∂Γ

∂ξn

∂ξn

∂γj

)∗

dω

=
2

σ2
Γ∆ω

Re

∫ ω2

ω1

∂Γ

∂ξm

(
∂Γ

∂ξn

)∗
∂ξ

∂γi

(
∂ξ

∂γj

)∗

dω

≈ 2

σ2
Γ∆ω

Re
∂ξ

∂γi

(
∂ξ

∂γj

)∗ ∫ ω2

ω1

∂Γ

∂ξm

(
∂Γ

∂ξn

)∗

dω, (7.2)

where the last approximation is acceptable if the dispersion is negligible over the
considered bandwidth. The simpli�ed notation in (7.2) is justi�ed as the di�erentials
∂ξn

∂γnj
are independent of n. For the case where the dispersion is negligible we have

a FIM in the form of a block matrix. Moreover, if the spatial part, IΓ(ξ), is real
valued, e.g., at the resolution limit (3.11), we have

IΓ(γ1, γ2) ≈ IΓ(ξ)⊗
(

α11 α12

α21 α22

)
(7.3)

for a two component composite, where αij = Re{ ∂ξ
∂γi

∂ξ
∂γj
}. The inverse is

I−1
Γ (γ1, γ2) ≈

I−1
Γ (ξ)

α11α22 − α12α21

⊗
(

α22 −α12

−α21 α11

)
, (7.4)

where ⊗ denotes the Kronecker product [5].
The FIM together with the CRLB give fundamental limitations on the variance

of any estimated parameter for every unbiased estimator. Even though the CRLB is
invariant to scalings it is practical to normalize the parameters to simplify physical
interpretations. This is especially important for parameters with di�erent physical
dimensions, e.g., simultaneous estimation of the permittivity and the conductivity.
This is also observed in gradient based optimization to inverse scattering [8, 9]. A
normalization can also highlight the di�erence between the sensitivity of a single
parameter and the ill-posedness due to combinations of the parameters.

The spatial and material parts of the FIM are coupled in the general case where
the dispersion is not negligible. Although it is still important to normalize the
parameters the normalization is not unique and it is not obvious how to choose a
proper normalization [8, 9]. Here, we choose a scaling such that the sensitivity of
each individual parameter is identical for small kd. The derivative of the re�ection
coe�cient (3.7) is approximately∣∣∣∣ ∂Γ

∂ξn

∣∣∣∣2
ξ=1

=
(1− e−2ikd cos θ)2

4
(1± tan2 θ)2 ∼ k2d2 cos2 θ(1± tan2 θ)2, (7.5)
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Figure 7: CRLB of the composite permittivity conductivity model (7.9) with N =
63, 127 slabs. a) comparison between the two parameter (solid lines) and single
parameter (dashed lines) cases as a function of the relative bandwidth B for n =
(N + 1)/2. b) CRLB for B = 1 as a function of the position.

where we observe that the frequency dependence is of the form ω2. This is the same
dependence as for the transmission coe�cient (4.3). The scaling parameters, 〈γi〉
are determined from the requirements

1

∆ω

∫ ω2

ω1

ω2

ω2
c

∣∣∣∣ ∂ξ

∂γi

∣∣∣∣2 dω =
1

∆ω

∫ ω2

ω1

ω2

ω2
c

∣∣∣∣ ∂ξ

∂γj

∣∣∣∣2 dω for all i, j. (7.6)

The CRLB of the original parameters are obviously given by var{γi〈γi〉} = 〈γi〉2 var{γi}.
Generalize the material coe�cients in (7.3) to the dispersive case by de�ning the
sensitivity parameters of the material parameters as the weighted projections

αij =
Re

∆ω

∫ ω2

ω1

ω2

ω2
c

∂ξ

∂γi

(
∂ξ

∂γj

)∗

dω. (7.7)

Here, we consider a parameter normalization such that the sensitivity of each para-
meter is similar to simplify (7.4). Scale the parameters such that α11 = α22 = 1 and
α = α12 = α21 to get

I−1
Γ (γ1, γ2) ≈

I−1
Γ (ξ)

1− α2
⊗

(
1 −α
−α 1

)
(7.8)

where we observe that the CRLB increases with (1 − α2)−1. The approximation
performed in (7.2), giving the block matrix in (7.8), is only valid if the dispersion
is negligible over the considered bandwidth. The numerical examples in Section 7.3
verify that the approximation (7.8) together with (7.7) is accurate for narrow band-
widths.

7.2 Permittivity and conductivity

We consider simultaneous estimation of two material parameters. The material (7.1)
is assumed to have a permittivity of the form of an instantaneous response and a
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conductivity, i.e.,

εn(s) = ε∞,n〈ε∞〉+
σn〈σ〉

s
= γn1〈γ1〉+

γn2〈γ2〉
s

. (7.9)

The scaling factors 〈γi〉 are given by the requirement that the sensitivities of the
two parameter are approximately the same (7.6). The sensitivities with respect to

ε∞ and σ are determined by the derivatives ∂ε
∂ε∞

= 〈ε∞〉 and ∂ε
∂σ

= 〈σ〉
iω

giving

1

Bω3
0

∫ ω2

ω1

〈ε∞〉2ω2 dω = 〈ε∞〉2(1 + B/4) =
1

Bω3
0

∫ ω2

ω1

〈σ〉2 dω =
〈σ〉2

ω2
c

(7.10)

and hence 〈σ〉 = 〈ε∞〉ωc

√
1 + B/4.

The CRLB for the two parameters are shown in Figure 7a as a function of
the relative bandwidth, B, for ∆kd cos θ = π. In the �gure, it is seen that the
CRLB of the instantaneous response increases with B whereas the CRLB of the
conductivity decreases with B. However, the e�ect of simultaneous estimation of
both the permittivity and conductivity is not big and we can conclude that there is
su�cient information in the re�ection data to estimate the two parameters as long
as the resolution condition (3.11) is ful�lled. The CRLB for the slabs as a function
of the position are shown in Figure 7b for B = 1 and N = 63, 127. Here, we observe
the similarities with the single parameter case depicted in Figure 4.

7.3 Debye models

A two composite Debye model is given by a permittivity of the form

ετ1,τ2(s) = 1 +
γ1〈γ1〉
1 + τ1s

+
γ2〈γ2〉
1 + τ2s

(7.11)
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where the scaling factors 〈γ1〉 are determined by the condition (7.6). We observe
that the special case of the instantaneous response and conductivity composite is
given by the case ε0,∞, i.e., τ1 = 0 and τ2 = ∞. The real and imaginary parts
of 〈γj〉/(1 + iωτj) are depicted in Figure 8a for the relative bandwidth B = 2 and
τj = (0, 0.5, 1, 2,∞). Observe that Im{ε} ≤ 0 for all passive materials and hence
γi(z) ≥ 0. Here, we do not use this additional information and hence consider the
CRLB for estimating a general real valued γi(z). This case is also motivated by the
inverse scattering problem in a lossy background, see Section 6, where the signs of
the parameters are unknown.

In Figure 8b, the increase of the CRLB in the two composite Debye case from
the single Debye case for re�ection data, i.e.,

max
1≤n≤N

[I−1
Γ (γ1, γ2)]in,in

[I−1
Γ (γi)]nn

(7.12)

for i = 1, 2 are shown as a function of the relative bandwidth and various combi-
nations of the Debye parameters. The CRLB is determined at the resolution limit
∆kd cos θ = π, N = 64, and k2,zd = mπ for any m ≥ 1. The numerical simulations
verify the narrow band approximation (7.8) as shown by the dotted lines.

8 Conclusions and discussion

The information content in re�ection and transmission data of multilayer structures
are analyzed. The Fisher information matrix together with the Cramér-Rao lower
bound are used to give a strict de�nition of the information and to quantify the
information in di�erent measurement setups. It is shown that the re�ection data
contain more information than the transmission data in the low contrast limit. The
resolution with re�ection data is inversely proportional to the bandwidth and the
Cramér-Rao lower bound increases linearly with the number of slabs. The Fisher
information matrix of the transmission data is a rank one matrix that only contains
information about the sum of the permittivities in the structure.

It is harder to estimate the parameters in a lossy background. It is shown
that this is due to two separate e�ects: �rst the damping of the wave �eld that
reduces the sensitivity of the parameters and secondly the e�ect of the correlation
between parameters in the structure. Although, the exponential damping of the
wave �eld dominates in a lossy background it is observed that the e�ect of the
correlation is slightly reduced in a lossy background. Moreover, it is shown that
the increased errors in the estimation of two dispersive material parameters in a
multilayer structure can be understood by a weighted inner product related to the
dispersive material models.

The Fisher information matrix and the Cramér-Rao lower bound used in this
paper set a lower limit on what is possible but does not provide a constructive guid-
ance in �nding an algorithm that achieves this bound. Moreover, as the Cramér-Rao
lower bound is a bound for unbiased estimators there might be biased estimators
that perform better. It is also possible to use a priori information about the para-
meters, i.e., physical limitations on the permittivity, as in Bayesian estimators to
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improve the results [12]. However, the Cramér-Rao lower bound provides a good
estimate on what is possible and what is not.

Although the Fisher information matrix is independent of the inversion algorithm
there is a resemblance between the diagonal elements of the Fisher information
matrix and the Fréchet di�erentials used in sensitivity analysis and least-squares
approaches to inverse scattering. This can be partly understood by the relation
between the Gaussian noise and the least-squares formulations [23]. The Fisher
information matrix might also be useful for obtaining preconditioners for iterative
approaches to inverse scattering in analogy with the parameter scaling derived from
the diagonal elements in Section 7.
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Appendix A Toeplitz matrices

In this appendix, we give the necessary details on the Toeplitz matrix (or convolution
matrix) used in the analysis of the Fisher information matrix (3.9).

A.1 Bidiagonal matrix

The bidiagonal (or symmetric tridiagonal) matrix of the form

T1 =


2 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 2 . . . 0
...

...
...

. . .
...

0 0 0 . . . 2

 (A.1)

has the inverse

T−1
1 =

1

N + 1


N N − 1 N − 2 . . . 1

N − 1 2(N − 1) 2(N − 2) . . . 2
N − 2 2(N − 2) 3(N − 2) . . . 3

...
...

...
. . .

...
1 2 3 . . . N

 , (A.2)

where we observe that the diagonal elements of the inverse are bounded as

N

N + 1
≤ [T−1

1 ]nn =
n(N + 1− n)

N + 1
≤

{
N+1

4
N odd

N(N+2)
4(N+1)

N even
(A.3)
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We also consider the inverse of T1 +β11T where 1 is the N ×1 matrix with unit
elements. Use the Sherman-Morrison formula [5] to get

(T1 + β11T)−1 = T−1
1 − β

1 + βbT1
bbT (A.4)

where b = T−1
1 1, i.e., [b]n = n(N −n + 1)/2. Hence, we have the diagonal elements

[(T1 + β11T)−1]nn =
n(N + 1− n)

N + 1
− β3n2(N − n + 1)2

12 + βN(N + 1)(N + 2)

≈ n(N + 1− n)

N + 1

(
1− 3n(N − n + 1)

N(N + 2)

)
(A.5)

and for n = (N + 1)/2 we have

(N + 1)(N2 + 2N − 3)

16N(N + 2)
≈ N

16
. (A.6)

The assumption of a weakly lossy medium (6.1), gives a corresponding bidiagonal
Toeplitz matrix of the form

Tα =


1 + α2 −α 0 . . . 0
−α 1 + α2 −α . . . 0
0 −α 1 + α2 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1 + α2

 = αT1 + (1− α)2I. (A.7)

The diagonal elements of the inverse of the matrix are

[T−1
α ]nn = α−n (1− α2n)(1− α2(N+1−n))

(1− α2)(1− α2(N+1))
(A.8)

and specially for n = (N + 1)/2

[T−1
α ]nn =

1− αN+1

(1− α2)(1 + αN+1)
. (A.9)

A.2 Asymptotic behavior

Some basic properties of the Toeplitz matrix [TN ]ij = fi−j, i, j = 0, 1, . . . , N − 1
can be analyzed with Fourier analysis in the asymptotic limit of an in�nite matrix,
i.e., N → ∞, cf., the fundamental eigenvalue distribution theorem by Szegö [6, 7].
Here, we employ the Fourier series expansion of the matrix elements fn given by

f̂(κ) =
∞∑

n=−∞

fneinπκ (A.10)
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which is a 2 periodic function in κ, i.e., f̂(κ + 2) = f̂(κ). Note that f̂(κ) is even
for symmetric Toeplitz matrices, fn = f−n, and real valued for Hermitian matrices,
fn = f ∗−n. The function f̂(κ) can be used to establish bounds on the eigenvalues,
λN,k, of �nite dimensional Hermitian Toeplitz matrices as

ess inf
κ∈R

f̂(κ) ≤ λN,k ≤ ess sup
κ∈R

f̂(κ). (A.11)

Furthermore, under suitable assumptions the theorem by Szegö can be applied to
show that

lim
N→∞

1

N
log detTN =

1

2

∫ 1

−1

log f̂(κ) dκ (A.12)

describing the limiting behavior of Toeplitz determinants. Obviously, a necessary
condition for the in�nite Toeplitz matrix to be invertible is that f̂(κ) > 0 for all
κ, except for at most a discrete set of points in [−1, 1]. Thus, if f̂(κ) = 0 on an
interval, the in�nite Toeplitz matrix is singular.

The FIM (3.9) is a symmetric Toeplitz matrix with elements

[F(x, y)]mn = 2fm−n(x, y)− fm−n−1(x, y)− fm−n+1(x, y) (A.13)

where

fn(x, y) = cos(nπy)
sin(nπx)

nπx
. (A.14)

The Fourier series expansion of the three terms gives

F̂ (x, y, κ) =
∞∑

n=−∞

(2fn − fn−1 − fn+1)e
inπκ = 2(1− cos(πκ))f̂(x, y, κ) (A.15)

where

f̂(x, y, κ) =
∞∑

n=−∞

fn(x, y)eiπκ =
1

2
ĝ(x, κ− y) +

1

2
ĝ(x, κ + y) (A.16)
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and ĝ(x, κ) is the Fourier series expansion of the sinc-term

ĝ(x, κ) =
∞∑

n=−∞

sin(nπx)

nπx
einπκ. (A.17)

Note that the variable x takes the role of a sampling interval for the continuous
sinc-function sin(πτ)

πτ
with τ = nx. By using the sampling theorem and the Poisson

summation formula [19] it is readily established that

ĝ(x, κ) =


2δ(κ) x = 0
0 0 < x < |κ| ≤ 1
1
x

0 < |κ| ≤ x < 1
1 x = 1, 2, 3, . . .
2m+χĝ(χ,κ)

2m+χ
> 0 |x| > 1

(A.18)

where the last line corresponds to the aliasing case with x = 2m + χ, m = 1, 2, . . .
and 0 < |χ| < 1. Note that the limit for aliasing is given by x = 1. In the present
analysis it is su�cient to use that ĝ(x, κ) = ĝ(x, κ + 2) and ĝ(x, κ) > 0 if x > |κ|
for |κ| < 1, see also Figure 9 where this region is illustrated. Finally, we obtain the
Fourier series expansion in (A.15) as

F̂ (x, y, κ) = (1− cos(πκ))(ĝ(x, κ− y) + ĝ(x, κ + y)) (A.19)

where ĝ(x, κ) is given by (A.18).
As we analyze the properties of the inverse of F, we need to investigate the

conditions on x, y such that F̂ (x, y, κ) > 0 for all κ. We observe that it is necessary
that (1 − cos(πκ)) > 0 and that either ĝ(x, κ − y) > 0 or ĝ(x, κ + y) > 0 for all
κ. The �rst term (1− cos(πκ)) is positive for all κ except for κ = 0. This indicate
that it may not be possible to invert the Toeplitz matrix in the limit N → ∞.
However, the point κ = 0 only gives rise to a linear growth in N of the inverse
and is hence not a major problem if N is not too large. For the second and more
important requirement that ĝ(x, κ + y) + ĝ(x, κ − y) > 0 for all κ we use Figure 9
where the region for ĝ(x, κ) > 0 and ĝ(x, κ± y) > 0 are depicted. We observe that
the region for ĝ(x, κ± y) > 0 increases for 0 < y < 1/2 to reach its maximal size for
y = 1/2 and then decreases for 1/2 < y < 1. Obviously, the maximal region given
by y = 1/2 + m, m ∈ Z corresponds to x > x0 = 1/2. For general shifts y, we have
a maximal region given by

x > x0 = 1−min
m∈Z

(|y −m|) =
1

2
+ min

m∈Z
(|y − 1

2
−m|). (A.20)

Finally, we illustrate the ill-conditioning of the N×N Toeplitz matrix [F(x, y)]mn

for x < 1 and y = 0 using

[F(x, 0)]mn = 2fm−n(x, 0)− fm−n−1(x, 0)− fm−n+1(x, 0) (A.21)

where

fn(x, 0) =
sin(nπx)

nπx
. (A.22)

The largest value of the diagonal elements divided with (N+1)/4, i.e., 4[F−1(x)]nn/(N+
1), are plotted in Figure 10 for 0.8 ≤ x ≤ 1.1 and N = 25, 50, 100, 200.
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Figure 10: Dependence of the inverse of the sinc-Toeplitz matrix on the matrix
size, i.e., maxn 4[G−1(x)]nn/(N + 1) for N = 25, 50, 100, 200.
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