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Preface 
 
The booklet which you hold in your hands or display on a computer screen is the thesis which presents 
the results of almost five years of work performed by me and my colleagues, who are mostly located at 
the Division of Synchrotron Radiation Research at the Department of Physics at Lund University. The 
thesis consists of two parts. The first is the Summary part which consists of seven chapters. In the 
Summary I briefly summarize the targets, methods, materials and results of the work. The second part, 
the Papers, is a collection of seven papers which are either published, submitted to a journal, or 
manuscripts which are almost in their final form for submission and all together lay the foundations for 
this thesis. 
 
The title of the thesis, Molecules and Clusters on Oxide Surfaces, is intended to underline the general 
topic of the work. The terms “molecules”, “clusters”, and “oxide surfaces” stand specifically for 
organic molecules – mainly amino acids –, gold clusters with a size on the nanometer scale, and the 
(110) and (111) surfaces of the rutile TiO2 single crystal and of an ultrathin FeO film grown on the 
Pt(111) surface, respectively. The main purpose of the thesis is to contribute to the understanding of the 
fundamental interactions between these different substances with the methods of what is called the 
surface science approach. 
 
In the first chapter of the Summary an overview of surface science and synchrotron radiation research is 
given. The motivation for this work is presented, by explaining organic-inorganic interfaces, catalysis, 
and dye-sensitized solar cells. In the second chapter X-ray photoelectron spectroscopy (XPS), X-ray 
absorption spectroscopy (XAS), scanning tunneling microscopy (STM), and density functional theory 
(DFT) are described briefly. In the third chapter important properties of the L-cysteine, L-cystine, S-
methyl-L-cysteine, and the Zinc-protoporphyrin IX molecules are presented, and likewise those of the 
rutile TiO2(110) and FeO(111)/Pt(111) surfaces and gold clusters. Relevant literature is cited. In the 
fourth chapter the results of the thesis are summarized and most interesting points are highlighted. In 
the fifth chapter the results are put into a wider perspective, and possible future work is commented on. 
The Summary part is concluded by references and acknowledgments. 
 
In the Summary I tried to comment about all relevant issues related to my work. However, I have 
omitted certain topics intentionally. I have used low energy electron diffraction (LEED) only in a 
qualitative manner to validate certain structures, but I have never employed it as a major technique to 
acquire further information and therefore no description is of this technique is included in the Summary. 
Electrospray deposition is a very convenient technique to deposit large molecules onto surfaces in 
ultrahigh vacuum, which cannot be sublimated by standard thermal methods. This method is used in 
Paper 6. Since I have not used it extensively I did not included any description of this technique, either. 
Further, I do not discuss any details about the electronics of the instruments I have been using. I have 
performed DFT calculations using the CASTEP code. I have a working knowledge of the code and 
parallel computing methods, but I have not dealt with the code on a too detailed level and therefore do 
not discuss these details. 
 
The Papers part consists of seven papers. In Paper 1 the results of an XPS study are presented, in 
which the adsorption of submono- to multilayers of L-cysteine on the rutile TiO2(110) surface is 
investigated. Paper 2 extends the study of Paper 1 to the co-adsorption of gold and L-cysteine on the 
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rutile TiO2(110) surface. The method used is, again, XPS. In Paper 3 DFT is employed to gain more 
detailed information on the adsorption structure of L-cysteine molecules on the TiO2(110) surface. In 
Paper 4 the adsorption of two different amino acids, L-cystine and S-methyl-L-cysteine, on the 
TiO2(110) surface, is investigated by XPS. In Paper 5 XPS results of an “unconventional” zwitterionic 
state of L-cysteine multilayers are reported. In Paper 6 the adsorption of a dye Zinc-protoporphyrin IX 
on the TiO2(110) surface is studied by XPS and XAS. In Paper 7 STM and XPS are used to study the 
adsorption of gold clusters on a partly reduced ultrathin FeO(111). The paper also contains results on 
the adsorption of CO on this surface. 
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Chapter 1 
 
Introduction 
 
This chapter serves two purposes. The first purpose is to briefly describe the importance of surfaces 
for the physical and chemical properties of materials, the connection between the idealized systems 
of surface science studies and the “real world”, the applicability of results of surface science studies 
to real life phenomena, and the effect of synchrotron radiation facilities on surface science. The 
second purpose is to show why my colleagues and I thought that the systems which are investigated 
in this thesis were worthy concentrating and doing research on, in other words, to show what the 
motivation is for the work of the present thesis. 

 
1.1 Surface Science and Synchrotron Radiation Research 
 
Any real solid material, whether it is studied in a laboratory or used in industry for a specific purpose 
or as a component in a device, is confined by surfaces. It is therefore clear that any interaction of a 
solid material with its environment takes place primarily at the material’s surface. This implies that 
many properties of the materials are influenced by their surfaces. The chemical reactions which 
occur or are initiated at the surfaces and the effects of the surface atomic and electronic structure on 
the energetics and kinetics of these chemical reactions are numerous and important. For example, the 
differing corrosive behavior of metals is, to a large extent, determined by the metals’ surface 
properties. Hence, surface science aimed at studying corrosion is directly relevant to one of the most 
important issues in industrial and technological applications of metals. Interactions of organic 
molecules with inorganic substances (see subsection 1.2.1), heterogeneous catalysis (see subsection 
1.2.2), photochemical reactions and charge dynamics (see subsection 1.2.3), oxidation, and many 
more chemical processes are all intimately related to surface structure. Moreover, mechanical 
properties such as friction, adhesion, hardness, wettability etc., which are usually considered to be 
macroscopic phenomena, have their origin on the atomic scale and are strongly surface structure-
dependent. Often, a surface of a material has electronic and geometrical properties which differ from 
those of the material’s bulk. Therefore surface studies are crucial for a thorough understanding of a 
material’s properties and function. The immense importance of surfaces to chemical reactions and 
physical processes has turned surface science into a common playground of physicists and chemists, 
which in its modern form has existed for more than four decades1. 
 
Many commonly used experimental surface science techniques employ electrons as a probe in the 
determination of surface properties. Using electrons has both advantages and disadvantages. On the 
one hand, electrons are easily produced, and at electron energies typically used in surface science 
studies they have a very low inelastic mean free path (IMFP) which is a measure of the distance a 
                                                 
1 The modern era of surface science started during the 1960s and 1970s [1]. 
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particle on average can travel in a medium without loosing its energy. For example, electrons with 
kinetic energies of ~50-100 eV have IMFP values of ~5-10 Å. Low IMFP assures that the probe 
electrons with certain energies can penetrate only a few atomic layers of the materials without 
loosing their energy and, likewise, that only non-scattered or elastically scattered electrons can 
emerge from the surface region. Electrons can easily be accelerated and focused with electric or 
magnetic fields and, with the correct choice of energy they can be diffracted from ordered structures 
on the atomic scale. On the other hand, since electrons are easily absorbed and scattered not only by 
the investigated material, but also any surrounding medium, high vacuum conditions (pressures ~10-4 
mbar) are required whenever low energy electrons are employed. 
 
A truly reliable determination of the chemical, geometrical, and electronic structure of a surface is 
possible only for very well-defined surfaces. Therefore surfaces used in surface science studies are 
very often produced by growing – or cutting – single crystals materials in certain directions. In 
ambient conditions any surface, apart from the most inert ones, will essentially immediately be 
covered by residual gas adsorbates. This issue is circumvented by performing all experiments in 
ultrahigh vacuum (UHV) conditions, which are good enough to keep a surface clean for a 
sufficiently long time, a couple of minutes for the most active surfaces and a couple of days for the 
most inert ones. Different samples, once introduced into an UHV chamber, can be cleaned from 
unwanted contaminations by application of well-established cleaning procedures. However, what is 
created in a UHV chamber is very different from what exists under real conditions. For example, in 
an automotive catalytic converter the pressures due to exhaust gases is higher than atmospheric 
pressure (103 mbar), while a model system2 in a UHV chamber is exposed to not more than 10-11 or 
10-10 mbar. Another difference between the catalytic model systems of surface science and a realistic 
catalytic system is that the ceramic supports of the catalytically active metal clusters are not single 
crystals, but they are rough and they have highly complex surface structures with many defects and 
contaminations. 
 
Although surface science suffers from these unrealistic conditions, which often are described in 
terms of the “pressure and materials gaps”, it has been highly successful in addressing and answering 
very fundamental questions about how surfaces are organized and work at the atomic scale. For 
example, surface science has provided very much insight into the relationship between a surface’s 
geometric and electronic structure, into the influence of surface defects on the surface’s chemical 
reactivity, into how materials grow at the atomic scale, into how the adsorption of molecules changes 
a surface’s optical and electronic properties, etc. Nevertheless, the gap is getting smaller by the 
introduction of new setups capable of performing controlled measurements at higher pressures, new 
techniques which are compatible with robust conditions, and more realistic materials which can 
mimic nature better. 
 
Synchrotrons are circular particle accelerators which are constructed for different purposes. 
Synchrotron radiation facilities (see subsection 2.1.2), which normally are based on electron storage 
rings, are specifically employed for production of electromagnetic radiation ranging in the infrared to 
hard X-ray regimes for materials investigations. The main advantages of synchrotron radiation over 
various other light sources are [2] their (i) high intensity, (ii) broad spectral range, (iii) high 
                                                 
2 The study of model systems, aimed at demonstrating certain aspects of a complex system, is a typical strategy of 
surface science. This approach is often called the “surface science approach”. 
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polarization, (iv) pulsed time structure, and (v) high degree of collimation. Synchrotron radiation has 
applications in a wide range of scientific disciplines with main focuses on spectroscopy, diffraction, 
and microscopy methods. The introduction of synchrotron radiation facilities made many surface 
science studies much easier to perform, and in some cases synchrotron radiation facilities were 
needed to render them feasible to conduct at all. Two of the experimental methods used in this thesis, 
XPS and XAS, are very good examples in this respect. Photoelectron spectroscopy was developed 
and successfully used in surface science studies before the construction of the first dedicated 
synchrotron radiation facilities. However, intense synchrotron radiation with a wide range of 
available photon energies opened up entirely new possibilities for photoelectron spectroscopy studies. 
X-ray absorption spectroscopy, for which the variation of photon energy is very beneficial, highly 
polarized synchrotron radiation made polarization dependent absorption studies feasible. 

 
1.2 Motivation 
 
In this section, three different surface science topics – organic-inorganic interactions, heterogeneous 
catalysis, and dye-sensitized solar cells – are described briefly. These three subjects are popular and 
dynamic fields of research and have a variety of applications in technology. The hope is that the 
connection between this work and the existing knowledge will become clear. 

 
1.2.1 Interactions between Organic and Inorganic Materials 
 
Surfaces are highly significant not only for the physical properties of and chemical processes in solid 
materials, but also for living organisms and biological systems in general, which all rely heavily on 
processes at interfaces and surfaces. However, the relationship between surface science and 
biological systems is still in its infancy. The main reason is the complexity of biological systems. 
The study of model systems offers a way out since such model systems can mimic certain aspects of 
their biological counterparts. Therefore, the study of interactions between organic and inorganic 
substances has become something of a meeting area for biology, materials chemistry, and surface 
science. During the last decade the investigation of the interactions between organic molecules and 
inorganic substrates has experienced a substantial upswing. There are many different possible 
applications and benefits of “biological surface science”, a review of which has been given by Bengt 
Kasemo [3]. Bio-compatibility, bio-functionality, and bio-integration are the new phrases entering 
the field of surface science. 
 
Materials – metals, ceramics, and polymers – which are implanted into the human body are among 
the real-life applications of organic-inorganic interfaces. There are certain properties which a 
candidate implant material should possess, such as the ability of easily getting integrated with the 
surrounding tissue, zero or extremely low corrosion rates, non-toxicity, strength, and flexibility. 
Biological surface science can contribute to the improvement of all the listed properties. 
 
Titanium metal and some of its alloys are common implant materials and have been used for dental 
replacement for a long time [4]. Titanium is a very reactive metal, and in a physiological 
environment a 3-5 nm (10-15 atomic layers) thick oxide film is rapidly formed at its surface. The 
stoichiometry of this film is TiO2-like [5] and found to be dominated by a polycrystalline phase [6]. 
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The oxide film is important as it isolates the metal from the physiological environment and thus 
prevents metal diffusion into the tissue. Actually, it is the TiO2 film rather than the pure titanium 
metal which interacts with the environment and which is responsible for the applicability of the 
titanium metal as an implant. The chemical compounds in the living organism, such as water, ions 
and small molecules, lipids, and proteins interact with the surface on different time scales. The water 
molecules are responsible for the almost instantaneous conversion of the metal surface to a thick 
oxidized layer. The properties of this oxide surface and adsorbed water layers on top affect the 
adsorption of other species [7]. 
 
The interactions of various different small molecules like O2, CO, and H2O with oxide surfaces have 
been investigated in great detail during the past couple of decades. Less is known about the 
interaction of larger organic molecules with oxide surfaces. Of particular interest in this context are 
the natural amino acids, since they are the building blocks of proteins. Answering questions like how 
amino acids bind to oxide surfaces, what are the intermolecular interactions between adsorbed 
molecules and molecular orientations, and what is the effect of water molecules on these structures 
will provide valuable information on how proteins interact with oxide surfaces [3]. 

 
1.2.2 Catalysis 
 
Catalysis is defined as the acceleration of a chemical reaction by action of a substance – the catalyst 
material – which is fully regenerated at the end of the reaction and which does not form part of the 
stoichiometric equation. Catalysis is commonly found in many natural processes, and it is employed 
in a large variety of scientific and technological applications, in particular including applications in 
the chemical industry. Conventionally, catalysis is separated into two categories, namely, homo- and 
heterogeneous catalysis. In homogeneous catalysis both the reactants and catalyst are in the same 
phase, while the opposite is true for heterogeneous catalysis. 
 
Improvements in technology have increased the demands on the mass production of new 
functionalized materials together with a large variety of new chemical compounds. In addition, the 
growth of human population and our industrialized life-styles brought about many different 
environmental issues. Mankind destroys the Earth on a day-to-day basis, and this destruction occurs 
in many different ways. One of the major pathways of environmental destruction is the production of 
poisonous gases as by-products of combustion of fossil fuels in cars, power plants, and factories. 
 
Under ideal conditions three main gases are produced in the combustion reaction of fossil fuel: water 
(H2O), molecular nitrogen (N2), and carbon dioxide (CO2). Ideal conditions imply that all fuel is 
burnt in the process. In the cylinders of a car, combustion is not complete and poisonous gases such 
as carbon monoxide (CO), nitrogen oxides (NOx), and non- or only partly combusted hydrocarbons 
are produced and released from the engine. Heterogeneous catalysis plays a major role in the solution 
of this environmental problem. During the 1970s researchers found that microscopic, finely 
dispersed particles of palladium, platinum, and rhodium deposited on a ceramic support 
simultaneously catalyze the oxidation of CO and the reduction of NOx and thus substantially reduce 
the amount of dangerous gases leaving the exhaust of a car [8]. Nowadays, in many countries all 
over the world there are restrictions for admissible automotive emissions, and all recently produced 
cars contain a so-called catalytic converter in between the engine and the exhaust, which converts 
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poisonous gases into less harmful ones. However, there exists a temperature effect, which poses a 
serious problem: modern catalytic converters become active at around 200 C  only, and 
measurements show that most of the dangerous gases are emitted in the start-up time of the engine 
when the converter is cold [9]. Engineers have tried to overcome this problem in two different ways: 
first, by placing the converters closer to the engine so that gases coming out are warmer and also 
warm up the converter faster, and second, by warming up the converter with a direct current before 
starting the engine. Both of these attempts were found to be problematic and therefore inconvenient. 
 
Another possible solution has emerged from the work by Haruta and co-workers [10], who found 
that Au clusters with certain sizes (<3 nm) supported on different oxides have a high catalytic 
activity for the oxidation of CO at temperatures lower than room temperature. In general, the 
mechanism why particles with certain sizes have an increased catalytic activity is still not very well 
understood, but there are at least four different possible scenarios, which different groups suggest 
[11]: (i) the activity of the particles is increased at the point where clusters loose their metallic 
properties, (ii) the clusters are charged when supported by an oxide material, (iii) the interface 
between the metal particles and oxide support is crucial for the catalytic activity, (iv) clusters contain 
a high concentration of defects such as kinks and step edges on which the atomic structure is 
distorted and therefore the activity is increased. A fundamental problem of catalyst materials based 
on Au clusters supported on TiO2 is that they sinter and loose their catalytic activity upon increasing 
the temperature [12] or upon long exposures to oxygen or oxygen/carbon monoxide gas mixtures 
[13]. At this point it is clear that any external effect which can prevent sintering, such as surface 
modifications, can keep the efficiency high for longer times. Pre-oxidation of the support material or 
adsorption of molecular spacers which strongly interacts with the substrate and block the remaining 
adsorption sites might help to circumvent the sintering problem. 
 
Many support materials – mostly metal oxides – used in catalysis applications and of interest to 
surface science investigations are not conductive and hence unsuitable for surface science studies 
based on the detection of electrons. Ultrathin metal oxide films, either produced by oxidation of 
metal single crystal surfaces or deposited in situ onto various metallic supports, are found to be good 
model systems, i.e., they are conductive and reproduce some of the bulk oxide properties. However, 
ultrathin oxide films also have their own novel chemical and physical properties which make them 
interesting for surface science studies in other aspects. 

 
1.2.3 Dye-Sensitized Solar Cells 
 
The main sources of energy today – mostly fossil-based – will eventually run out and replacements 
will have to be found. Moreover, as mentioned before, fossil energy is afflicted by the production of 
many toxic by-products and greenhouse gases such as CO2. Therefore one of the issues which the 
world has been facing during the last couple of decades and which will grow even more urgent in the 
future is the challenge of energy production from renewable, sustainable, and environment friendly 
resources. Fortunately, there are many other alternative sources for producing energy rather than 
fossil fuels; e.g. water and wind turbines are among the most common and oldest ones. 
 
Another alternative method of producing energy is by the conversion of sun light into electricity, i.e., 
by using photovoltaics. The Sun is a very convenient source of energy, since it delivers an amount of 
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energy to the Earth in one day, which corresponds to the total annual energy consumption of all 
human activity [14]. However, the production cost and operation efficiency of photovoltaic cells (or 
solar cells) lags behind that of conventional fossil-based resources. 
 
The idea behind a solar cell is pretty straightforward. An electron-hole pair is created in the solar cell 
material by the absorption of light. This pair is kept separated, and the electron and hole are 
transported to different electrodes where they combine. Through the transfer of charges a net electric 
current is obtained. Conventional solar cell technology is based on solid state devices, in which a 
junction is formed between differently doped silicon materials. The band gap value of silicon 
matches the energy of visible light so that, when illuminated, the electrons in the valence band are 
excited to the conduction band and leave a hole behind. The electron-hole pair is separated by the 
built-in voltage across the junction. Electrons are transferred to the other side of the junction through 
the circuit and combine with the holes. The major problem of solid state solar cells is their 
production costs. Silicon processing is an expensive technology. 
 
The way that dye-sensitized solar cells work is quite different. The light absorption and charge 
transfer events, both of which occur in the semiconductor material of a conventional solar cell, are 
separated in a dye-sensitized solar cell [15]. Instead of silicon a mesoporous TiO2 layer sintered on a 
conductive glass is used as the semiconductor material. The mesoporous structure makes the surface 
area of the layer almost three orders of magnitude higher than for a smooth surface and, therefore, 
the light absorption efficiency is increased greatly [16]. TiO2 is chosen because it is a robust, cheap, 
non-toxic, and abundant material, which, however, has a wide band gap and only absorbs ultraviolet 
light. This issue is circumvented by adsorbing a monolayer of a dye molecule onto the material’s 
surface. By nature, dyes are good at absorbing light in the visible regime, and therefore the TiO2 is 
said to be sensitized to the absorption of visible light. The TiO2-dye system is placed into an 
electrolyte, which most often is an inorganic solvent composed of an iodide ( I )/triiodine ( 3I ) redox 
couple. The cathode is either made of platinum or contains small platinum clusters on its surface, 
which catalyze the reduction reaction. The photovoltaic process proceeds in the following steps [17]: 
(i) electrons in the highest occupied molecular orbital (HOMO) of the dye are excited to the lowest 
unoccupied molecular orbital (LUMO) by absorption of light, (ii) since the energy of the LUMO 
matches that of the conduction band of the TiO2 support the excited electrons are transferred to the 
TiO2 conduction band and the dye is oxidized, (iii) in the electrolyte 3I  oxidizes to 3I

  and excess 
electrons reduce the dye molecules back to their original states, (iv) the electrons in the TiO2 
conduction band are transferred to the cathode material through the circuit, (v) the electrons which 
reach to the cathode are used for the reversed reaction to reduce 3I  to 3I . 
 
The major drawback of dye-sensitized solar cells is their lower efficiency as compared to that of 
conventional solar cells. In order to increase the efficiency improvements of dye molecules, 
electrolytes and interfacial regions are essential [14]. There have been intensive efforts on the 
fundamental level towards understanding the charge transfer dynamics and chemistry of the 
semiconductor/dye system and the surface science community has made important contributions to 
that endeavor. Active research areas of the field are the optimization of strength of the bonds and 
geometry of dye molecules on semiconductor surface as well as the synthesis and characterization of 
new dye molecules. 
 



7 

 
Chapter 2 
 
Methods 
 
In this chapter I will describe the methods used in this thesis. First, I will discuss the physical 
mechanisms and principles of each method and then practical issues of application and interpretation. 
My intention is to provide a picture, which is as complete as possible, but at the same time to keep to 
a level relevant to my work. 

 
2.1 X-Ray Photoelectron Spectroscopy 
 
Photoelectron spectroscopy (PS) is an experimental technique based on the photoelectric effect, 
which describes the emission of electrons from matter as a result of absorption of photons with 
sufficient energy. Most often, the name of the technique is extended by adding the designation of the 
employed photon energy regime, i.e., it is either called Ultraviolet Photoelectron Spectroscopy (UPS) 
or X-ray Photoelectron Spectroscopy (XPS). This distinction is historical and has little particular 
significance when a tunable synchrotron radiation source is used in the production of the photons. 
Basically, in a PS experiment a gas, liquid or solid material is exposed to photons with a well-
defined energy and the number of electrons emitted from the material is measured as a function of 
the electrons’ kinetic energy. Therefore, a light source and an electron energy analyzer are the two 
fundamental components of a PS experimental setup. 
 
The photoelectric effect was first observed by Heinrich Hertz in 1887. The theory of the 
phenomenon was formulated by Albert Einstein in 1905, who in 1921 received the Nobel Prize in 
Physics “... for his discovery of the law of the photoelectric effect” [18]. His explanation is based on 
energy conservation, which imposes that the energy of the light impinging on the material, E , 
should be equal to the kinetic energy of the emitted electron, kE , plus the energy that is required to 
extract the electron from the material, bE   , where bE  is the binding energy of the electron and   
is the work function of the material. The exact value of the binding energy differs depending on the 
energy level3 to which it is referred. 
 
It took some time to realize that the binding energy of an electron in a particular energy level of an 
element is not only an element-specific property, but that it also depends on the chemical state of the 
element. In the late 1950s and early 1960s Kai Siegbahn and his co-workers at Uppsala University 
developed an instrument to measure the kinetic energies of photoelectrons emitted from a specific 
core level of an element in different chemical environments with sufficient resolution. They were 
then able to observe chemical shifts between the spectral lines, depending on the chemical 

                                                 
3 Most commonly, for solids the Fermi level and for gases the vacuum level are used as energy references. 
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environment. Siegbahn received the Nobel Prize in Physics in 1981 “for his contribution to the 
development of high-resolution electron spectroscopy” [19]. 
 
Following the developments of Siegbahn’s group the field started to grow extensively. The 
development of electron energy analyzers with high energy resolution and of dedicated synchrotron 
radiation sources were the two main driving forces behind this growth. In time researchers realized 
how photoelectron spectroscopy can be used to acquire information about the fundamental properties 
of matter, namely, its electronic, vibrational and rotational structure, and chemical composition and 
state. The technique is now widely used among physicists, chemists, and material scientists, and it is 
one of the primary tools of surface science studies. 

 
2.1.1 Theory of X-Ray Photoelectron Spectroscopy 
 
Quantum mechanics, in its simplest form, tackles the photoelectric effect as a time-dependent 
perturbation problem. The electromagnetic field – the light –, with electric and magnetic fields 
oscillating in time, changes the Hamiltonian of a system of charged particles in a way that it can be 
separated into two terms, one of which is assumed to be small and the only time dependent 
component. This small component, with a suitable choice of gauge for the field, can be simplified in 
the electric dipole approximation. Fermi’s Golden Rule with the resulting perturbation term can be 
employed to calculate transition rates and absorption cross sections, photocurrents, or spectral 
functions. 
 
The Hamiltonian of a system of charged particles isolated from the effect of any external field can be 
written as 
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where kp


 and km  are the momenta and masses of the individual particles, respectively. 0V  is the 

internal potential which holds together the system. The summation runs over all particles. When the 
system interacts with an external electromagnetic field, classical theory shows that the Hamiltonian 
changes to [20] 
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 and  are the vector and scalar potentials representing the external electromagnetic field, 

and the kq  are the charges of the particles. If one writes explicitly the squared term in parentheses, 
treats the momentum operator quantum mechanically ( p i  
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The way the Hamiltonian is written in Equation (2.2) and the derivation of Equation (2.3) is called 
the semi-classical approach, since in this way the light is not treated quantum mechanically – which 
means it is not represented by photons – while the particle momenta are treated as quantum 
mechanical operators. The 2A


 term can be neglected in the low light intensity regime, i.e., for two-

photon interactions. It is also important to realize that the spin of the particles does not enter the story 
at all. In the way that the transition probability will be written it can be shown that the coupling of 
the spin with electromagnetic field can also be neglected [21]. 
 
The second term in Equation (2.3) is the one which is time-dependent and responsible for the 
transition of the system from an initial state i  to a final state f . It can be shown that the 
electromagnetic waves can be represented by plane waves, and by using the electric dipole 
approximation the expression for perturbation term can be simplified further. Since the perturbation 
is periodic in time, Fermi’s Golden Rule can be employed to calculate the transition rate as [21] 
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where 0E  is the intensity of the electric field of the light and ̂  is the unit vector in the direction of 
the electric field (i.e., it represents the direction of polarization of light). fE , iE , and   are the 
energies of the final and initial states of the system and light, respectively. The   function takes care 
of the energy conservation in the transition. The qr 

operator in the matrix elements is the dipole 
operator, which is responsible for the transition and determines the selection rules. Thus, the problem 
of calculating the transition rate is reduced to the problem of calculating the dipole matrix elements. 
 
In the case of photoemission from a core level (in an atom, molecule, or solid) an electron, which is 
initially bound to the system, absorbs a photon and is excited to the continuum with a certain kinetic 
energy. To be able to write the wave functions for the initial and final states one can use the one- 
(independent) electron approximation, which states that the wave function of a system of electrons 
can be written as an antisymmetrized sum of products of one-electron wave functions (Hartree-Fock 
method). If we assume that the system initially has N electrons, one of which is photoemitted from a 
level c (for core level), then the matrix elements can be written as [22]  
 

    c c
f i f ,E i,c f ,R i,Rr r N 1 N 1        
 

,     (2.5) 

 
where i,c  and f ,E  are the wave functions of the photoemitted electron before and after emission 
(with kinetic energy E) and where, correspondingly,  c

i,R N 1   and  c
f ,R N 1   are the wave 

functions of the remaining (R) electrons before and after emission, respectively. In the frozen orbital 
approximation one assumes that the remaining electrons are not affected by the photoemission 
process so that their wave functions do not change, and the second term on the right hand side of 
Equation (2.5) becomes unity. In such an unrealistic case XPS measures the Hartree-Fock orbital 
energy, the negative of which is also called Koopmans’ binding energy [23]. In reality, as soon as the 
core hole is created by the emission of an electron, the remaining electrons readjust themselves so 
that the final state wave function is changed. This phenomenon is called relaxation and creates the 
so-called shape-up/shake-off satellite structures in the photoemission spectra. 
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A couple of significant approximations have been made to reach Equations (2.4) and (2.5), and of 
course there are certain limitations for their validity. Nevertheless, the most important point to realize 
is that photoemission is a quantum mechanical transition of a system from an initial state to a final 
state, and that this transition is driven by the dipole operator. In principle this means that the binding 
energy of a photoemitted core electron is sensitive to the initial and final states of the system under 
consideration. It is common practice to attribute the observed changes (shifts) in binding energies to 
initial and/or final states effects. The initial state of a system depends on the chemical state and the 
environment of the atom from which the photoelectron is emitted. This is true in spite of the fact that 
the core levels are quite localized around the nuclei and do not participate in bonding. For example, 
binding energy shifts which are observed for different oxidation states, surface and bulk atoms of a 
solid material4, different types of bonding, and number and identity of bonding atoms are generally 
regarded as initial state effects. The final state effects take place after excitation of the system. For 
example, relaxation of the remaining electrons in the excited atom (intra-atomic screening) as a 
response to the creation of a core hole, the satellites resulting from the excitation of valence electrons 
to upper bound or unbound states and creation of plasmon oscillations in the material (metals) can be 
considered as final state effects. Another commonly observed final state effect occurs when the atom 
from which the electron is emitted is inside or adsorbed on a solid material. In this case electrons of 
the material react to the creation of the core hole to screen its charge (extra-atomic screening) and 
lower the final state energy of the system. 
 
A theoretical framework to understand how initial and final state effects produce core level binding 
energy shifts ( BE ) is based on the one-electron approximation. In this framework the shift are 
given by [23] 
 

B R CE E E       .        (2.6) 
 
  is the difference in orbital energy (Koopmans’ binding energy) between the species for which a 
spectral shift observed and represents the initial state effects, RE  is the difference in relaxation 
energy (intra- or extra-atomic screening) and represents the final state effects, and CE is the 
difference in electron correlation energy, which is usually assumed to be the same in the same 
system and therefore neglected. It should be strongly emphasized that the interpretation of binding 
energy shifts as in Equation (2.6) is a fully theoretical concept and has the potential of leading to 
wrong conclusions if not employed with caution. Nevertheless, in some of the cases it is applied to 
explain experimental results with reasonable or even good agreement [24]. 
 
The above paragraphs describe the theory of XPS on a level relevant to the present work. There are 
more elaborate approaches to photoemission (see, for example Ref. [25]), which in practice would 
bring nothing new to the understanding of the work done here. 

 
 
 
 

                                                 
4In some cases it is found that initial state considerations only can not explain the observed surface core level shifts and 
final state effects should be taken into account. 
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2.1.2 Instrumentation and Experimental Aspects of X-ray Photoelectron 
Spectroscopy 
 
As mentioned before, a photoelectron spectroscopy setup consists of two main components, the light 
source and the electron energy analyzer. The purpose of this section is to briefly describe the 
equipment used in XPS measurements and provide some practical information on how to operate it. 
 
Two different types of light sources exist for XPS measurements, lab-sources (X-ray tubes) and 
synchrotron radiation sources. An X-ray tube basically consists of an anode and an electron gun. The 
electrons produced by the gun are accelerated towards the anode and kick out the electrons from 
different energy levels of the material. The excited atoms relax mainly by X-ray emission. In some of 
the instruments the emitted X-rays are passed through a monochromator, which not only filters away 
undesired wavelengths, but also focuses the light onto the sample. There are different characteristic 
emission energies for different materials. The most commonly used transitions are the Al and Mg K 
lines, which produce photons with an energy of 1486.6 and 1253.6 eV, respectively. The advantages 
of X-ray tubes are that they are relatively cheap and easily accessible; on the other hand the fixed 
photon energy and low energy resolution are the major drawbacks. 
 
Synchrotron radiation is produced in a totally different way. The fundamental principle is the 
creation of electromagnetic radiation through acceleration of charged particles. Electrons circulating 
at nearly the speed of light in a storage ring are accelerated in terms of deflections from their straight 
trajectories to produce synchrotron radiation. The ring is kept at UHV to minimize the loss of 
electrons by residual gas scattering. Magnetic fields are used to keep the electrons on the desired 
trajectory. The energy spent for the emission of light is replenished by radio frequency (RF) cavities 
in each cycle. RF cavities accelerate electrons through oscillating electric fields inside a copper block. 
This way of acceleration causes the electrons to accumulate together in bunches. Relativistic 
electrons, which are accelerated sideways, emit electromagnetic radiation into the forward direction, 
and therefore beamlines are built into the emission direction. Before entering into the experimental 
end station, the light is monochromatized and focused through the beamline. Most commonly, 
gratings are used for monochromatization and focusing is achieved by series of mirrors in different 
shapes and orientations. In Figure 2.1 a schematic drawing of a simplified storage ring with a single 
beamline is shown.  
 
There are three main advantages of synchrotron light sources relevant to XPS measurements reported 
in this work: the tunability of the photon energy, high intensity, and high photon energy resolution. 
However, synchrotron radiation facilities are expensive to build and maintain, and usually the 
schedules are overloaded. The time slots one gets for an experiment (beamtimes) can be quite tiring 
and challenging in many aspects. 
 
The early use of synchrotron radiation was more like a shark-suckerfish relation between high energy 
physicists and synchrotron radiation researchers who had to parasitically use synchrotrons (first 
generation) built to accelerate particles for high energy collisions. The usage of synchrotrons for the 
purposes of high energy physics was not the optimum condition for synchrotron radiation work. The 
first dedicated storage ring for the production of synchrotron radiation (second generation) was built 
in the USA in 1968 [2]. The greatest development in the field was the invention of so-called insertion 
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devices (third generation) to enhance the light intensity. Insertion devices (wigglers and undulators) 
are series of alternating poles of magnets which are placed on the straight sections of the storage 
rings (cf. Figure 2.1). Electrons enter from one side of this array of magnets and follow a sinusoidal 
trajectory inside. As a result intense and collimated light is produced on the other side of the 
insertion device. 
 

Figure 2.1 A schematic drawing of a storage ring 
and a beamline, which are separated from each 
other by a concrete wall. Electrons inside the ring 
circulate close to the speed of light and emit 
electromagnetic radiation whenever they are 
accelerated by means of deflections from the 
straight trajectory. The lost energy is replenished 
in the radio frequency (RF) cavity in each turn. 
The way the RF cavity works forces electrons to 
accumulate in small bunches. An insertion device 
is introduced on a straight section of the ring to 
create high intensity light which is 
monochromatized and focused into an 
experimental end station. 

 
Electron energy analyzers are the instruments which are used to measure the intensity of the 
photoemitted electrons as a function of the electrons’ kinetic energy. There are different types of 
electron energy analyzers developed and used for different purposes. Here, emphasis will be on the 
particular type of analyzer which is used in the measurements presented in this thesis, namely the 
hemispherical electron energy analyzer or concentric hemispherical analyzer (CHA). A schematic 
drawing of a CHA and a photoemission experiment is given in Figure 2.2. As light hits the sample 
photoelectrons are emitted in all directions. A fraction of the photoelectrons (light gray arrows in 
Figure 2.2) will be captured by the analyzer as determined by the acceptance angle of the instrument. 
The electrons with sufficient energy enter the analyzer and they are either accelerated or retarded to a 
certain energy (the pass energy) by an electrostatic lens system, which also focuses the electron beam 
onto the entrance slit (light gray area in Figure 2.2). At the end of the lens assembly the electrons are 
spatially filtered by an adjustable slit before entering the hemispheres. The inner and outer spheres 
are kept at constant positive and negative voltages, respectively. The electric field created in between 
the spheres bends the electron trajectory and leads the electrons to a microchannel plate (MCP). The 
electrons which have more (faster) or less (slower) energy than a certain value (approximately the 
pass energy) hit the outer or inner spheres, respectively and can not reach the MCP. Therefore, the 
electrons which reach the MCP have a known energy. On the MCP they create cascades of 
secondary electrons, which afterwards are accelerated towards a phosphor screen where they create 
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bright spots. The intensity of the bright spots on the phosphor screen is registered by a charged-
coupled device (CCD) camera and is proportional to the intensity of electrons with that particular 
energy. By keeping the pass energy constant and sweeping the acceleration or retardation voltage in 
the lens system, the intensity of electrons as function of kinetic energies can be measured. 
 

 

Figure 2.2 A schematic drawing of a 
hemispherical electron energy analyzer 
and a photoemission experiment. 
Monochromatized light impinging on the 
sample creates photoelectrons in every 
direction. Only some of them can enter 
the analyzer. An electrostatic lens system 
retards/accelerates the electrons to a 
certain value of energy (Ep) and focuses 
them onto the entrance slit. Electrons 
with energy Ep can pass through the gap 
between the hemispheres and detected by 
a microchannel plate detector. The 
intensity is measured by a phosphor 
screen and a CCD camera. 

 
As shown in Figure 2.2 the electron beam is expanded inside the analyzer from the entrance slit to 
the MCP. This is due to the finite gap size between the inner and outer hemispheres. Even for an 
infinitesimally small entrance slit, the electrons which have a little higher or lower energy than the 
pass energy can go through the gap of the analyzer and reach different parts of the MCP. Lowering 
the pass energy will give a narrower energy window to electrons of different energies to reach the 
MCP and increase the energy resolution. In practice the entrance slit of the analyzer has a finite value 
which lets an electron beam with wider angular distribution pass through. This will increase the 
possibility of electrons with different energies to reach the same spot on the MCP through different 
paths inside the gap; hence opening up the entrance slit lowers the energy resolution. Smaller slits 
and lower pass energies should, therefore, be used to reach higher energy resolution. However, 
increasing the resolution in this way reduces the number of electrons which reach the MCP and cause 
lower count rates. The best way to overcome this problem is to create as many photoelectrons as 
possible. The only way to increase the number of photoelectrons emitted for a particular energy level 
of an element is to increase the number of photons impinging on the material. This is one of the 
reasons why the availability of high intensity synchrotron radiation sources has affected the field in 
such a substantial way. 
 
The quality of a photoelectron spectrum is determined by a high signal-to-noise ratio and high 
energy resolution. The resolution can be improved by either improving the resolution of the light 
source or of the analyzer as described in above paragraph. The signal-to-noise ratio increases with 
higher electron count rates, which in turn can be increased by a longer counting time, higher photon 
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flux, or higher analyzer transmission. What made Siegbahn’s group more successful than the others 
and what earned him the Nobel Prize was the resolution they achieved. He concluded this in the 
following sentence: “I realized that electron spectroscopy for atoms and solids could never become 
competitive with X-ray emission or absorption spectroscopy unless I was able to achieve such a high 
resolution that really well-defined electron lines were obtained with linewidths equal to or close to 
the inherent atomic levels themselves” [26]. 
 
An important point to mention is that XPS is a surface sensitive technique. X-ray photons, as used in 
XPS, can penetrate approximately a couple of microns into the material. However, this is not the 
case for electrons. As mentioned in section 1.1, the inelastic mean free path5 (IMFP) of electrons, 
which is a measure of how long distance an electron can travel inside a material without suffering an 
inelastic scattering, is relatively small. Even though the IMFP is a material-dependent property (or, 
rather, it depends on the dielectric constant) the IMFP’s dependence on kinetic energy of the 
electrons is similar in different materials. This fact is usually represented by the so-called universal 
curve for the IMFPs of electrons. In particular, electrons with kinetic energies in between ~50-100 
eV have minimum IMFP values of ~5-10 Å. Only the photoelectrons emitted from the first couple of 
layers of the surface of a sample can reach the analyzer without loosing energy. 

 
2.1.3 Interpretation and Analysis of Core-Level Photoelectron Spectra 
 
XPS is one of the experimental techniques which for a conductive sample always give a result. The 
challenging issue for the experimentalists is to make sure that what is measured is what should have 
been measured, to attribute correct meanings to the observed spectra and their individual components, 
and to reach the conclusions that in the best case can be supported by other experimental or 
theoretical methods. 
 
The values of core-level binding energy shifts, which are observed in XPS measurements, typically 
range from tens of millielectron volts to a couple of electron volts. The smallness of the core-level 
binding energy shifts, when considered together with the finite experimental energy resolution and 
the line broadening effects, reveals that X-ray photoelectron spectra often are composed from 
overlapping components (peaks). Therefore, in many cases curve fitting is an essential task in a 
reliable analysis of X-ray photoelectron spectra. There are five important questions which should be 
answered when dealing with an x-ray photoelectron spectrum [28]: (i) What is the shape of the 
background? (ii) How many peaks should be used? (iii) What is the line shape of the peaks? (iv) 
What is the width of the peaks? (v) What is the degree of asymmetry? In the following paragraphs a 
general approach to these questions are presented. 
 
When a solid material is exposed to light electrons, with binding energies lower than the energy of 
the impinging light, are photoemitted with a certain probability. Upon photoionization – and 
emission into the vacuum – some of the photoelectrons may reach the analyzer without losing their 
energy and a photoemission peak at a characteristic binding energy is observed. Many more excited 
electrons lose energy and contribute to a background signal at kinetic energies below that of the 

                                                 
5 In fact, a better quantity as a measure for surface sensitivity is the mean escape depth which is defined as “the average 
depth normal to the surface from which the specified particles or radiation escape” [27].  
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characteristic peak. The background emerges at the characteristic binding energy, and the increase 
often has a step-like appearance. The largest contribution to the background is featureless, but there 
also occur features at well-defined energies, both due to intrinsic and extrinsic losses. The intrinsic 
losses are related to the photoemission process as described in the three-step model 6  of 
photoemission, while the extrinsic losses are attributed to scattering during the transport of the 
photoelectrons to the surface and emission into the vacuum [22]. One normally wants to remove the 
featureless background from the spectra. However, background removal is a non-trivial problem, 
since the exact shape of the background is very difficult to determine. There exist different advanced 
models but in this work only very simple, rather phenomenological models have been used such as 
polynomial and Shirley backgrounds [29]. 
 
The number of the peaks and their relative intensities are in principle determined by the 
stoichiometry of the sample. As discussed above it is expected that the binding energies of the 
electrons in the same energy level of an atom depend on the chemical environment. Nevertheless, 
since both initial and final states effects contribute to the observed binding energy, different species 
may have the same or very similar binding energies, and the corresponding components might be 
difficult to resolve experimentally. Furthermore, inelastic scattering losses and/or photoelectron 
diffraction effects may cause deviations from the expected intensities. Unfortunately, there is no 
simple way to determine the exact binding energy values or relative intensities. The two most 
common approaches are: either to aim for an agreement with well established literature values or to 
take the intensities as they are. 
 
Once the background is removed from a spectrum the components in the remaining signal can be 
modeled using different line shapes. There are two main line shape broadening mechanisms, namely, 
broadening due to the finite resolution of the instrument, which is represented by a Gaussian curve, 
and broadening due to the limited lifetime of core hole, which is described by a Lorentzian curve. 
The expected line shape is a convolution of these two curves, i.e., a Voigt line shape. The total 
instrumental resolution – described by the width of the Gaussian curve – is determined by the energy 
resolutions of the light source and analyzer. The core hole lifetime – which is mirrored by the width 
of the Lorentzian curve – is an element- and energy level-specific property, which is not affected 
significantly by the chemical environment of the atom [30] and tabulated values can be found in 
literature [31]. In addition to these two fundamental line shape broadening mechanisms also in 
particular vibrational broadening plays a very important role and is represented by a Gaussian curve, 
since, generally, the individual vibrational components are not resolved. 
 
In metals, different final states can be populated with small differences in energy due to the 
availability of conduction band levels directly above the Fermi level. This results in an asymmetry of 
the core-level photoemission line on the high binding energy side. Often, the line can then be 
described by a Doniach-Šunjić line shape [32]. For semiconductors, as investigated in this thesis, the 
Doniach-Šunjić line shape is not applicable since they have a gap in the electronic levels above the 
Fermi level. Therefore, in the modeling of spectra obtained on semiconductors symmetric Voigt 
profiles have been used. 

                                                 
6 In the model the photoemission process is broken up into three sub-processes: (i) excitation of the electron, (ii) transfer 
of the photoelectron to the surface, and (iii) emission of the photoelectron into the vacuum. 
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2.2 X-ray Absorption Spectroscopy 
 
X-ray absorption spectroscopy (XAS) is the measurement of absorption coefficient as a function of 
X-ray energy. An X-ray absorption spectrum was observed for the first time by Maurice de Broglie 
in 1913. This spectrum was later correctly interpreted as the K adsorption edges of silver and 
bromine [33]. An absorption edge is a step-like rise in the spectrum as a result of a transition from an 
inner shell energy level (K or L) to a bound or free unoccupied level induced by the absorption of an 
X-ray photon. The position of an absorption edge contains information about both the chemical 
species present, since every element has well-defined inner shell energy levels, and the oxidation 
state. However, nowadays XAS is hardly ever used only for elemental identification since the 
oscillatory “fine” structure observed in spectra up to several hundred eV above an absorption edge 
contains much more information. 
 
There are different conventions for the naming of the energy regions in an X-ray absorption 
spectrum and likewise, the information content varies with energy. The region from the absorption 
edge up to approximately 40 eV is called X-ray absorption near edge structure (XANES) or near 
edge x-ray absorption fine structure (NEXAFS), and the region from the upper boundary of the 
NEXAFS region a couple of hundreds eV upwards is called the extended X-ray absorption fine 
structure (EXAFS) region. Together they are referred to as X-ray absorption fine structure (XAFS) 
or XAS. In the following subsections the NEXAFS region which is used to for the work of this thesis 
is discussed. 

 
2.2.1 Theory of Near Edge X-Ray Absorption Fine Structure 
 
The physical principle which is exploited in XAS is not different from the one in XPS. Both of the 
processes are just different aspects of the same phenomenon, namely, the interaction of 
electromagnetic radiation with matter. In XPS the kinetic energies of electrons, which make 
transitions from bound states to the continuum, are measured and therefore the occupied states are 
probed. In contrast, in NEXAFS spectroscopy the absorption of photons, which cause transitions of 
bound electrons to unoccupied states in the vicinity of the ionization threshold, is measured and 
therefore the unoccupied states are probed. In both cases the transition is driven by absorption of an 
X-ray photon by a core electron. For the calculation of transition rates and related quantities in XAS 
time-dependent perturbation theory through Fermi’s Golden Rule can be employed and the dipole 
approximation is valid as in the case of XPS (see subsection 2.1.1). 
 
The particular strength of NEXAFS spectroscopy is the possibility of extracting information about 
the orientation of adsorbed molecules relative to the polarization of the light, which in turn is defined 
with respect to the studied surface. X-ray absorption is measured for different angles between the 
direction of polarization of light and the surface. The dependence of the absorption coefficient on the 
incidence angle can be derived for a simplified case. For a linearly polarized light the transition rate 
for absorption process in the dipole approximation can be written as [34] 
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where ̂  and r


 are unit vectors in the direction of light polarization and position vector of the 
charged particles in the system, respectively. In NEXAFS studies the interest is mostly in K shell 
absorption of elements with low atomic numbers, such as C, N, and O. Therefore, the initial and final 
state wave functions can be written in spherical coordinates as 
 
  i 1s1s R r   , 

 f x y za 2s b 2p c 2p d 2p           (2.8) 

     2s 2paR r R r bsin cos csin sin d cos       , 

 
where R(r)  is a radial wave function, and the final state wave function is written as a linear 
combination of atomic orbitals. Putting the wave functions into the matrix element in Equation (2.7) 
gives 
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where ˆ ˆ ˆO bi cj dk  


 is a vector in the direction of the largest amplitude of the final state molecular 

orbital, and î , ĵ , and k̂  are unit vectors of a suitable Cartesian coordinate system with the z-axis 
chosen parallel to the surface normal. The transition rate can then be calculated as 
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where   is the angle between ̂  and O


. 

 
In Figure 2.3 the situation described by Equation (2.10) is presented schematically. A diatomic 
molecule is assumed to be adsorbed on a substrate parallel to the surface. Two different orbitals, 
which are perpendicular to each other, are represented by the O


 and O


 vectors. Linearly polarized 

light impinging on to the material is represented by a wavy line; the polarization direction is given by 
̂ . On the right-hand side the corresponding absorption spectra are shown. It is assumed that the 
orbitals represented by O


 and O


 vectors are the lowest unoccupied molecular orbital (LUMO) and 

the LUMO+1, respectively. The most (least) intense absorption occurs when the light polarization 
vector is parallel (perpendicular) to the orbital direction. What is described by Equation (2.10) and 
shown in Figure 2.3 is the essence of NEXAFS spectroscopy in the determination of orientation of 
molecules adsorbed on surfaces. 
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Figure 2.3 Schematic representation of a NEXAFS measurement for a diatomic molecule adsorbed on a substrate. 
The light impinging on the substrate is represented by a wavy line. The direction of the polarization of the light is 
given by ̂ . The directions of largest amplitudes of the LUMO and LUMO+1 are represented by O


 and O


 vectors, 

respectively. On the right-hand side absorption spectra for three different angles (corresponding to the cases on the 
left) are depicted. 

 
2.2.2 Measurement and Interpretation of Near Edge X-Ray Absorption Fine 
Structure 
 
Measurement of an X-ray absorption spectrum can be carried out (i) in a direct way by measuring the 
intensities of incident, scattered, and transmitted X-rays or (ii) in an indirect way by measuring the 
products of the decay process of the core hole which is created by photon absorption. Different 
measurement techniques are employed for different purposes. For example, for liquids the direct 
method is practical, since incident, transmitted, and scattered X-rays can be measured easily. For 
solids, however, the direct method is impractical due to the fact that X-rays with energies in the 
region of interest can not penetrate deeply into solid materials and that therefore the transmitted 
intensity is zero. Even for thin materials for which X-rays can pass through the sample the spectra 
would be dominated by bulk signal. Therefore, normally indirect methods are preferred in surface 
studies. 
 
The core hole created in the X-ray absorption process can decay in two different ways, namely, 
through emission of photons (X-ray fluorescence) or through emission of electrons (Auger process). 
For surface science studies measurements are most often performed by monitoring the electron 
emission process, i.e., the measurements are performed in electron-yield mode. The reasons are that, 
on the one hand, the low electron IMFP ensures surface sensitivity and, on the other hand, for decay 
of K shell core holes of elements with low atomic number elements the rate of Auger process is 
almost 100% [35]. 
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Electron yield measurements can be performed in various ways. In Auger electron yield (AEY) 
mode the intensity of the Auger decay is monitored. For this purpose electron energy analyzers used 
for XPS measurements can be employed. In an AEY measurement the analyzer energy window is 
fixed to a certain kinetic energy region, at which the specific Auger electrons are found. The photon 
energy is scanned, and the electron count is recorded as a function of the photon energy and kinetic 
energy. Integrating the intensity for each value of the photon energy yields the XAS spectrum. The 
other two electron yield methods, the total and partial electron yield modes, are only slightly 
different. In total electron yield (TEY) mode all electrons emitted from the surface are measured. 
This way of measuring an absorption spectrum is not particularly surface sensitive, since the 
secondary electrons in the secondary tail of the X-ray photoelectron spectrum have suffered from 
multiple scattering events, which is more likely if the electrons’ origin is deeper inside the sample. 
The secondary electrons can be avoided by employing the partial electron yield (PEY) mode, in 
which a negative bias is applied to the instrument and thus the low-kinetic energy electrons are 
filtered away from the measurement and the surface sensitivity is increased. Still, the Auger electron 
yield mode is most surface sensitive since the contribution of inelastically scattered electrons is small. 
 
In a NEXAFS spectrum one observes the transitions of K shell electrons into unoccupied * or * 
molecular orbitals. If  bonds are present, the lowest unoccupied molecular orbital is usually a * 
orbital, and therefore the first (lowest energy) resonance is a * resonance. Quite generally, the * 
resonance are found below the ionization threshold, and, compared to the corresponding levels in the 
absence of the core-hole7 they typically have a lower energy due to the Coulomb interaction between 
the hole and excited electron. In contrast, * molecular orbitals are generally found above the 
ionization threshold. Both the * and * resonances have distinct line shapes. * resonances are 
observed as sharp peaks because of their lifetime, which is long because the states can decay only by 
filling of the core hole with a valence electron (including the excited electron). * resonances are 
wider and have an asymmetric shape towards higher photon energies. The width and asymmetry of 
the peak are a result of the coupling of the excited state to continuum states (by tunneling of the 
excited electron), which significantly shortens the lifetime of the particular excited state. Further 
asymmetry – for both the * and * resonance – results from vibrational motion of the molecule [36]. 
 
Orbitals in a molecule have well defined directions which are determined by the atomic structure of 
the molecule. These distinct geometrical properties, and therefore the orientation of a molecule on a 
surface, can be probed by changing the orientation of the linear polarization of the light. For example, 
the diatomic molecule which is showed in Figure 2.3 could be N2 or CO, and the O


 and O


 vectors 

could represent the * and * orbitals, respectively. In this way, the set of measurements shown in 
Figure 2.3 would be enough to determine the adsorption geometry of the molecule on the surface. 
 
There are a couple of practical issues related to the measurement of NEXAFS spectra. The first issue 
is the strong variation of the photon flux with photon energy. The light is passed through a 
monochromator and a number of other optical elements in the beamline before it reaches the sample. 
Absorption of light on these optical elements may vary strongly with photon energy, e.g., especially 
in the C K-edge region, and the flux will be modulated accordingly. Likewise, the storage ring will 
emit a certain spectrum with a non-constant photon flux. In the worst case, also instabilities in the 

                                                 
7 These can be assessed using Inverse photoemission spectroscopy or calculations. 
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storage ring current may affect the photon flux. Therefore, the NEXAFS raw data are always 
normalized to the photon energy-dependent photon flux. There exist different ways of achieving this, 
the most common of which is the measurement of the photon flux on a metallic mesh in front of the 
experimental chamber or the determination of the beamline transmission by a photodiode. The 
second issue is the exact determination of photon energy. One of the most exact methods is to 
measure the energy difference between first- and second-order light coming out from 
monochromator. 

 
2.3 Scanning Tunneling Microscopy 
 
Scanning tunneling microscopy (STM) is one of the most widely used experimental techniques in 
surface science and nanotechnology laboratories all over the world for imaging surfaces and 
interfaces with atomic resolution. It is not only this superior resolution of STM for imaging which 
makes it so popular, but also its applicability in a wide range of conditions, i.e., at different pressures 
and temperatures. The major drawback of STM is that, in the case of solids, it only works for 
conductive materials (metals or sufficiently conductive semiconductors). 
 
STM was invented8 at the IBM Zurich Research Laboratory by G. Binnig and H. Rohrer in 1982 
[37,38]. They published early experimental results in 1982 [39] and 1983 [40]. In the latter paper 
they were able to explain one of the most complicated surface reconstructions known, the (7x7) 
reconstruction of the Si(111) surface. G. Binnig and H. Rohrer were awarded the Nobel Prize in 
Physics in 1986 “for their design of the scanning tunneling microscope” [41]. 
 
The basic idea behind STM is pretty straightforward. An atomically sharp metallic tip, often made of 
tungsten or a platinum-iridium alloy, is kept at a couple of Ångströms away from the sample surface, 
and a bias voltage is applied between the tip and surface. Although the tip and sample are not in 
mechanical contact, a net flow of electrons can be achieved either from the sample to tip or from the 
tip to sample depending on the polarity of the bias voltage. Actually, there are always some electrons 
moving back and forth in between the tip and sample, but the net current is zero as soon as the bias 
voltage is off. The basic quantum mechanical phenomenon behind this effect is quantum tunneling 
through a potential barrier. Many different parameters determine the exact conductivity of the system, 
but, roughly, bias voltages in the millivolt or volt ranges can result in tunneling currents in the pico- 
or nanoampere ranges. For imaging a certain region the tip is scanned over the surface with high 
positioning accuracy with the help of piezoelectric materials. Either the tunneling current is recoded, 
while the position of the tip in the direction of surface normal is fixed (constant height mode), or – 
more commonly – the movement of the tip is recorded, while the tunneling current is kept constant 
(constant current mode). In these ways 3D images of the surfaces are produced. 

 
 
 
 

                                                 
8 As all other scientific and technological breakthroughs the invention of STM was also based on the works of others, see 
[37] for a review of the historical development. 
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2.3.1 Theory of Scanning Tunneling Microscopy 
 
Early theoretical treatments of electron tunneling in quantum mechanical systems, undertaken to 
understand the alpha decay and field emission, are almost as old as Schrödinger’s discovery of wave 
mechanics. There are two different main approaches to the description of tunneling, one as a time-
dependent initial-value problem (called transfer the Hamiltonian method after Oppenheimer) and the 
other as a stationary state problem. In the stationary state approach the quantum states in the 
continuum are treated as weakly quantized levels. An exact one-electron Hamiltonian is used to 
calculate the tunneling current flow and often the WKB (Wentzel–Kramers–Brillouin) 
approximation is employed to calculate the transition probabilities. In the time-dependent approach 
the system is initially defined as localized on one side of the barrier. The Hamiltonian of the entire 
system is split up into three different components and one of them (the transfer Hamiltonian) is 
treated as a perturbation term. Electrons which are initially localized on one side have a chance to 
leak through the barrier to the other side as soon as the perturbation is switched on [42]. 
 
In the case of STM tunneling conventionally the time-dependent approach is taken to derive an 
expression for the tunneling current. The starting point is to use Fermi’s Golden Rule to calculate the 
transition rate between tip and sample states. The matrix elements in Fermi’s formula are 
approximated by Bardeen’s approach. By taking the occupation probabilities of different states into 
account, the transition rate gives the current when multiplied by the charge of the electron. 
 
Two decades before the invention of STM, one of the fathers of the theory of superconductivity, J. 
Bardeen, published a theoretical description of tunneling from a many-particle point of view (which 
was based on the time-depended approach) to be able to explain the experimental results on 
tunneling between two metallic materials separated by a thin oxide layer [43]. In this paper, to define 
the transition rate of an electron between two different states of metals at each side of an oxide layer 
through which the electrons tunnel, Fermi’s Golden Rule is employed as9 
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,         (2.11) 

 
where w  is the transition rate between tip states   of energy E  to sample states   of energy 
E . M  is the transition matrix element and   is the density of sample states (number of states per 
unit energy around   which is approximated to  E E    for elastic tunneling). Bardeen split the 
Hamiltonian of the entire system up into two different Hamiltonians (tip and sample) into which the 
barrier potential is incorporated and showed that the matrix element M  can be written as 
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,       (2.12) 

 
where m is the mass of electron,   and   the wave functions of sample and tip states, respectively, 
and S


 is any surface in the barrier region separating the tip and sample and directed towards the tip. 

Equation (2.12) has no dependence on energy so that the transition rate is only a function of the 

                                                 
9 A different version of Bardeen’s theory which is transformed to fit to the case of STM tunneling is given here. 
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density of final states. The derivation of Equation (2.12) is not straightforward and detailed studies 
can be found in literature [44,45]. 
 
Once the matrix elements are represented as in Equation (2.12), the only thing needed for the 
calculation is to find out the wave functions and plug them into the integral on the right hand side of 
the equation. Tersoff and Hamann were the first who approximated the tip wave functions as radially 
symmetrical waves (s-waves) and considered the surface wave functions as plane waves in Bloch’s 
notation [46]. Their results show that the tunneling current is proportional to the surface local density 
of states at the Fermi level and given by 
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where   is average barrier height, R is diameter of tip curvature, V is the applied bias, and   is the 
inverse decay rate for the wave functions into the vacuum given by 2m /  . The term in the 
summation on the right hand side of Equation (2.13) is the density of surface states around the Fermi 
level ( FE ) calculated at the center of the tip apex 0r


. The probability density of the surface wave 

functions at 0r


 can be approximated as [47] 
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where d is the distance between the tip and the sample. 
 
Equations (2.13) and (2.14) are sufficient to give an idea about the meaning of STM images and can 
show how atomic resolution may look like with a spherical tip. More advanced methods, which also 
take into account the exact shape of a tip exist [48] but are not discussed here. What is important to 
notice is that the tunneling current is inversely proportional to the exponential of the distance 
between the tip and sample, and that constant current images of the STM map the convolution of the 
tip and sample density of states. 
 
It is important to remember that the starting point of the tunneling current calculation was based on 
time-dependent perturbation theory and the result is approximate. There are certain limitations not 
only for Tersoff and Hamann’s approach, but also for Bardeen’s way of writing matrix elements for 
tunneling. Today, more detailed theoretical works exists, which defines the tunneling current in more 
elaborate ways (see e.g. [49]), which are out of scope here. 

 
2.3.2 Scanning Tunneling Microscopy Instrumentation 
 
There are two key developments for an STM instrument, namely, effective vibrational damping and 
nano-positioning devices. The importance of vibrational stability is clear by considering the fact that 
typical atomic distances for any type of bulk or surface structure are in the orders of few Ångströms. 
Therefore to acquire images with atomic resolution a vibrational damping is necessary which reduces 
movements of tip and sample below the Ångström scale. The STM instrument used to perform 
measurements reported in this thesis, an Omicron Room Temperature UHV STM 1 [50], has a two-
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level vibrational dumping system. First, the laboratory is in the basement to reduce the effects of 
vibrations in the building (which has no windows and therefore fully isolates the operator from the 
“beautiful” Swedish weather, too) and the frame on which the UHV chambers are attached is isolated 
from the floor by placing a semi-elastic material underneath. Second, the whole STM stage (scanner, 
tip, and the sample) is suspended on springs and further stabilized by an eddy-current damper. Nano-
positioning devices are vital to be able to scan the tip over distance on the nanometer scale and to 
position the tip with sub-Ångström precision (lateral resolution ~ 0.1 Å). For positioning 
piezoelectric materials are used, which expand or contract depending on the applied electric field. 
The piezocrystals used in the Omicron STM change their size by approximately 5 nm per volt. 
 
As already mentioned above, there are two different imaging modes of STM, the constant current 
imaging (CCI) and the constant height imaging (CHI) modes. In the CCI mode, for a certain bias 
voltage applied, the measured tunneling current is kept constant by adjusting the surface-tip distance 
with the help of a feedback loop. As the tip is scanned over the surface the voltage applied to the 
piezomaterial, which is responsible for the movement of the tip in the direction of the surface normal 
– the z-piezo –, provides a measure of the topography of the surface. In the less commonly employed 
CHI mode, again for a certain bias voltage, the tip movement in z direction is fixed by keeping the 
voltage on the z-piezo constant. The tunneling current is recorded to give the topography. Since the 
tip is not moved in the z-direction, the CHI mode is not appropriate for stepped or rough surfaces, 
since there is always a danger of crashing the tip into the surface. The advantage of the CHI mode is 
that the feedback loop is disabled, which implies that neither resolution nor scanning speed are 
limited by the feedback loop response time. 
 
Figure 2.4 shows a schematic drawing of the Omicron STM setup. A tip carrier plate is attached to 
three piezoelements x, y, and z. This configuration allows one to exchange tips in situ. The sample is 
placed in a sample holder (not shown in Figure 2.4) for coarse movement in the x- and z-directions 
(40 to 400 nm per step), which also allows for in situ sample exchange. Samples are mounted on 
metallic plates which have high melting temperature and low degassing rates. Tantalum and 
molybdenum are quite suitable for this purpose and often used as sample plate material. 
 
In CCI mode the tip is scanned in the x-y plane with a saw tooth and step-like voltages applied to the 
x and y-piezo elements, respectively, with periods of rastering time ( Rt ). Rastering time is the time 
which is spent for the tip to come to the same point after completing two line scans (forward and 
backward) in x direction with a constant y value. During the scan the voltage on the z-piezo is 
adjusted with the help of a feedback loop so that the current is always equal to the set point value. 
The value of the bias voltage and the set point current is determined by the operator. The voltage 
applied to the z-piezo ( zV ) with respect to the x- and y-coordinates is stored in the computer, and 
these values provide a 3D image of the surface. 
 
There exist a couple of different ways to obtain tips for STM measurements. One possibility is to 
purchase commercial tips from several companies. However, there is a simple and well established 
way of producing tips in an ordinary laboratory. In the present work home-made tips were used made 
of tungsten wires chemically etched in a KOH solution. In many cases the tips are introduced into the 
UHV chamber without any further treatment. Sometimes scanning on metal surfaces or Argon 
sputtering treatment is used to get atomically sharp and oxide-free tips. 
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Figure 2.4 A schematic drawing of the Omicron STM setup. The tip is scanned over the surface with x- and y-
piezoelements while the current is kept constant (CCI mode) by a feedback loop which adjusts the movement of the z-
piezo. The voltages applied to x- and y- piezoelements are respectively saw tooth and step-like in shape with period of 
the rastering time ( Rt ). 

 
2.4 Density Functional Theory 
 
The calculation of physical properties of a system, such as a solid material which consists of 
electrons and nuclei, requires the solution of the Schrödinger equation. It is a second order 
differential equation which for a given Hamiltonian allows one to in principle calculate the wave 
function of the system and therefore any other properties. The problem is that, except in a very few 
cases, it is not possible to solve the Schrödinger equation exactly. Therefore from the very beginning 
of quantum mechanics some approximation methods have been developed. These methods can be 
grouped as wave function- and density functional-based theories [51]. 
 
In both types of theory the starting point is to assume that the nuclear and electronic degrees of 
freedom can be decoupled so that the electronic problem can be solved for a set of nuclei fixed in 
space. In this way the kinetic energies of the nuclei become zero and the contribution of the nucleus-
nucleus interactions to the total energy become a constant. This is a reasonable assumption – the 
basis of the Born-Oppenheimer approximation – since the nuclear motion is very slow compared to 
the electronic motion because of the big difference in electronic and nuclear masses. 
 
The conventional approach in wave function-based theories is the Hartree-Fock method which 
approximates the many-body wave function as an antisymmetrized sum of products of single particle 
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wave functions (the so-called Slater determinant). By applying the variational principle10 eigenvalue 
equations (Hartree-Fock equations) are obtained for each of the one-electron wave functions, and this 
set of equations is solved self-consistently. The major shortcoming of all wave function-based 
theories is that for an N particle system there are 3N spatial and N spin dimensions. This makes any 
system with a moderate or even large size an intractable problem. 
 
On the other hand, in density functional theory (DFT) the 4N dimensional wave function is replaced 
by the electron density which is in any case just a 3-dimensional quantity. Hohenberg and Kohn 
proved that the ground state-electron density uniquely determines the Hamiltonian and therefore all 
other properties of the system, and through application of the above-mentioned variational principle 
they showed that the ground state energy functional has its minimum value for the correct ground 
state density [52]. Kohn and Sham [53] introduced the machinery to apply DFT to real total energy 
calculations. 
 
The substantial difference between the DFT and Hartree-Fock methods is that the Kohn-Sham 
approach is exact, although in practice approximations always have to be introduced. Walter Kohn 
received the Nobel Prize in Chemistry in 1998 “for his development of the density functional theory” 
[54]. 

 
2.4.1 Fundamentals of Density Functional Theory 
 
The electronic Hamiltonian of a system of electrons and nuclei can be written, within Born-
Oppenheimer approximation, as11 [55] 
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where the indices i, j 1, 2,3,..., N  and A 1,2,3,...,M  refer to the electrons and nuclei, respectively. 

AZ  represents the atomic number of the Ath nucleus. ijr  is the distance between the ith and jth electron, 
and iAr  is the distance between the ith electron and Ath nucleus. As shown on the right-hand side of 
the Equation (2.15), the individual terms in the Hamiltonian represent the kinetic energy of the 
electrons (T), electron-nucleus attraction (VNE), and electron-electron repulsion (Vee), respectively. 
Hohenberg and Kohn have proven that the Hamiltonian is uniquely determined by the ground state 
density ( 0 ), and therefore, the total energy and all individual terms of the Hamiltonian can be 
written as functionals of the ground state density [56]: 
 
 0 0 0 Ne 0 ee 0E [ ] T[ ] E [ ] E [ ]       .       (2.16) 

 
In equation (2.16) the system dependent and universal terms can be distinguished as 
 

                                                 
10 The variational principle states that the expectation value of the Hamiltonian in terms of the true wave function always 
is smaller to the expectation value of the Hamiltonian in terms of the approximated wave functions. 
11 In this section atomic units are used. 
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Unfortunately the exact forms of the universal functionals are unknown. 
 
Kohn and Sham developed the idea of taking the components, which can be calculated exactly, out 
from universal terms and collect the unknown parts in a term (a “junkyard” [56]) called the 
exchange-correlation functional. In the kinetic energy functional, the kinetic energy of the non-
interacting system ( ST [ ] ) and in the electron-electron interaction energy functional the classical 
Coulomb interaction ( J[ ] ) terms can be calculated exactly. Both of the “residuals” are collected in 
the exchange-correlation functional, which includes all many-body effects. Hence, the total energy 
can be written as 
 
 S Ne XCE[ ] T [ ] J[ ] E [ ] E [ ]         ,      (2.18) 

 
or explicitly 
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where the i  are Kohn-Sham orbitals, which are the solutions  to the Kohn-Sham equations 
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This set of equations is solved self-consistently to yield minimum i , the Kohn-Sham eigenenergies. 
It is important to keep in mind that the i  do not correspond to any physical quantity, except for the 

i  of the highest occupied state [57]. Once the i  have been calculated they can be plugged into 
Equation (2.19) to calculate the total energy of the ground state. 
 
The formalism of DFT which is given in Equations (2.19) and (2.20) is exact; however, in order to 
solve the Kohn-Sham equations the XCV  term, the analytical form of which is unknown, needs to be 
approximated. The first approximation to the exchange correlation functional is made in the Local 
Density Approximation (LDA), in which the XCV  term is set equal to the value of a homogeneous 
electron gas with the same electron density at each points of the investigated system. Although such 
an approximation looks very crude, it has provided quite reasonable predictions and understanding 
especially for metallic systems [58]. One step forward from the LDA is to include in the calculation 
of the XCV  term not only the electron density of the homogeneous electron gas itself, but also its 
gradient. This method is called the generalized gradient approximation (GGA), of which there exist 
different versions widely used in surface science studies, namely, PW91, PBE, RPBE12. 

                                                 
12 There are as many acronyms as various exchange correlation functionals in DFT. It is not the purpose of this text to 
name them all. 
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Nearly all physical properties of a material somehow can be deduced from calculations of the total 
energy or total energy differences [59]. (2.19) and (2.20) are the two equations which show how the 
total energy of a system can be calculated with DFT. However, these two equations are derived for 
fixed nuclear positions. In order to calculate the most stable structure of a system, the total energy 
should also be minimized with respect to the nuclear coordinates. This can be achieved by 
calculating the forces acting on each nucleus and searching through the nuclear coordinate space for 
the points, at which the forces assume their minimum values. Since changes in nuclear positions 
affect the electronic Hamiltonian, for each point in nuclear coordinate space, Kohn-Sham equations 
should be re-solved self-consistently. 

 
2.4.2 Plane Wave Pseudopotential Approach 
 
Many different practical approaches have been developed for solving the Kohn-Sham Equations. The 
first question to ask is how to form Kohn-Sham orbitals. A possible answer, which fits very well to 
periodic structures (such as crystals) and which therefore is widely employed in the solid state 
community, is to use plane waves as a basis set. The Bloch theorem states that, in general, the wave 
function of an electron in a periodic potential can be written as a product of a function which has the 
same periodicity as the potential and an arbitrary phase factor. The idea is to expand the periodic 
function as a series of plane waves to represent the wave functions as [59] 
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where 

i,k G
c


   are the expansion coefficients, G


 is a reciprocal lattice vector, and k


 is a reciprocal 

space vector in the first Brillouin zone. A periodic system should in principle be infinite, which 
means that the expansion in Equation (2.21) should contain an infinite number of plane waves, which 
should be calculated in an infinite number of k-points. There are two important observations, which 
turn this infinite expansion into a computationally tractable problem. Firstly, the wave functions are 
similar in k-points which are close to each other; therefore, it is possible to reduce small regions in k 
space to single k-points. Secondly, the expansion coefficients for low kinetic energies are more 
important than those for high kinetic energies, which allow an energy value (cutoff energy) to be set, 
where higher-energy terms can be ignored [59]. Unfortunately, there is no simple way of knowing 
what the suitable k-point grid or energy cutoff value are, and for each system the convergence of the 
physical properties of interest with respect to these two parameters needs to be checked. 
 
One serious problem with the plane wave basis set is that in the core energy regions, where a strong 
attractive potential exists, the wave functions tend to oscillate very strongly. A suitable 
representation of these oscillating wave functions requires a large number of plane waves. This 
problem is typically circumvented by replacing the nuclei together with the core electrons with a 
pseudopotential, which reproduces certain properties of the core region, but makes the potential and 
oscillations in the wave functions less drastic or softer. Such a replacement can be justified by the 
fact that the chemistry of a compound or solid is actually determined by the valence electrons, while 
the core levels are not involved in the determination of the chemical properties. The introduction of 
pseudopotentials has one more advantage for the reduction of the computational load, namely, since 
the core electrons are excluded from the calculation, the number of electrons in the system is reduced. 
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For reliable calculations pseudopotentials need to have certain properties: (i) the energy eigenvalues 
of the valence electrons should have the same values as for full atomic calculations, (ii) the wave 
function and its first derivative should be continuous at the boundary of the core region, and (iii) the 
integrated charge density in the core region should be the same for the atom with pseudopotential 
and the complete atoms. The latter is called norm-conservation [60]. There exists a certain type of 
pseudopotentials, which were developed by Vanderbilt [61] and calculated by relaxing the norm-
conservation condition. These pseudopotentials are called ultrasoft pseudopotentials and 
significantly reduce the number of plane waves in the wave function expansion for a given accuracy. 
 
It is not very uncommon that the structures which are desired to be calculated are non-periodic, such 
as a molecule in the gas phase, surface of a certain material or combination of both, i.e. a surface 
adsorbate. The proper application of the plane wave approach to these cases requires the repetition of 
non-periodic structures in space. For this purpose so-called supercells are employed. A supercell is a 
volume in real space which is repeated in all three dimensions and contains the non-periodic 
structure to be calculated. This method creates an artificial structure which should be treated with 
caution. In the calculation of molecular adsorption on a surface it is important to make sure (i) that 
there is a vacuum region in the direction of the surface normal which is “thick” enough to avoid 
artificial interactions between the slabs, (ii) to include enough layers of atoms to ensure that the 
surface structure is modeled properly, and (iii) to keep in mind that the calculations are performed 
for certain coverages different than zero induced by the limited lateral size of the supercell. For 
calculations of different structures the convergence of properties of interest with respect to these 
parameters should also be checked as in the case of the k-point grid and cutoff energy. 
 
In the present work the Cambridge sequential total energy package (CASTEP) [60] has been used to 
perform DFT calculations. The program is based on the plane-wave pseudopotential approach and 
able to perform various calculations with many different exchange-correlation functionals. The code 
was initiated by Mike Payne from Cambridge University in 1986 [60] and further developed and 
maintained by the Castep Developers Group [62]. 
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Chapter 3 
 
Materials 
 
In this chapter the structure and properties of two oxide surfaces, namely of rutile TiO2(110) and a 
ultrathin FeO(111) grown on a Pt(111) surface, and four different molecules, L-cysteine, L-cystine, 
S-methyl-L-cysteine, and the Zinc-protoporphyrin IX, are described. The intention is to present the 
most relevant properties of these materials and to motivate why the surface science community 
studies them. This will be exemplified through relevant literature. The last section of the chapter is 
devoted to the description of gold clusters and past and current efforts for understanding how their 
catalytic activity is linked to their atomic and electronic structure. 

 
3.1 The Rutile TiO2(110) Surface 
 
Titanium dioxide is a semiconducting material with a band gap of around 3 eV. There are three main 
natural polymorphs of TiO2, rutile, anatase, and brookite. Surface science investigations focus 
mainly on the surfaces of rutile and anatase. TiO2 has wide scientific and industrial applications and 
is one of the most widely used model systems for metal oxide studies [63]. Rutile TiO2, and 
especially its (110) surface, which is more stable than the other low index surfaces [64], have been 
investigated thoroughly by both experimental and theoretical techniques. The interest in this surface 
for the work of this thesis is threefold: it is a suitable model system for the study of organic-inorganic 
interfaces (cf. subsection 1.2.1), for heterogeneous catalysis of CO oxidation (cf. subsection 1.2.2), 
and for dye-sensitized solar cells (cf. subsection 1.2.3). 
 
The rutile TiO2(110) surface consists of six- and five-fold coordinated Ti atoms and three- and two-
fold coordinated (bridging) O atoms. The excess charge resulting from dangling bonds is 
compensated by opposite charges on the Ti and O atoms, which results in a neutral surface with no 
dipole moment in the [110] direction [63]. Both bulk and surface defects have substantial influence 
on the electronic structure and chemical properties of the material. The bulk defects reduce the TiO2 
crystal (n-type doping) and make it a fairly good conductor, which can be used in both STM and 
XPS investigations. The most important surface defects are bridging oxygen vacancies and, as 
discussed recently, titanium interstitials, both of which are active surface sites for the adsorption and 
decomposition of various species. 
 
Panels (a) to (c) of Figure 3.1 show the most commonly analyzed deep/shallow core and valence 
levels of the rutile TiO2(110) surface. In photoemission studies the defect states, which are observed 
in the band gap at ~0.8 eV binding energy, are generally attributed to reduced positive charge on Ti 
atoms [65]. However there is a current debate about the origin of these defect states either resulting 
from oxygen vacancies on bridging oxygen rows [66-68] or sub-surface Ti interstitials [69-71]. DFT 
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calculations show that, in order to obtain correct values for the physical properties of the surface, 
such as surface energy and work function, a relatively high number of TiO2 layers should be used to 
model the surface [72]. Further, defects are problematic in theoretical calculations. Introduction of 
bridging oxygen vacancies are both found to [73] and not to [74] reproduce the defect states in the 
gap. At the same time, Ti interstitials have been found to produce the band gap state [69]. In Figure 
3.1 (d) the structure of the rutile TiO2(110) surface is shown with the conventional unit cell indicated 
by the dashed rectangle. In Figure 3.1 (e) a six-layer non-optimized bulk-terminated slab of TiO2 is 
shown; the optimized geometry is presented in Figure 3.1 (f). Here the atoms of the two bottom 
layers were fixed in their bulk positions. Both the five-fold coordinated Ti atoms and two-fold 
coordinated O atoms of the surface are pulled towards the bulk as a result of relaxation. In Figure 3.1 
(g) to (j) STM images with different sizes of the rutile TiO2(110) surface are shown. The outlined 
square area in panel (g) [(h)] is shown in panel (h) [(i)]. In panel (j) a ~10×10 nm2 image with atomic 
resolution is presented. In STM images of the TiO2(110) surface bright and dark rows are attributed 
to Ti and O rows, respectively [75]. The bright spots on dark rows can be attributed to either bridging 
oxygen vacancies or H atoms adsorbed on bridging oxygen rows [76]. 
 

Figure 3.1 Some experimental and theoretical aspects of the rutile TiO2(110) surface. In (a)-(c) most commonly 
analyzed deep/shallow core and valence levels are shown. Photon energies are given for each spectrum. In (d) the 
structure of the surface as viewed from the [110] direction is shown. The dashed rectangle is the conventional unit cell 
of the surface with the dimensions given in Å. In (e) a bulk-terminated 6-layer slab and in (f) the result of geometry 
optimization are shown. The two bottom layers were fixed to their bulk positions during optimization. In (g) a 
~200×200 nm2, (h) ~100×100 nm2, (i) ~50×50 nm2, and (j) ~10×10 nm2 STM images are shown. The rectangle in (g) 
[(h)] is re-scanned in (h) [(i)]. 

 
The adsorption of a variety of molecules on the rutile TiO2(110) surface has been studied with many 
different motivations, and a very nice survey can be found in the review article by Ulrike Diebold 
[63]. The carboxylic acids, which are molecules that contain a carboxylic group (–COOH), are 
closely related to the work presented here. The adsorption of formic acid (H–COOH) [77-80], acetic 
acid (CH3–COOH) [81], oxalic acid (HOOC–COOH) [82] and more complex carboxylic acids [83-
85] on TiO2(110) have been investigated. It is found that all these molecules loose a proton from 
their carboxylic groups upon adsorption and bind to the five-fold coordinated surface Ti atoms as 
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carboxylates. In terms of UHV adsorption of amino acids on rutile TiO2(110) surface, literature is 
not very extensive: glycine [86-88], phenylalanine [89], and proline [90] are the only three amino 
acid molecules which have been studied previously. For these amino acids a similar adsorption 
behavior to that of other carboxylic acids has been observed. 

 
3.2 Ultrathin FeO(111) on Pt(111) Surface 
 
The ultrathin FeO(111) grown on a Pt(111) surface was first observed by low energy electron 
diffraction and a structural model was proposed in the late 1980s [91]. This model was slightly 
revised in the early 1990s [92] to give the currently accepted form. The ultrathin FeO(111) is 
produced by deposition of Fe on a Pt(111) substrate at room temperature, followed by an oxidization 
step at 500 °C for 2 minutes in a ~10-6 mbar O2 atmosphere. This preparation method results in the 
growth of FeO bilayers on the Pt(111) substrate in a layer-by-layer mode up to 2-3 bilayers. At later 
stages of growth an iron oxide with a different stoichiometry is observed [93]. The lattice constant of 
a complete bilayer of FeO(111) (3.09Å) is ~10% larger than the lattice constant of the supporting 
Pt(111) surface, and therefore a moiré pattern is observed. In addition, the FeO lattice is rotated by 
~0.6° relative to the support lattice. Two different orientations of the O layer on top of the Fe layer 
result in two different structures of the moiré pattern; however, only one structure is commonly 
observed in STM, the schematic drawing of which is shown in Figure 3.2 (a). In the moiré structure, 
which has a periodicity of ~26 Å, three different high symmetry domains are formed, which are 
indicated by triangles and letters, namely, T for top, F for fcc, and H for hcp domains in Figure 3.2 
(a). These different high symmetry domains can be used as a template for cluster and molecule 
growth, since molecules/atoms often prefer to adsorb in one of the domains [94]. In a combined X-
ray photoelectron diffraction, LEED, and STM study Kim et al. [95] have shown that the oxygen 
atoms are located 0.65 Å above the Fe atoms. A side view of the model along the dashed line in 
Figure 3.2 (a) is shown in Figure 3.2 (b). For the clean FeO(111) the assignment of Fe and O atoms 
from the STM pictures is not a straightforward task. Their identification has been made possible by 
adsorption of gas species in their preferred adsorption sites [96,97]. In Figure 3.2 (c) a ~10×10 nm2 
STM image of the FeO(111) is shown with atomic resolution. A moiré pattern is observed clearly. 
 

 
Figure 3.2 (a) Model of observed structure of FeO(111) thin film on Pt(111) surface as viewed from on top and (b) 
from the side. Unit cell of moiré pattern is shown as a shaded parallelogram in (a) together with high symmetry 
domains, T for top, F for fcc, and H for hcp domains. In (c) a ~10×10 nm2 STM image is shown. 
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3.3 Molecules 
 
Two different classes of organic molecules have been the subject of this thesis. Amino acids, on the 
one hand, are the building blocks of proteins and thus essential for life. They possess a high chemical 
variability due to the possibility of varying the side groups, and the structural properties of the 
molecules attract interest in different applications of surface science. Porphyrins, on the other hand, 
are macrocyclic molecules which occur with variety of side groups and metal centers. Metal 
porphyrins, i.e., porphyrins with a metal atom incorporated in the center, are of particular interest in 
organic solar cell applications. 
 
Twenty different amino acids are the constituents of all proteins in human body. Glycine, the 
smallest amino acid13, consists only of an amino (–NH2) and a carboxylic (–COOH) group attached 
to each other by a –CH2– bridge. More complex amino acids, three of which are used as adsorbates 
in this thesis and shown in Figure 3.3 (a)-(c), are formed by attachment of different side groups to 
this fundamental backbone. There are two important structural properties of amino acids: first, 
depending on the phase (solid or gas) and pH value of the solution in which amino acids are 
dissolved, different zwitterionic forms are observed [cf. Figure 3.3 (d)], and second, amino acids are 
chiral molecules and all natural amino acids are left handed. This property is indicated by a letter L 
(from laevus in Latin which means on the left side) in front of the name of the molecule. 
 
L-cysteine is the only natural amino acid which contains a sulfur atom in the form of a thiol (–SH) 
side group in its structure. The thiol group has an important role for the stability of proteins and their 
folding through formation of disulfide (–S–S–) bonds. Two L-cysteine molecules can, through an 
oxidation reaction, attach to each other by a disulfide bond to form L-cystine. The properties of L-
cysteine can be adjusted by changing the structure of the side groups; for example, the thiol group 
can be replaced by a –S–CH3 group, and in this case the molecule is called S-methyl-L-cysteine. 
Although both L-cystine and S-methyl-L-cysteine are amino acids they are not members of the 
twenty natural amino acids family. 
 

Figure 3.3 Molecular structures of 
three amino acids: (a) L-cystine, (b) L-
cysteine, (c) S-methyl-L-cysteine, and 
(d) two different zwitterions of L-
cysteine. In (b) the different functional 
groups and carbon atoms of L-cysteine 
are labeled. 

 
There are several aspects which make amino acids interesting molecules from a surface science 
point-of-view. Firstly, they are suitable molecules for modeling organic-inorganic interactions; 
                                                 
13 In principle the smallest of all amino acids is carbamic acid (NH2–COOH) which is not a stable molecule under normal 
conditions. 
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secondly, different functional groups makes them good candidates for surface self-assembly studies, 
and, finally, their chirality are of interest to chiral surface patterning and catalysis. The first two 
surface science studies which were concerned with adsorption of L-cysteine, treated its adsorption 
from solution onto UHV-prepared Ti films monitored as a function of pH [98] and the other both 
from solution and through UHV sublimation onto the Cu(111) and Au(111) surfaces [99]. The 
adsorption of L-cysteine on different surfaces of gold [100-103] and copper [104-106] was later 
revisited and studied in more detail by different groups with different techniques. In addition to these 
studies, the adsorption of L-cysteine on two more metal surfaces has been investigated, namely 
Pt(111) [107] and Ag(110) [108]. The bonding mechanism of L-cysteine to the metal surfaces is 
found to be different for different substrates. To the gold surface the molecules bind through their 
deprotonated thiol groups in the zwitterionic phase, while on copper all three functional groups form 
bonds to the surface, but the strongest bond being formed via the thiol group. There is a certain gap 
in literature between the wide range of L-cysteine adsorption studies compared to adsorption study of 
L-cystine [109] and S-methyl-L-cysteine which, to my knowledge, has not been studied at all. 
 
Porphyrins are organic molecules which are constituents of some very important natural complex 
structures such as hemoglobin and chlorophyll. A porphyrin macrocycle is formed by four pyrrole 
rings bonded to each other through methine (=CH–) bridges [see Figure 3.4 (a) and (b)]. In a 
physiological environment usually some metal atoms are coordinated to the center of the molecule. 
The adsorption-desorption properties of small molecules to these metal centers are quite important in 
the utilization of these molecules. For example, the Fe-porphyrin in red blood cells is responsible for 
the oxygen/carbon monoxide transport in the body, where Fe is the ligand on which the transported 
molecule is adsorbed. Various possible applications of porphyrins, such as catalysis [110], chemical 
sensing [111], self assembly [112], and information storage [113], are at the focus of the interest of 
the surface science community. The changes triggered by the adsorption of the molecules on 
different surfaces, magnetic properties of metallic centers, and the effects of adsorption of small 
molecules on metallic centers to modify the properties of the porphyrins are the type of questions 
which are studied in current research. 
 
In Figure 3.4 (c) the molecular structure of the Zinc-protoporphyrin IX is shown, which is a 
porphyrin molecule with three different side groups and a Zn metal in the center. The zinc-
protoporphyrin IX is used as a dye molecule in emerging solar cell applications [17]. The carboxylic 
groups of propionic acid anchor the molecule to TiO2 clusters, and the properties of the molecule can 
be changed by adsorbing smaller ligands. 
 

Figure 3.4 Molecular structures of (a) a pyrrole ring and 
(b) a porphyrin macrocycle, which consist of four pyrrole 
rings attached through methine bridges, and (c) a Zn-
protoporphyrin IX, which is a porphyrin macrocycle with 
three different side groups and a Zn metal coordinated in 
the center. 
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3.4 Gold Clusters 
 
Although gold is known to be the most inert metal [114] and hence considered as catalytically 
inactive, Haruta and co-workers have shown that Au clusters with a certain size, prepared in a 
specific way and supported on different oxide substrates have a high catalytic activity for several 
different reactions [115]. The catalytic mechanism is still not well understood, but different models 
have been proposed as mentioned in subsection 1.2.2. The efforts to understand the mechanism are 
focused mainly on the determination of the atomic and electronic structure of Au clusters of different 
sizes on different support materials and the chemical activities of these clusters towards the 
activation of CO and O2. 
 
A particular interest exists for Au/TiO2, since this system can be used as an active catalyst for the CO 
oxidation reaction at significantly lower temperatures as compared to conventional catalyst materials 
[116]. However, beginning from the very early studies [10] it has been well-known and also 
presented experimentally [13,117] that sintering of the Au clusters is a major problem, which 
degrades the long term stability as a catalyst, since clusters show high activity only at a certain sizes. 
Several possible methods for stabilizing the clusters under typical reaction conditions have been 
reviewed recently [118]. Additional efforts exist for tailoring the size and chemical properties of Au 
clusters in a controlled way through ligand protection especially with thiol species [119,120]. 
 
The Au/TiO2 system has been investigated thoroughly from many different perspectives and with 
many different methods. The main focus of surface science studies has been on rutile the TiO2(110) 
surface, which is being used as a model substrate. In the most recent theoretical studies [121-123] it 
has been shown that the charge state of Aun clusters (n>10) and their interaction with the substrate 
strongly depend on the reduction (through bridging oxygen vacancies) and oxidation (through 
oxygen adatoms) state of the rutile TiO2(110) surface. The calculations predict neutral, positively, 
and negatively charged clusters on stoichiometric, oxidized, and reduced substrates, respectively. It 
has also been shown that the charge is not homogenously distributed among the atoms of the cluster 
and adhesion is stronger on non-stoichiometric surfaces. In line with the theoretical calculations a 
recent high resolution STM study [124] revealed that bridging oxygen vacancies and oxygen 
adatoms on five-fold coordinated Ti rows are the nucleation sites for Au clusters at early stages. 
Other STM studies [117,12], in which higher Au coverages were investigated, report an almost 
homogeneous distribution of clusters on the reduced and oxidized surfaces in the ~0.2-0.7 ML 
coverage range. 
 
Au clusters supported by the rutile TiO2(110) surface have also been studied extensively by 
photoelectron spectroscopy. The net result of increasing cluster size is a shift of the Au 4f levels to 
lower binding energies (toward the metallic Au 4f energy) accompanied by a decrease in the width of 
the peaks. However there is no solid agreement in literature as to what is the cause of these changes 
and it is debated whether the shift arises due to initial or final state effects. Zhang et al. [125] related 
the change of the Au 4f peak binding energy to the coordination of Au atoms in the clusters and 
electronic screening effects. In the study changes in binding energy of the substrate core levels were 
observed and interpreted in terms of band bending. Howard et al. [126] assigned the binding energy 
shifts and changes in width of the Au 4f peak to the positive charge left on the clusters in the 
photoemission process. However, it was pointed out that the same reasoning could not explain the 
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behavior of the photoemission onset, where initial state effects also play a role. In a combined UPS 
and STM study Minato et al. [127] concluded that the evolution of the valence band photoemission 
can be explained by negative charge transfer from surface defects to the Au clusters. In a 
comparative study of Au cluster growth on NiO(001) and TiO2(110) Okazawa et al. [128] concluded 
from the observation of a work function reduction and binding energy shift that there is negative 
charge transfer from the Au clusters to the TiO2(110) substrate for a certain coverage range (0.15-1.5 
ML). Later the same group studied the growth of Au on reduced and stoichiometric TiO2(110) in 
more detail [129] and reached similar conclusions. Jiang et al. [130] studied adsorption of Au on the 
reduced and stoichiometric TiO2(110) surfaces and reported different results for the reduced surfaces 
in comparison to previous studies. These authors observed a shift in the Au 4f line, initially towards 
lower binding energies at low coverage, and, after certain threshold coverage towards higher binding 
energies. The conclusion was that on the reduced surfaces – but, in contrast, not on the 
stoichiometric surface – negative charge transfer takes place from the surface defects to the Au 
clusters. Additionally, in an Auger parameter analysis study of Ni clusters on rutile TiO2(110) [131] 
it was concluded that for decreasing cluster size initial and final state effects cause shifts to lower 
and higher binding energies, respectively. Initial state effects were assigned to both the negative 
charge transfer from the clusters to the substrate and a relative decrease of surface component of the 
clusters. Later the same group reported that on reduced surfaces negative charge transfer occurs from 
the substrate to the clusters instead [132]. However, it should be noted that Bagus et al. [133] 
expressed doubts about the validity of the Auger parameter analysis studies in which the shallow 
valence states involved in the Auger process. 
 
Current literature concerned with the growth of Au clusters on the reduced rutile TiO2(110) surface 
can be summarized in the following way: According to STM results Au atoms start to nucleate at the 
defects of the surface (bridging oxygen vacancies and step edges). DFT calculations show that these 
clusters acquire negative charge from the substrate and that the charge is localized at the cluster-
surface interface. However, the observed shift of the Au 4f level to lower binding energy with 
increasing cluster size cannot only be interpreted in terms of this and other initial state effect. The 
negative charge density on the Au clusters decreases with increasing cluster size since the number of 
available surface defects (the source of the negative charge) is limited, and such a decrease should 
result in a relative shift not to lower, but higher binding energy with increasing cluster size. This 
makes clear that final state effects have a significant and opposite effect on the binding energy 
changes. As already pointed out in various photoemission studies an increase in cluster size leads to 
a better screening of the core hole created in the photoemission process, which results in a shift 
toward lower binding energy. The decrease in FWHM of the Au 4f line with increasing cluster size is 
generally interpreted as a final state effect. 
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Chapter 4 
 
Results 
 
In this chapter I summarize the results of the Papers on which the work of this thesis is based and 
highlight the most interesting points. Instead of reprinting measured spectra, images, or calculated 
structures I refer to the figures in the Papers. I do not re-cite any literature in this chapter and instead 
the reader is referred to the corresponding sections of the thesis. 

 
4.1 Adsorption of Amino Acids on the Rutile TiO2(110) Surface 
 
The adsorption of three amino acids, L-cysteine, L-cystine, and S-methyl-L-cysteine on the rutile 
TiO2(110) surface are investigated. The carboxylic groups of all three molecules are found to be 
deprotonated, which indicate that, if sterically possible, bidentate bonds between the equivalent O 
atoms of the deprotonated carboxylic groups and the surface Ti atoms are formed [Figure 2 (a) in 
Paper 1 and Figure 2 in Paper 4]. This is not a surprising observation and just validates numerous 
studies in literature (see section 3.1), which have shown that carboxylic acids (R–COOH) adsorb on 
the rutile TiO2(110) surface as carboxylates (R–COO-). What is interesting is the observation of 
different dissociation pathways for L-cysteine and L-cystine molecules on the surface. It is found that 
the thiol (–SH) groups of L-cysteine are deprotonated and bind to the available surface bridging 
oxygen vacancies [Figures 4 and 5 in Paper 1]. The disulfide (S–S) bonds of a fraction of the L-
cystine molecules break and the fragments bind to both the bridging oxygen atoms and vacancies of 
the surface through their active sulfur ends. In contrast, the methylmercapto (–S–CH3) side group of 
the S-methyl-L-cysteine is found intact [Figure 3 in Paper 4]. In case of adsorption of L-cysteine and 
S-methyl-L-cysteine the amino groups of the molecules are found to be in their neutral form (–NH2) 
at low coverages and the protonated form (–NH3

+) for higher coverages [Figure 3 (a) in Paper 1 and 
right panel of Figure 4 in Paper 4]. This is in agreement with literature (see section 3.3). However, 
for L-cystine adsorbates in addition to the neutral amino groups at low coverages free amino groups, 
i.e., amino groups which are not involved in any hydrogen bonding, are observed for higher 
coverages [left panel of Figure 4 in Paper 4]. To the best of my knowledge this observation is the 
first in literature. The formation of free amino groups is a size-related effect. As the adsorption sites 
of the surface are filled for increasing coverages the molecules are forced into a more upright 
geometry. Another interesting observation for L-cystine is that, independent of coverage, some of the 
deprotonated carboxylic groups are found not to attach to the surface [right panel of Figure 5 in 
Paper 4]. In Figure 4.1 different species which are observed for adsorption of L-cysteine, L-cystine, 
and S-methyl-L-cysteine on the rutile TiO2(110) surface are shown schematically. Experimental S 
2p3/2, N 1s, and C 1s binding energies of some atoms are indicated. In Paper 3 DFT is employed to 
calculate the relative stabilities of different adsorption geometries of L-cysteine on the rutile 
TiO2(110) surface. In line with the experimental results it is found that the adsorption geometries 
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with deprotonated thiol groups, which co-bond to bridging oxygen vacancies, are more stable than 
the adsorption geometries on the stoichiometric surface. 
 

Figure 4.1 Schematic presentation of different adsorption geometries of L-cysteine, S-methyl-L-cysteine, and L-
cystine on the rutile TiO2(110) surface. For some atoms XPS binding energies are provided. Dark and light gray atoms 
of the surface are O and Ti, respectively. In the molecules the darkest colored and white are N and H atoms, 
respectively. The gray tone of C and S atoms are almost the same, however, since the binding energies of the S atoms 
are given they can be distinguished from the C atoms. 

 
4.2 Co-adsorption of Gold and L-cysteine on the Rutile TiO2(110) 
Surface 
 
In Paper 2 the co-adsorption of gold cluster and L-cysteine on the rutile TiO2(110) surface is studied 
by XPS. The main intention of the paper is to investigate both the effect of pre-adsorption of a thiol-
containing molecule on cluster size and deposition order on cluster-molecule, cluster-surface, and 
surface-molecule interactions. The study is based on the following empirical knowledge: (i) at room 
temperature gold deposition leads to the formation of gold clusters on the rutile TiO2(110) surface 
and the size of the gold clusters is proportional to the amount of gold deposited, and (ii) the positive 
charge left on the clusters in the photoemission process is responsible for the changes in Au 4f 
binding energy and full width at half maximum (see section 3.4). It is shown that for the same 
amount of gold deposited almost a factor of three smaller clusters are formed if the surface is pre-
covered by half a monolayer of L-cysteine. The main interaction between the gold and molecules is 
through the molecules’ deprotonated thiol groups. If gold is deposited on top of an L-cysteine layer 
the clusters aggregate on the molecular layer which leads to deprotonation of the non-bonded thiol 
groups. Deposition of gold beyond approximately four gold atoms per thiol group results in the 
release of all deprotonated thiol groups from the surface defects [Figure 2 (a) in Paper 2]. When 
gold is deposited first, the clusters are larger and a smaller fraction of the post-deposited L-cysteine 
molecules interact with the gold clusters. To a large extent, this is a result of the three dimensional 
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grow of the gold clusters. For bigger clusters more of the gold atoms are in the “bulk” of the cluster 
and therefore not available for coordination to the thiol groups. Interestingly, almost a constant 
fraction of the molecules interact with the surface defects irrespective of gold coverage [Figure 2 (b) 
in Paper 2]. In Figure 4.2 the results of Paper 2 are shown schematically. For the different sulfur 
species the experimental S 2p3/2 binding energies and calculated radii of gold clusters are given. 
 

 
Figure 4.2. Schematic representation of the model developed for the co-adsorption mechanism of gold clusters and L-
cysteine. The radii of the gold clusters and S 2p3/2 binding energies are given. Although studied in Paper 2, the 0.8 
ML gold coverage is not shown. 

 
4.3 Zwitterionic L-cysteine 
 
It is well-known that amino acid molecules are in a zwitterionic state in aqueous solution. Tabulated 
acidity constants (pKa) of the different functional groups of L-cysteine molecule manifest that the 
carboxylic group is the one which should deprotonate first to form –COO- and H+ in solution. The 
basic amino group receives the H+ and turns into –NH3

+. In Paper 5 it is shown that for a thick film 
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(<40 Å) of L-cysteine grown at 100 K it is mostly the thiol groups of the molecules provide protons 
to the amino groups, and only a small fraction of the carboxylic groups are deprotonated. 

 
4.4 Zinc-protoporphyrin IX on the Rutile TiO2(110) 
 
In Paper 6 the adsorption of Zinc-protoporphyrin IX is studied by XPS and NEXAFS spectroscopy. 
It is found that the molecules anchor to the surface through their deprotonated carboxylic groups, and 
hydroxyl oxygen atoms of the carboxylic acid are observed only for multilayer preparations [Figure 
2 in Paper 6]. Mostly at submonolayer and partially at monolayer coverages the molecules are found 
to be tilted toward the surface, which indicates an additional interaction between the surface and the 
other groups of the molecule. However, as the coverage increases the molecules adopt a more 
upright adsorption geometry [Figure 4 in Paper 6]. At monolayer coverage the zinc atom is found to 
be pulled out from the center of the molecule [Figure 5 in Paper 6]. 
 

4.5 Gold Clusters on Partly Reduced FeO(111)/Pt(111) 
 
In Paper 7 it is shown from a combined XPS and STM investigation that the oxygen vacancies on an 
ultrathin FeO(111) act as nucleation sites for gold clusters. Adsorption of atomic hydrogen 
succeeded by a thermal treatment results in desorption of water and hence in a partly reduced surface. 
In this way triangular oxygen dislocation loops are formed [Figure 3 (a) in Paper 7]. When gold is 
deposited on the reduced surface the oxygen vacancies are fully replaced by gold clusters [Figure 3 
(b) in Paper 7]. Moreover, clusters which are formed on the reduced surface are more active towards 
CO adsorption [Figure 2 in Paper 7] than clusters formed on the stoichiometric surface. This is 
interpreted as a formation of smaller clusters on a surface with defects. 
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Chapter 5 
 
Concluding Remarks and Future Projections 
 
I believe that the results presented in this thesis will contribute to current research efforts in relevant 
fields, mostly on the fundamental and partly on the applied level. After almost five years of work my 
colleagues and I were able to show how three different sulfur-containing amino acids interact with a 
metal oxide surface. We demonstrated experimentally that the different functional groups of the 
molecules as well as the defects on the surface play important roles in stabilizing the adsorbates. The 
experimental results, which indicate the importance of surface defects, were also supported by 
theoretical calculations. At least in principle, we also showed that a thiol-containing molecule or a 
well-organized defect structure on an oxide surface can be used as a “template” for growing gold 
clusters with certain sizes. In the case of the ultrathin iron oxide film it was even demonstrated that 
these gold clusters are active for CO bonding. As a surprising result out of the main research line we 
showed that at a certain temperature there is an unexpected competition between proton transfer from 
the thiol and carboxylic group to the amino group, and in contrast to textbook expectations in thick 
cysteine films formed at low temperature the thiol groups act as hydrogen donors rather than the 
carboxylic groups. Finally, we found that a metal porphyrin molecule may interact so strongly with 
the oxide surface that the central metal atom is detached from the molecule. This may lead to the loss 
of functionality of this molecule. 
 
During time of my PhD education I not only carried out the research activities, the results of which 
are presented in this thesis, but I also accumulated a certain amount of knowledge and experience in 
the field. In the following paragraphs I will comment about what can be done to take the results of 
this thesis further, and what kind of information is lacking or interesting. 
 
Firstly, I find the debate related to the origin of the defect states of the rutile TiO2(110) surface a 
highly interesting issue. I believe that photoelectron spectroscopy can provide more valuable 
information related to assignment of the defects. The measurement of the defect states in the band 
gap with variable surface sensitivity – by changing the emission angle rather than the photon energy 
– can provide information about the exact position and hence type of the defects. These 
measurements can be performed on the surfaces with high defect concentration as well as 
stoichiometric, oxidized, and hydroxylated surfaces. 
 
Amino acid adsorption studies on the rutile TiO2(110) surface can be diversified in two directions. 
First, more of the natural the amino acids can be studied since there are number of them, e.g., 
tyrosine, serine, methionine, histidine, valine, threonine, and alanine, which have been the subject of 
UHV adsorption studies on various surfaces but not on the rutile TiO2(110) surface. Second, 
adsorption under more “realistic” conditions can be studied such as the adsorption on hydroxylated 
or oxidized TiO2(110) surfaces or co-adsorption with water. After assessment of the most stable 
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adsorption geometries of L-cysteine on the surface with DFT, core level shifts calculations may be 
performed and the reactivity of Ti interstitials toward the adsorption of L-cysteine molecules might 
be studied. Obviously, DFT can be employed to verify the observed species in the case of adsorption 
of other amino acids. I performed some preliminary STM experiments concerning the adsorption of 
L-cysteine on the rutile TiO2(110) surface and acquired some interesting results. However, I did not 
have enough time to put the story into a shape, which could be presented here. Room temperature 
STM measurements are certainly possible and can provide more insight into the adsorption of amino 
acids on the rutile TiO2(110) surface. 
 
The project on the co-adsorption of gold and L-cysteine can certainly be continued by additional 
studies concerning the adsorption of CO and/or O2 molecules or the effect of increasing temperature 
on the cluster size. Additionally, different coverages of pre-adsorbed L-cysteine might be studied to 
elucidate the influence of coverage on the cluster size. It is also conceivable to study the co-
adsorption of gold with different thiols. Two possible choices would be the thioglycolic (HS-CH2-
COOH) and 3-mercaptopropionic (HS-CH2-CH2-COOH) acids. In fact, we performed some 
preliminary XPS experiments with 3-mercaptopropionic acid on the rutile TiO2(110) surface. The 
main issue with these two molecules is that they have low melting temperatures and therefore 
sublimation of these molecules in UHV conditions are challenging. Another direction to proceed 
towards are  co-adsorption studies using selenium as a substitute for sulfur. In the periodic table 
selenium is just one row the sulfur and therefore has similar properties. For example, there exists a 
molecule called selenocysteine, in which the sulfur atom is replaced by selenium. 
 
One question which can be asked about the unconventional zwitterionic phase of L-cysteine is: what 
is the exact temperature at which this unexpected behavior is observed. For this purpose thick films 
prepared at 100 K can be warmed up in a stepwise manner and XPS measurements can be performed 
in each step or alternatively thick films can be prepared at different temperatures. Structural effects 
can also be interesting: some other molecules which contain amino, thiol, and carboxylic groups with 
different sizes can be tested. Although I do not consider it very likely, the substrate might change the 
properties of the thick films grown on them. These effects could be checked out. Possibly, the TiO2 
substrate triggers some structural modifications and fingerprints are left all the way up to multilayers. 
 
One direction toward which surface science is heading are high pressure studies using techniques 
which traditionally only have been performed in UHV. The Au/FeO(111) project can certainly be 
improved in this respect. Stability (against sintering) of gold clusters grown on partly reduced oxide 
film can be studied in high pressures of CO and/or O2. Further, catalytic activity measurements can 
be performed. 
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