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ABSTRACT

For mobile communication systems in the low-GHz range, CMOS has increasingly
become the technology of choice, and the level of integration in mobile handsets has
risen. The use of off-chip components, which increases the handset assembly time
and costs, is preferably avoided. However, integrating a complete transceiver on a
single chip leads to disturbances between building blocks. This imposes new and
more stringent requirements on building block and transceiver performance, as well
as impacts the choice of transceiver architecture.

In the general introduction, an overview is given of front-end receiver and trans-
mitter aspects as well as RF CMOS technology. This includes the impact of mobile
communication system specifications on architectures and building blocks, transistor
and monolithic inductor modeling, and disturbance issues. Special attention is given
to power amplifiers, the most challenging building blocks in CMOS transceivers.
Papers |, Il and Ill address CMOS receiver front-end aspects and implementations,
while in papers IV and V design and challenges of CMOS power amplifiers are
described.
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PREFACE

This thesis describes the work | have done in the field of RF CMOS design. The
research was performed at several places: The Royal Institute of Technology, Stock-
holm, the University of California, Los Angeles and the Department of Electro-
science at Lund University.

Both transmitter and receiver front-end architectures and building blocks are
described. In part I, the general introduction, a framework is given of architectural
considerations, mobile communication specifications and RF CMOS integrated cir-
cuit basics. These aspects were all used when performing the research that led to the
papers presented in part Il. Some topics are covered more extensively in the general
introduction, such as the disturbance in a receiver caused by spurious signals, and
power amplifiers.
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CHAPTER 1

| NTRODUCTION

1.1. MOTIVATION

The maturing of communication systems such as GSM, Bluetooth and UMTS, oper-
ating in the low-GHz range, together with technological advancements for CMOS
technologies, has resulted in increased research activities in so-called Radio Fre-
guency CMOS circuits, i.e. analog circuits in a CMOS technology for frequencies up
to several GHz. CMOS circuits for frequencies as high as 60 GHz have been
reported. Most important for this development is the drive for highly-integrated, low-
cost mobile handsets. If both the analog and digital part of a receiver/transmitter
(transceiver) can be implemented in CMOS, a complete system may be implemented
on a single chip. This System-on-Chip (SoC) development brings about issues of
disturbance between the different parts or building blocks of the system, caused by
coupling, either on-chip, through the substrate, or off-chip, through adjacent bond-
wires. These subjects will be briefly touched upon in this thesis.

One of the most challenging analog parts to implement in CMOS is the power
amplifier (PA), for several reasons. Firstly, the transconductance to currentj#tio g
of a CMOS device is generally lower than that of a bipolar or 111-V device, implying
that for the same gain a higher current is needed. Secondly, with decreasing device
length (scaling) in current CMOS technologies the oxide thickness is decreasing as
well, resulting in a lower breakdown voltage. On the other hand, the cut-off fre-
quencyfr and the maximum frequency of oscillatidg,, for CMOS devices are
approaching the values for Si bipolar devices. In the general introduction of this the-
sis, special attention is given to PA properties such as linearity and efficiency, as well
as to CMOS device modeling and scaling.

Another issue stemming from an increased level of integration and a drive for
low-cost handsets is off-chip filters. These filters are costly, they take up consider-
able space and they complicate handset assembly. Therefore an important goal of
integrated transceiver design is the reduction of the number of these filters. This

1



2 Part I. General Introduction

work addresses receiver and transmitter analog front-end architectures, and an analy-
sis is presented of the effects of removing these filters from the transceiver.

1.2. MoBILE COMMUNICATION SYSTEMS

Before addressing transmitter and receiver properties in detail, some basic concepts
in mobile communication systems will be described. A mobile communication sys-
tem allows a user to communicate by means of a wireless link to a base station (see
Fig. 1.1). Traditionally this was based on speech transmission, where relatively low
data rates can be used while still maintaining a reasonable sound quality. Nowadays
higher data rates are pursued, so that besides speech transmission high data rate
transmission becomes a viable option as well. Third-generation (3G) wireless sys-
tems, capable of higher data rates, are now operated in many countries, and
improved data rates of 3G (e.g., HSDPA [5]) are soon to be deployed. Other systems
aiming at high data rates are for instance WiMax [3] and Ultra Wide Band (UWB)
based systems [4].

As depicted in Fig. 1.1, a mobile communication system can consist of several
cells with one or more base stations serving a number of users. The uplink is defined
as the communication from the user to the base station, while the downlink entails
the communication from the base station to the user. From a user’s point of view the
uplink is equivalent to transmission while the downlink is equivalent to reception [6].

For most modern communication systems different frequency bands are used for
the uplink and downlink. This permits transmission and reception simultaneously,
and is calledrequency division duplexin@DD) [6]. A disadvantage of FDD com-
pared tatime division duplexingTDD), is that users cannot communicate with each
other directly but have to communicate via the base station. A second disadvantage
is that when both transmit and receive modes are on at the same time, the transmitted

up\\“‘m/
7 %
(\\4
do\N“\\ e

base station
cells

Fig. 1.1. A mobile communication system.



Chapter 1 Introduction 3

signal will leak to the receive path since the duplex filter located between the trans-
ceiver and the antenna has a finite transmitter-to-receiver isolation.

System Specifications

All mobile communication standards have more or less similar specifications, such
as requiredit error rate (BER), minimum detectable signal (sensitivity), blocking

and interference performance, channel bandwidth, modulation scheme, output power
range, frequency bands, et cetera. For each system the value of these requirements
may differ. The maximum output power from the antenna for a mobile handset is for
instance 30 dBm for GSM or DCS class 1 [7], 0 dBm for Bluetooth class 2 [8] and

24 dBm for UMTS (WCDMA) class 3 [9]. System level simulations must be per-
formed to translate system specifications to building block specifications.

Multiple access methods

In order to accommodate several users simultaneously, different so-called multiple
access schemes are in use. GSM and DCS use time division multiple access
(TDMA), i.e. consecutive time slots are assigned to different users [6]. In this way
eight users may use the same frequency band. Bluetooth uses a special kind of fre-
guency division multiple access (FDMA), namely frequency hopping, i.e. each user

Is assigned a certain frequency band, but the assigned frequency band changes with
the hopping rate. Finally, UMTS is a code division multiple access system (CDMA)
where a pseudorandom code is used to spread the data over a wider frequency range
before transmission. Many users may then send in the same frequency band simulta-
neously; at reception, each user’s data can be extracted by using the code assigned to
that user.

Transceiver architecture

In Fig. 1.2 a typical handset transmitter/receiver (or transceiver) architecture is
shown. In the receive (RX) path the signal is generally amplified and downconverted
from theradio frequencyRF) to the baseband frequency in one or several steps. The
baseband signal is then digitized in thealog to digital convertefADC) and
demodulated in thdigital signal processingdDSP) part. On a system level a deci-
sion must be taken regarding the amount of signal processing to be performed in the
analog domain. A range of solutions is being or has been investigated, from directly
sampling the RF signal with an AD converter, to full channel selection in the analog
domain. This is a trade-off between complexity, performance and power consump-
tion in the analog and digital part, respectively.
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RX baseband |
[> ® ADC[—] DSP[~
RF Duplexer

<

QL — ool
TX < baseband \>AC [ DSP

Fig. 1.2. A general transceiver architecture.

In the transmit (TX) part a baseband signal is modulated in the DSP, converted
to an analog signal in thdigital to analog converte(DAC) and then filtered and
upconverted to RF in one or several steps. A power amplifier is used to give the RF
signal the desired power. Similar trade-offs exist in the transmitter part as in the
receiver part. In this thesis the focus will be on the front-end, which may roughly be
defined as the part between the antenna and the baseband. Hereafter 'receiver front-
end’ is meant when 'receiver’ is used, and similarly for 'transmitter’.

1.3. S'RUCTURE OF THE THESIS

The thesis is divided in two parts: a general introduction in part | and a selection of
relevant papers in part Il.

Part I: General Introduction

In part |, basic aspects of communication systems are revised, divided in receivers,
transmitters, and CMOS technology. In chapter 2 general receiver aspects are
described, such as architectures, noise and linearity, system specifications and build-
ing block requirements, and frequency planning. Chapter 3 describes transmitters,
including architectures, system specifications and building block requirements, fre-
guency planning and power amplifiers including considerations on efficiency and
linearity. Also, disturbance issues in highly integrated RF CMOS transceivers are
addressed. In chapter 4 CMOS technology aspects are investigated, extended to RF
operation, deep-submicron scaling issues, and noise. Inductors are also described,
since they are key elements in several RF building blocks. Both MOSFET and induc-
tor modeling are discussed briefly. Conclusions are presented in Chapter 5.

Much of the contents in chapter 2 and 4 has already been presented in [1]. How-
ever, the author has chosen to incorporate these parts since they complement the
other chapters and cover many issues that come into play in integrated transceiver
design.
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Part II: Included Papers

The papers included in part Il cover many of the aspects described in part |. Papers |,
[l and Il focus on receiver front-ends. Paper | describes the design of a DCS receiver
with alow-noise amplifie{LNA), a mixer and arsoltage controlled oscillatofvVCO)
integrated on the same chip. Paper Il describes the design, implementation and mea-
surements of a low-IF GSM receiver front-end. In paper Ill an analysis is presented
of spurious signals in a receiver and the effects on the choice of intermediate fre-
quency (IF).

Papers IV and V both describe issues related to fully integrated CMOS transmit-
ters. In paper IV the design of a class AB power amplifier with power control is pre-
sented, and in paper V the design and measurements of a class C power amplifier
with internal frequency doubling and on-chip VCO is described.
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CHAPTER 2

RECEIVERS FOR MOBILE HANDSETS

2.1. INTRODUCTION

In this chapter an overview is given of the most common receiver architectures, such
as the direct-conversion receiver and the heterodyne receiver. Moreover, some less
common receivers are described, such as image-reject receivers and subsampling
receivers. Thereafter system specifications and parameters such as noise figure and
intercept point are presented, as well as frequency planning in a receiver to avoid the
impact of spurious signals.

2.2. RECEIVER ARCHITECTURES

As shown in Fig. 1.2, the function of the receiver front-end is to convert the incom-
ing RF signal to a lower frequency so that the AD converter (ADC) may digitize the
signal. The front-end must ensure a sufficient Signal-to-Noise ratio (SNR). The
receiver therefore typically consists of a Low-Noise Amplifier (LNA) to amplify the
incoming signal without adding too much noise, one or more mixers to convert the
RF signal to a lower frequency, and one or more filters to select the desired signal or
frequency band and to block disturbing signals. Several methods of downconversion
will be described here, such as direct conversion, heterodyne, and subsampling.
Moreover, image reject receivers will be discussed briefly.

2.2.1. HETERODYNE RECEIVERS
One of the most common architectures is the heterodyne recefger Fig. 2.1).
The radio frequency (RF) signal passes throudlaad pass filte(BPF) which is

1. Historically the heterodyne receiver was a single downconversion receiver for wigialas rela-
tively low (in the audible frequency region). The superheterodyne receiver as patented by Arm-
strong had a higheng but still used a single downconversion. Nowadays, generally no
distinction is made between the ‘superheterodyne’ and ‘heterodyne’ receiver. This convention will
be followed in this thesis as well.



8 Part I. General Introduction

A

f [Hz]

LO 0 fRF

b

a. .
Fig. 2.1. A heterodyne receiver architecture, a). architecture, b).
downconversion in the frequency domain.

used to suppress some of the undesired signals outside the receive band. Then the RF
signal is amplified by d&w noise amplifie(LNA) and sent through a second band

pass filter, which is sometimes callechage reject filter(IRF). The two filters
together can provide an attenuation in the order of 100 dB for signals lying several
hundreds of MHz away from the passband. In many - though not all - mobile com-
munication receivers these two filters are used. Due to the high frequency and the
steepness required, these filters typically are off-chip elements [10], [6], [11], [12],
[13], [14].

The RF signal is downconverted in the mixer, which is also provided with a
local oscillator (LO) signal. Theintermediate frequengyor IF, is given by
WE = Wrp— W o [rad/s] wherew = 2mf . For the case ¢b|>0 - buje low
enough to be considered a baseband signal - the term ‘low-IF downconversion’ may
be used [15].

Oftenf o andfrg are so far apart that the signal is not downconverted to base-
band but to a relatively high IF. Therefore it is common to have a second downcon-
version stage, resulting in a double-conversion heterodyne architecture (see Fig. 2.2).

If wrp<w o then the IF signal will be at negative frequencies. If no special
measures such as complex mixing are taken, the output signal will be indistinguish-
able from one having the same IF at positive frequencies.

T BPF IRF Mixer Mixer fLOl
RF % % C DIF]_ % % % /5-2\
LO1 LO2 0 IF1 fRF f [Hz]
a. b.

Fig. 2.2. A double-conversion heterodyne receiver architecture, a).
architecture, b). downconversion in the frequency domain.
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An advantage of double-conversion heterodyne receivers is that the total gain in
the receive path can be distributed over several blocks, possibly accompanied by fil-
ters. The issue of gain distribution is related to receiver noise figure versus linearity,
and will be covered more extensively in paragraph 2.3.1. Having the gain distributed
over different frequencies also reduces the risk for self-oscillation.

The main disadvantage of the double-conversion heterodyne receiver is its com-
plexity, including the fact that two LO signals are necessary, and the need for several
filters which generally cannot be integrated on-chip.

Image Frequency

One of the main problems of the heterodyne receiver is the presence of an undesired
signal at the so-called image frequency. This is explained first before methods to
address this problem are discussed.

A downconversion block converts the desired signal @kg to
W = Wrp— W o- For convenience it is assumed thaf->w 5 . Undesired signals
that reach the downconverter input are downconverted as well. A signal situated at
wre— 2w, Will be downconverted towg, as shown in Fig. 2.3, and can thus distort
the desired signal atyg if positive and negative frequencies are not separated.

Two possible solutions for this problem exist: Firstly, the undesired signals can
be prevented from reaching the downconverter input by means of filtering, and sec-
ondly, the positive and negative frequencies can be separated after downconversion
by so-called image-reject mixing.

The former is highly dependent on filter characteristics, e.g. selectivity, in com-
bination with the allowed blocking signal strengths in a communication system,
while the latter is based on accurate complex mixing to separate the negative and
positive frequency component. In paragraph 2.2.3 some image reject receiver archi-
tectures are described.

In order to get substantial image suppression from filtering, two conditions must
be fulfilled (see Fig. 2.4)

©
c
P D A P
o m
D
§ AIE ? - :IE
ST A A
S
f f
M0 for -fie o thiE

Fig. 2.3. The problem of the image frequency.
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BPF characteristic

interferer

f[Hz]
Fig. 2.4. A band pass filter utilized to provide image rejection.

* W must be relatively large, so that the distance between the desired signal and the

image located abr— 2w, is substantial,

* the attenuation characteristic of the filter must be relatively sharp.

The filter requirements generally lead to the use of higher-order (> 4th) band pass fil-
ters. A discrete (off-chip), passive band pass filter (BPF) is commonly used [15]. A
typical discrete filter characteristic (see [16]) gives a suppression of 20 dB at 30
MHz from the center frequency, increasing to maximum 60 dB at 200 MHz and
more from the passband. So, if 110 dB of image rejection must be achieved, as in the
GSM handset receiver, two discrete filters may be necessary, e.g. the BPF and IRF in
Fig. 2.1.

Using a discrete filter between the LNA and the mixer has severe disadvantages.
Both the output of the LNA and the input of the mixer have to be matched to the
characteristic impedance of the filter, which may b@%0 30, in order for the fil-
ter to work properly. In the LNA generally an extra stage is added to achieve the
LNA output matching, so that the power consumption will most likely increase.
Moreover, because the filters generally are single-ended, either the building blocks
need to be single-ended as well or differential-to-single-ended converters (baluns)
must be used. Also, the filters suffer from losses in the passband, amountingto 2 - 3
dB for a typical BPF and 3 - 6 dB for a typical IRF.

2.2.2. DRECT CONVERSION RECEIVERS
A direct conversion receiver has a single downconversion stage, as depicted in Fig.
2.5. In order to convert the desired channel to baseband, the LO frequency must be
equal or close to the RF carrier frequency, the exact location of which is determined
by the channel that is used. The receiver is called ‘homodyne’ if the input signal fre-
quencywgg and LO frequencyy, g are related such thalz = w5 . Inthis case the
IF is given byw,r = wgp—w o =0 .

The baseband signal can be filtered witloa pass filter(LPF). Depending on
the amount of adjacent channel interference this LPF may need to have a sharp flank
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Fig. 2.5. A direct conversion receiver, a). architecture, b). direct
downconversion in the frequency domain.

[6], corresponding to a high-order filter. However, due to the relatively low operating
frequency this filter may be integrated.

The main advantage of direct conversion is the simple structure, since it has no
image frequency problem, and the possibility of utilizing a low pass filter for channel
selection. Thus, this architecture offers a high level of integration and a potentially
low power consumption. However, complex mixing (I and Qimphase and quad-
rature, having 90 LO phase difference [6]) is typically required, since in most com-
munication systems information is also contained in the phase of the signal. Using a
single mixer, this information is lost and cannot be recovered in the baseband.

Some serious drawbacks exist for this architecture [6], [17kof = 0 the
desired signal will be corrupted by any DC offset occurring in the circuitry. This off-
set can be minimized using careful design of the front-end, and can then to a large
extent be cancelled in the baseband by further digital signal processing. The penalty
Is an increase in complexity. Another problem is the so-callédhoise (see also
paragraph 4.4), a low-frequency noise that can be very large at frequencies near DC,
where the received signal will reside after downconversion.Signeal-to-noise ratio
(SNR) at baseband will be deteriorated if the designer does not take measures to
reduce the effect af/f noise. This problem is particularly prominent in CMOS tran-
sistors. Moreover, the LO signal may leak to either the antenna and thus become an
in-band interferer for other users, or to the RF mixer input where this leaked signal is
self-mixed with the LO signal, causing a large DC component at the mixer output.

2.2.3. IMAGE REJECTION RECEIVERS
As explained in section 2.2.1, the image constitutes a severe problem in heterodyne
receivers. Besides filtering, image reject mixing may be used to reduce this problem.
Several solutions exist:

* aHartley or Weaver architecture

» the use of a polyphase filter

» keeping the | and Q paths separate throughout the front-end, performing the image

rejection in the baseband.
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In any image reject architecture, mismatch in the | and Q signal paths is a crucial
issue. Generally the achievable image rejection using this strategy is in the range of
30 to 40 dB. If the | and Q paths are relatively long, reasonable image rejection will
be difficult to achieve. Several highly integrated receivers achieving high image
rejection have been reported [15], [18], [19].

Hartley and Weaver Image Reject Architectures

A Hartley downconversion architecture is depicted in Fig. 2.6. The RF input signal,
after passing the BPF and LNA, is fed into two mixers driven by quadrature LO sig-
nals. The LO signal for each mixer generally is differential, implying that for a set of
two quadrature mixers as in Fig. 2.6 four phases of the LO signal are needed.

After the RF signal has passed the mixer, the desired frequency component is
selected by means of a low-pass filter (LPF). Thanks to the separation of the IF sig-
nal in two branches, an undesired component originating from the image frequency
can be cancelled, so it is not seen at the output. This is done by means‘gblacse
shift network and an adder.

Assuming ideal components and an ideal phase shift network, the image is
rejected completely. The 9@hase shift network can be split in two phase shift net-
works of +45 and -45, one in each branch. If simplRC networks are used to
implement this phase shift, the amplitude in the two paths is only equal for
w = 1/RC. Therefore, this is a very narrowband solution sensitive to mismatches in
R andC. Non-idealities typically limit the image rejection to 30 to 40 dB.

For a Weaver architecture, the phase shifting block in the Hartley architecture is
replaced by a second set of mixers, withg, much lower tharw o4 (see Fig. 2.7).

This architecture suffers less from gain mismatch in the phase shifting blocks, but
the secondary image frequency may cause problems. This image component is not
suppressed whean o, is small (see [6]). A Weaver architecture is used in [20].

A special case of image reject receivers, the ‘double-quadrature downconverter’,

was presented in [15]. Here both the RF and LO signals are in quadrature. A higher

LPF

LPF out

Fig. 2.6. The Hartley image reject receiver architecture.
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LOy

LOs o

Fig. 2.7. The Weaver image reject receiver architecture.

image rejection is thus achieved at the expense of an increased complexity and
higher power consumption.

Polyphase Filters

The low pass filters, phase shifters and adder of the Hartley architecture can be
replaced by a single block, a polyphase filter, which may suppress the undesired
component. The effective image rejection is dependent on the number of stages, and
is related to the bandwidth of the polyphase network [21]. The most convenient way
of making a polyphase network is toaugl x 90 phase shifts, because they can
readily be implemented as &C combination. Therefore, each polyphase network
consists of one or several stages, which in their turn consist oR@Q@ombinations,

as shown in Fig. 2.8. At a certain frequency and a certain phase difference between
the four input ports, positive frequencies will be passed while negative frequencies
will be suppressed, since they have a different phase relation. The negative frequency
component suppression is at its maximum égr= 1/RC; . By cascading several
stages, each with a slightly differeat, a relatively broadband band stop filter for
negative frequencies is created, with a bandwigNliand a rejectiori, as shown in

Rz

S
~

%

A
L

%

g

MU

Stage 1 Stage 2

Fig. 2.8. An unloaded two-stage polyphase filter.



14 Part I. General Introduction

,Positive frequencies ’Positive frequencies

meaﬁve frequencies U\ .

=

"/ Negative frequencies

a. b.
Fig. 2.9. Schematic polyphase characteristic, a). one stage, b). two
stages.

Fig. 2.9b. One of the problems of polyphase filters is component accuracy related to
processing spread; another problem is loading by subsequent building blocks [21].

2.2.4. SBSAMPLING RECEIVER

Since most of the receive bands in communication systems are narrowband, the prin-
ciple of subsampling can be used [22], [23], i.e., an RF signal, with a carrier fre-
quencyf., is sampled with a much lower frequenigyThis is illustrated in Fig. 2.10.

In the case of ideal sampling, the bandlimited RF signal at the carrier frequency
fc is multiplied with an impulse train in the frequency domain. The result of ideal
sampling is shown in Fig. 2.10c, where both positive and negative frequency compo-
nents are shown on the same frequency axis. The term subsampling is used when the
sampling frequenciis substantially lower than the highest frequency component in
the sampled signal. If the sampling rate is higher than twicebtvelwidth, BWpf
the RF signal, the Nyquist criterion may still be met. More precise requirements are
dependent on the bandwidth of the RF signal and its exact frequency location [24],
[25].

After sampling the RF signal, filtering can be used to select the desired fre-
guency component, which generally is the baseband component. In Fig. 2.11 a sub-

P sample
A A downconverted to first
'/ Nyquist band
f L L 1 ]
y > F=FT,
fs fe efs fe f 1/2 1 312 s
a. b. C.

Fig. 2.10. Principle of subsampling: a). The RF input signal, where f
>> fg, b). Ideal sampling pulse train, c). Discrete-time signal after
ideal sampling.
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Fig. 2.11. A subsampling receiver architecture.

sampling receiver architecture is shownsample-and-holdSH) downconversion
circuit can perform both the sampling and selection of the baseband component [22],
[23], which is otherwise done inside the A/D converter. The sampled signal is
directly converted by the ADC. The receiver architecture is quite simple in compari-
son to for instance a heterodyne receiver.

An advantage of the subsampling downconverter, compared to for instance the
heterodyne downconverter, is that the LO operates at a lower frequency, which with
equal power consumption would allow for a better phase noise performance. How-
ever, it can be shown [26] that the single side-band noise power density to carrier
ratio, L(Af), of the sampled signal and the LO (or clock) signal are related by:

f
LsignaAf) = |_LO(Af)><5f—ZE2 (2.1)

whereAf is the frequency offset from the RF carrier frequeficyit is then obvious

that for large subsampling ratidgfs, the clock must have a very good phase noise
performance. Since the thermal phase noise is dependent on the square of the oscilla-
tion frequencyf o [27], a similar VCO power consumption will be needed for a sim-

ilar overall phase noise performance. This advantage of the Ipwes thus nulled.

Note that at larger frequency offsets the phase noise is determined by the relation of
the oscillator output power and its noise floor and by the noise of any additional cir-
cuitry between the oscillator and the sampling switch, such as a clock driver [28]. It
can therefore be expected that for applications which require good phase noise per-
formance at larger frequency offsets, e.g receivers with stringent blocking require-
ments, the subsampling rafigfg must be kept low.

The major disadvantage of the subsampling mixer is that noise and interfering
signals that reach the mixer input, will be aliased to the baseband as well [24]. This
results in a fundamentally higher noise figure for the subsampling mixer compared to
for instance a Gilbert-cell based mixer, unless the sampling frequency is in the same
order of magnitude as the designed analog bandwidth. To reduce the effect of the
noise, a pre-select filter can be used [17].
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2.3. RECEIVER REQUIREMENTS

The system parameters used in the various communication system specifications
(e.g. [7], [8] and [9]) influence the requirements on the front-end building blocks.
Before describing these relations the total receiver noise figure and linearity is linked
to the noise figure and linearity of the individual blocks in the signal path.

2.3.1. ToTAL RECEIVER NOISE FIGURE AND IIP 5

The description of noise and linearity performance in terms of the total noise figure
(NF) andi-th order input related intercept point, bP;, of a receiver is general and
widely used. Fig. 2.12 shows a system consisting of a cham béilding blocks,
each with a certain available power g#ig, a voltage gaird;, a noise factoF; and
an input related '$ order intercept poiritP3 ;.

According to Friis’ equation [29] the total noise figure of this chain can be
expressed as:

NF,,, = 10logF, . [dB] (2.2)

t

with the noise factoF,; as

Fo—1 F -1
f\ +...+ m (2.3)
pl

Ap1-Ap(m—1)
If the input- and output impedance of each block are matched, Ap¢uB] is
equal toA, [dB], taking A [dB] = 20logV,,/V;, andA[dB] = 10logP, /P, .
From the above equation it can be seen that when looking at the noise at the input,
the noise of each building block is divided by the gain of preceding blocks. There-
fore, it is crucial to have an amplifier contributing little noise, i.e. a low noise ampli-
fier (LNA), as a first building block. Generally in CMOS integrated circuits the input
and output impedances of building blocks are not matched, so that an error is made
in the total noise figure calculation if Friis’ equation is used. This error can be as

large as several dB. Therefore, it is preferred to consider the integrated part of the

Fiot = 1+t(F{-1)+

t

in Avl Av2 Av3 Avm out
Ap1 Ap2 Ap3 Aom
11P3 ; lIP3 5 1IP3 3 11P3 m
Fi F2 F3 Fm

Fig. 2.12. Representation of a system as consistinglafilding
blocks.
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receiver as a single unit, where the noise sources can be transferred to the input to
calculate the equivalent voltage and current noise spectral density based on circuit
analysis [29]. In chapter 4 the physical mechanisms of noise in a MOSFET will be
described. For noise in receiver building blocks such as LNAs and mixers see [6],
[30], [1].
The input-related "4 order intercept pointiP 5 is defined as the input amplitude
Ay of two input tonesAw apart, for which the output third order intermodulation
product has the same magnitude as the fundamental output tones. Using simple alge-
bra it can be shown that the third order intermodulation product increasest\ﬁith
which in dB is shown in Fig. 2.13. Thus, the slope for the fundamental is equal to 1,
while the slope for the' order intermodulation product is equal to 3. However, only
at low amplitudes the slopes of the fundamental and intermodulation product may be
in accordance with the theory. In real circuits this approximation will not hold since
the gain will be compressed and thus the slope of the fundamental will be less than 1
before the intercept point is reached. Moreover, the slope of ther@er intermodu-
lation curve may deviate from 3 due to the influence of higher-order harmonics. For
a more detailed analysis see [6].
From the plot one can find two ways to extractItRg;
* Plotting the fundamental and the third-order intermodulation product at low
amplitudes and extrapolate to the point where the two lines cross.
* A‘short-cut’ method based on the slopes of 1 and 3: applying one two-tone input
signal and usingIP 5 = A7P+ P, - Of course this input signal must be chosen
with care.

If the 1IP 5 of each block in the receiver chain is known, the tdilak can be cal-
culated as:

POU'[
[dB]

|
[
|
|
|
|
. ]

Pin 1IP3 P; [dB]

Fig. 2.13. The fundamental antf ®rder output signal for a non-lin-
ear block.
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2

1 _ 1 Av1 + Av12 DAv22

= +

(P53 0°  (IP5 )% (1IP3 )7 (1P, »)?
whereA,; is the voltage gain of block(not in dB). For a receiver with a BPF, LNA,
IRF, a mixer and some IF blocks (see Fig. 2.14), this leads to:

2 2 2 2 2
= A 2 EE 1 + AVLNA DAVIRF + AVLNA DAVIRF DAvmixer
- BPF 2 2 2

I:(”P?), LNA) (”PS,mixer) (”PS, IFbIock)

(2.5)
where it is assumed that the filters are perfectly linear. Under the assumpti@y;that
andA,; behave similarly, it can be seen from Eq. 2.3 and Eq. 2.4 that in order to opti-
mize both the noise performance and the linearity performance of a receiver, a trade-
off must be sought for the distribution of the gain. In other words, if most of the gain
is designed to be in the first few blocks of the chain, the noise performance is
improved while the linearity performance lags. If most of the gain is put in the last
few stages, the linearity performance is improved while the noise performance is
degraded.

+ ... (2.4)

1
2
(11P3 o1)

+ ...

(]|

2.3.2. SSTEM SPECIFICATIONS VS . RECEIVER REQUIREMENTS
In this section the GSM system is used as an example to illustrate the relation
between system specifications and receiver requirements such as noise figure and
lIP;. Other standards such as Bluetooth [8] and UMTS [9], [31], [32] have similar
specifications but different values.

A GSM mobile receiver must, under various specified test conditions such as the
presence of blocking signals, maintain a maximum BER of [1] L. In Fig. 2.15
and Fig. 2.16, the GSM blocking requirements are visualized. For the in-band block-
ing signals the offset relative to the carrier frequefiayf the desired signal is given,
while for the out-of-band blocking signals the absolute frequencies are used. The
blocking requirements provide the worst-case test conditions under which the GSM

T BPE IR Mixer
RFH > 4(? = IFblock
LO

Agpr AuNA  Aurr Aumixer

Fig. 2.14. A possible receiver front-end architecture.

1. For Bluetooth and UMTS this is £q8], [9].



Chapter 2 Receivers for Mobile Handsets 19

1
|<_ GSM system _>| o
Receive Band

I
2! 935-960 MHz

-23

Interfering Level [dBm]

out of bang | | gut of band

I
8 8 Inputfrequency, MHz

?
5]
o

Fig. 2.15. In-band and out-of-band blocking levels for GSM.
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f.+1.6

fc+3

receiver has to operate properly. The blocking signals are compared to a small
desired signal of -99 dBm, while the co-channel and adjacent-channel interferers are
compared to a desired signal of -82 dBm, according to the GSM test specifications
[7].

The blocking signals can disturb the desired signal in a number of ways, such as
through intermodulation, de-sensitization and reciprocal mixing. In-band blocking
signals mainly determine the performance requirements of the frequency synthesizer
and the channel-select filter, while out-of-band blocking levels mainly determine the
band pass filte(BPF, or pre-select-filter) requirements at the input (see Fig. 2.1).

Desensitizing

One of the problems in existing circuits is gain compression, i.e. a reduction of the
gain for large input signals. Due to non-linearities, higher order harmonic compo-
nents exist which become more prominent for large signals (see Fig. 2.17).

For RF circuits a 1-dB compression point is usually characterized, i.e., the input
power for which the gain is reduced by 1 dB. From algebraic analysis it follows that
a fundamental relation exists between the 1-dB compression point ahiPthen
dBm) [6]:

-41

Interfering level [dBm]

Input freq. [MHz]

N <
? o
co-channel: -91 - +

Cc
Cc

— oy

Fig. 2.16. Co-channel and adjacent channel blocking signals
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ideal .°
Pout \ K
o kgain

compression

IDin

Fig. 2.17. Gain compression for large input signals.

IIP,=P_ 4+ 10dB (2.6)

so that if the compression point is known, ez can be estimated. Deviation from
this relation is due to the influence of higher-order odd harmonics.

If a small desired signal is accompanied by a large blocking signal, the blocking
signal can cause gain compression for the desired signal, due to the non-linearity of a
building block or element. This is called desensitization of the circuit. The noise fig-
ure will deteriorate and small signals can no longer be detected, and thus the sensi-
tivity is reduced.

Harmonics and Intermodulation

Another effect of non-linearities in building blocks is the generation of spurious
components. If a single input signal is fed into a non-linear system, higher order spu-
rious signals (harmonics) will be seen at the output besides the fundamental compo-
nent (see Fig. 2.20). The spurious signals can corrupt the desired signal at any stage
in the receiver. This is highly dependent on receiver architecture and building block
specifications, as will be shown in par. 2.4.

In Paper Il an analysis is made of internal spurious signals, applied to a GSM
receiver.

. : ideal
= flnterf Gamdes \
@ ~
é gain _}
= A compression
f
fRF I:)blocker
a. b.

Fig. 2.18. Desensitizing due to a large blocking signal, a). input, b).
gain compression for the desired signal due to the blocking signal.
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P non-linear
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fl f f
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Fig. 2.20. Non-linear system with a single tone input signal.

Intermodulation is defined as the generation of spurious components when two
or more signals are fed into a non-linear building block or element (see Fig. 2.19).
The principle of intermodulation is valid both for a complete receiver and for a build-
ing block such as an LNA or a mixer.

The third-order intermodulation is generally considered to be the most harmful,
because the resulting spurious components of two large blocking sigriaisratf,
can fall directly on the desired signal, e.g2if, — f, = f. . This situation occurs for
all odd higher-order intermodulation, but the third-order non-linearity of an element
is generally the most troublesome. Even-order non-linearity on the other hand results
in intermodulation products at DC or low frequencies. These products may be trou-
blesome in a low-IF or direct conversion receiver.

Only one intermodulation test is specified in the GSM specifications [7]: the
intermodulation product of a sinusoidal signal of -49 dBm: 800 kHz and a modu-
lated -49 dBm signal at+ 1600 kHz from the desired signd) is compared to a
desired signal of -99 dBm. In order for the receiver to meet the BER requirement the
intermodulation product must be at least 9 to 12 dB below the desired §lgh£dr
simplicity it is assumed that the two interfering signals are sinusoidal, the GSM
intermodulation specification leads to a total receliN@g i of:

Output signals (for 3rd. order non-linearity):

Al A LAA

T, i 3%,

Two-tone input signals

non-linear
element
A L]
in__{ . / . |—out

fi f

[y

Fig. 2.19. Intermodulation in a non-linear element.

1. so thatf}-fo| = 800 kHz andfg - f, =1,

2. The minimum necessary carrier-to-noise and interferenceGghi1) ,i, is dependent on the
type of GMSK detector that is used [33]. Therefore, various numbers can be fouDdNBHl) ip,
ranging from 9 to 12 dB.
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AP —49+ 99+ 1
”P3,tot:7+Pin:( > 49 =

whereAP is the difference in power [dBm] between the fundamental component and
the intermodulation component at the output, as indicated in Fig. 2.19. In this case,
Pin is the power of the interfering signals.

The single intermodulation test may appear to be somewhat superficial, since
larger blocking signals can degrade the performance, while not mentioned in the
GSM intermodulation test requirements. As an example, the GSM blocking spec-
trum could be applied to the intermodulation test for any two interfering signals sat-
isfying f, = 2f, - f,. This would increase thBP 3 ;i requirement dramatically. For
instance, two interferers of -23 dBm - the largest in-band blocking signals - would
give @ minimumllP 3 1o of +21 dBm. If this situation occurs and the desired signal
can not be detected, another channel must be chosen.

For third order intermodulation the differen@d between the fundamental
component and the intermodulation product at the output can be calculated using the
lIP3, as was shown in Fig. 2.13:

~18 [dBm]  (2.7)

AP = 2(”P\’S_F’in)= I:)fund, out™ I:)3,out (2'8)

whereP;, is the input power an®sq o t@ndP3 o ¢ are the fundamental and third
order output component, respectively. All signal powers are in dBm. More generally,
for kth order intermodulation the following relation is valid:

AP = (k=1)(HP,=Pin)= Psung out— Pk out (2.9)

For single-tone interferers a definition analog®, may be deduced, namely
the input-related harmonic intercept pdityt,;:

AI:)h = (k_ 1)(Pk, oi I:)in): IDfund, out™ I:)k, out* (2'10)
The relationship betwediP andPy ,;is given by
P oi = IIP, + 10logk. (2.11)

Since it is more customary to characterize a building block’s linearity throlgh
this will be used hereafter, even when only single-tone interferers are considered.

Receiver Noise Figure

The noise figure of a receiver determines how much noise it contributes, and is spec-
ified at the input of the receiver. Depending on system specifications such as refer-
ence sensitivity and the minimum necessary carrier- to-noise and interference ratio,
C/(N+1) in, the maximum receiver noise figure may be expressed as
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blocker

phase noise

signal corrupted

RF fie

Fig. 2.21. Reciprocal mixing due to phase noise in the LO signal.

NFrx <Pges—Lppt—C/(N+ )i+ 174dBm—10logBW.  (2.12)

HerePyesis the power of the desired signal in dB@V(N+1) i is the minimum nec-
essary carrier-to-noise+interference ratio in tgyis the insertion loss of the band-
pass filter in dB andW is the bandwidth of the signal in Hz. Note that this is the
noise figure for the receiver excluding the BPF at the input. Using

C/(N+l)in =9 - 12 dB

BW= 200 kHz

Lpp= 2 dB

Pges= reference sensitivity (-102 dBm)
Eq. 2.12 gives

N Fry <5 [dB]. (2.13)

Phase Noise Requirements

The mechanism that causes in-channel interference due to phase noise is called
reciprocal mixing. The blocking signal is mixed with the LO signal including phase
noise, and the tail of the resulting unwanted signal corrupts the desired signal at IF
(see Fig. 2.21).

From the blocking and adjacent channel specifications the phase noise require-
ments for the LO signal of the receiver can be deduced as

L(Af) = Py —P. (Af)—C/(N+ 1) —10log(BW) [dBc/Hz] (2.14)

int
whereL(Af) is given in [dBc/Hz] and is defined relative to the power of the carrier,

I.e. the LO signal power. Furthermou, is the offset frequency from the carrier and

Pint is the power (in dBm) of the blocker which is locatedMifrom the desired sig-

nal. In the derivation of the above equation it was assumed that the phase noise has a
constant power spectral density over the bandvith
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The blocking specifications as a function of the offset frequency as shown in
Fig. 2.15, and the minimum desired sigiglL.sbeing -99 dBm, result in the follow-
ing table of phase noise requirements.

TABLE 1. GSM ReCEIVER PHASE NOISE REQUIREMENTS

Af [MHZz] 0.2 0.4 06-08 08-16 16-3 > 3| out-of-band

L [dBc/HZ] -74 -106 -121 -121 -131 -141| _1642

a. Assuming no filter is present at the receiver input

The requirements fakf > 3 MHz and out-of-band are considered to be the most crit-
ical for a fully integrated CMOS VCO/frequency synthesizer [34].

Image Rejection

Image rejection can be seen as a special case of blocking signals, since the strength
of the image signal is given by the blocking requirements. As was presented in para-
graph 2.2.1, the image is located ab,2 from the desired signal abgze (see Fig.

2.3).

From the GSM specifications it follows that an image rejection of 110 dB is nec-
essary, assuming that the image frequency falls out of band, i.e. an IF of more than
10 MHz. Several measures can be taken to achieve this, besides using a highly selec-
tive band pass filter (BPF) preceding the LNA. Some alternatives, such as image
reject mixing, were discussed in chapter 2. Another alternative strategy is to use the
so-called ‘spurious response frequencies’ [7]. These are defined in the GSM specifi-
cations as exceptions for the blocking signals, with a non-predefined frequency, so
that the blocking requirement decreases from 110 dB to approximately 80 dB. These
exceptions can also be used as a solution for problems with the internal spurious
response (see section 2.4). However, since the number of exceptions is limited, uti-
lizing them for the aforementioned two problem areas may conflict.

Cross Modulation

If two signals are fed into a non-linear system, amplitude variations of one signal can
appear in the other signal. The effect of this cross-modulation is similar to the effect
of desensitization. The amplitude of the desired signal is modulated, possibly lead-
ing to this signal being blocked. Again, this is determined by the system non-linear-
ity in combination with the blocking specifications.
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The influence of system specifications on design parameters is summarized in
table 2.

TABLE 2. SYSTEM SPECIFICATIONS VS RECEIVER DESIGN ISSUES
g
o
o
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Blocking characteristics Xl X| X X X
Adjacent channel signals
Intermodulation characteristigs X
Reference sensitivity level X | X [ X |[X [ X [X |X
Bit Error Rate X | X [ X [ X |[X [X [|X
2.4. FREQUENCY PLANNING

Receiver frequency planning related to intermodulation problems [20], [12], [13],
[35], [36], [37] is analyzed in this section, taking into account the GSM in-band and
out-of-band blocking specifications as shown in Fig. 2.15. The analysis is focused on
the front-end of a heterodyne receiver, and a relatively High> 10 MHz is
assumed. The analysis relates building block design parameters to both communica-
tion system specifications and predefined or predictable receiver parameters. The
impact of the use of filters in a receiver and the consequences for the frequency plan-
ning of the receiver are clearly demonstrated.

24.1. A FRONT-END M ODEL
A typical receiver front-end was depicted in Fig. 2.14. The IF block may consist of a
programmable gain amplifier (PGA), an IF filter and a second downconversion
mixer, followed by a channel select filter and an ADC, but is not specified further at
this point. Three main harmonics problem areas can be defined in the front-end:
* Non-linearity in the LNA. This causes different frequency components to occur at
the output of the LNA, at,, 2f,, 3fi, etc. wherdi, can be an interfering signal or
a desired signal.
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Fig. 2.22. Generation and mixing of harmonics in a receiver front-
end.

* Non-idealities in the frequency synthesizer (such as harmoniggof of the ref-
erence frequency). Harmonics ffy appear at 8, 3f o, 4f o etc. The even-
order LO harmonics are assumed to be 40 dB below the fundamental due to
imperfections in the differential LO path. A square-wave differential LO has odd-
order harmonic components with amplitudes of 1/3, 1/5, etc. (i.e. 10 dB, 14 dB
lower harmonic output signal). The reference frequency from a crystal oscillator is
ignored at this time.

* Non-linearity in the IF block. Mixer output signals ft;, can generate harmonics
at Xnive i €tC. The non-linearity of the mixer has been incorporated in the ‘IF
block’, i.e., it is assumed that a signal is first downconverted after which non-lin-
earity occurs. This is a simplification and an issue to be investigated further.

The above described sources of non-linearity are illustrated in Fig. 2.22. If the fol-
lowing equation is satisfied, the interferer falls on the desired signal [13]:

finterr = (Nf o fig/m)/k or kf =nf oxfe/m (2.15)

interf

wherefio(f is the frequency of an interfering signal, akidn andn are integers rep-

resenting the non-linearity of the LNA, the IF block and the LO signal, respectively.
In Fig. 2.23 a more extended model of the basic front-end is shown. The LNA

input matching network, causing attenuation, has been incorporated in the term

~ LNA LO (L) block
~ IF bloc
T BPF I >~ IRF

~

c—EDE— A

P
-~

/

| - Mixer
L7 Gina

Py LnA
Attyp(Af) Attina(Af)

Fig. 2.23. Block schematic of a receiver front-end incorporating gain,
attenuation and non-linearity of the building blocks.

Lgpe Gmixer P F
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Aty (Af), while the attenuation caused by the output tuning network is included in
the termAtt,4(Af). The amount of LNA input attenuation is dependent on the type of
LNA; for a Common-Source amplifier the attenuation may be a few dB, while for a
Common-Gate amplifier with its broadband input matching no significant attenua-
tion will be seen. The loss of the IRF is incorporated in the mixer §@ifixerap Ln
represents the relative loss of thidd LO harmonic compared to the LO fundamental.
For each combination af, k andm the parameters indicated in this block schematic
will be weighted differently, as will be shown in the next section.

2.4.2. MAIN M ECHANISMS FOR DISTURBANCE FROM SPURIOUS SIGNALS
Different mechanisms can be distinguished for different combinationsloandm
as defined in the previous section.
* Mechanism 1n>1,k>1,m=1 or kf, ..,y = nf o= f
A harmonic of the interferer is downconverted with a harmonic of the LO signal.
This mechanism depends on the linearity of the LNA, the suppression by various
filters and the non-ideality of the frequency synthesizer.
* Mechanism 2n>1,k=1,m=1or f, ..+ = nf o ¢
An interferer is downconverted with a harmonic of the LO signal. This mechanism
is dependent on the frequency synthesizer non-ideality and the suppression by the
filters before the mixer.
*  Mechanism 3k=n=1,m>1or f; ;. = f oz fig/m
The non-linearity of the blocks after the mixer causes the downconverted inter-
ferer to fall onf,z. This mechanism depends on the suppression by the filters and
the linearity of the IFblock.
*  Mechanism 4k>1 (n, marbitrary) or kf; ...+ = fre
An interferer located at a subharmonicfgf produces a component fa{- before
mixing. This mechanism is only dependent on the non-linearity of the LNA and
suppression by the filter before the LNA.

Various combinations of mechanisms can occur as well. However, the effect of these
combinations will be negligible in practically every case, since with every mecha-
nism the magnitude of the disturbing signal component is reduced. Therefore the
analysis is limited to the aforementioned cases.

If n=k=m=1 in Eq. 2.15, it follows thaff, ..+ = f 0% f,r and the interferer is
either a co-channel interferer or an image signal. These issues were discussed in the
previous paragraph. Another special case is the so-chi#felF problem[6]. An
interfering signal in betweelpeandf o, i.e. f,,..s = (f ot frp)/2 (See Fig. 2.24)
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Fig. 2.24. lllustration of the ‘half-IF’ problem.

may fall onfg, by means of mechanism b=k=2, m=1) or mechanism 3nEk=1,
m=2).

Mechanism 1: Mixing of LO Harmonics with Interferer Harmonics

For mechanism 1 the intermodulation products originating from the LNA non-linear-

ity are multiplied with LO harmonics. The products of this multiplication can fall
directly on fiz. Eq. 2.15 becomesf; .+ = nf g% f;g MEL). In order not to
degrade the performance these terms must have less power than the desired signal by
a margin ofC/(N+l) i, the carrier-to-noise and interference ratio:

I:)interf, IF < I:)des IF_C/(l\I + I)min (2-16)
The desired signal at the output of the mixer is given by:
Paes iF = Paes—Lapr* GLnat Cmixer (2.17)

where G \a and Gyixer are the power gain of LNA and mixer, respectively. The
interfering signal, downconverted with mechanism k&8, is then given by:

I:)interf(IF) = 3Pinterf _3LBPF_3Attbpf(Af) + GIna_2|”:)3, LNA

— Aty o(Af5) =Ly + Gpiyer— 10dB 2.18)

where
Pinterf = power of interfering signal
Lppt = insertion loss of the band pass filter in the GSM receive band
Attyp(Af) = attenuation of the BPF (frequency dependent), including the attenuation of
the LNA input matching network

P flo 3o Sfo

finterf I(finterf f

Fig. 2.25. lllustration of mechanism 1.
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Af = distance of interferer to the GSM receive band (935 - 960 MHz)

Att(Afg) = attenuation of the LNA output + image reject filter between LNA and
mixer (frequency dependent)

Afy = distance of "§ order harmonic at LNA output to the GSM receive band

L, = relative loss of theth harmonic of the frequency synthesizer relative to the funda-
mental

Pg4es= Smallest desired signal (-99 dBm)

More generally, fokth order intermodulation the interfering signal at the mixer out-
put is

P = k(P;

interf ~ Cbpf ~ Atty (A1) + Gy, — (k=1)(11P + 10logk)

interf, IF (2.19)

— Alttin,(af K ~Ln* Cmixer

An expression can now be derived for mechanism 1 giving a criterionhRQiof
the LNA:

k k 1
Py Lna™ =7 Pintert = Lopr = g Attopr(AT) — =7 (Attno(Afy) + L)
1 __C O
1010g(K) ~ =7 Paes (N + Dminl) (2.20)

whereC/(N+1)min is 9-12 dB for GSM. For a single-ended LNAP, andlIP3 are
generally considered to be the most critical.

If the circuit parameters such #®, are known, Eq. 2.20 can be used to deter-
mine the required BPF attenuation by rearranging it as:

k-1
interf_T

_k%l(llPk+ 10Iogk)—%a3des—ﬁming
If all circuit parameters including the BPF attenuation are known, the distance in fre-
guencyAf can be considered to be the unknown variable. The desired signal and
interferer are compared after downconversion, and both the attenuation of different
building blocks and the interferer specifications are frequency dependent. Thus, it
depends on the choice of IF whether the above requirements will be met. This may
be seen from Fig. 2.25; ff is smaller, § o will lie at a higher frequency, and more-
over, the frequency of a possibly disturbing harmorfig,s3; will lie closer to the
new 5 o sincefg is smaller, resulting in a higher frequency fdj,a+. Thus,finters
will be higher as well, and this interfering signal will most likely have undergone a
larger attenuation from the band pass filter.

1
Atty o (AF) > P L~k Attna(BF) + L) (2.21)
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Fig. 2.26. Mechanism 2 illustrated.

This is elaborated further in Paper Ill.

Mechanism 2: Mixing of an Interferer with an LO Harmonic

An interferer, located at a relatively high frequency, may be downconverted with a
harmonic of the LO, and appearfgt, according tof; .., = nf o* f; . This mech-
anism is independent of LNA or mixer non-linearity, because the fundamental of the
interfering signal is involved. Therefore, a slightly different expression follows:

C
Pinterf - Attbpf(Af) - Attlna(Af) - Ln < Pdes_ mmin (222)
or
C
I-n > I:)interf_’a‘ttbpf(mc) - AtJ[Ina(Af )_Pdes+ mmin- (2.23)

The ability to deal with these interferers is dependent on the ideality of the fre-
guency synthesizer and the attenuation of different parts (such as filters). With this
mechanisn\f will be large, resulting in a large attenuation.

Mechanism 3: Harmonics of Downconverted Interferers

An interferer that is downconverted fg-/m, suffers frommth-order non-linearity
after the mixer and produces a componentatThus,k=n=1, m>1. The most criti-
cal interferer is situated in betwe&ry andfgg closest td| 5. An interferer located
at the other side ofi o could downconvert to the samé-|/m , but this interferer

erer

i~
W
In

H 2nd 3rd

| 4 A

IIII f
f”: fLO \_/ fRF

Fig. 2.27. Schematic representation of mechanism 3.
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will be subject to more suppression from the filters since the distance in frequency to
the RF passband is larger.

For this mechanism a similar expression as for mechanism 1 has been derived,
expressing the requirdtP ,, |- of the IF block in other front-end parameters:

m m
I:)interf - prf - mAttbpf(Af) Tm-— 1Attlna(Af)
(2.24)

m

P> ——

1 C O
—10log(m) — m%des_ mminm-l_ Gmixer+ Gina

The IF blocks generally are fully differential (see for example [10]) so that even-
order non-linearities are cancelled to the first order. Thereftig, - will presum-
ably be 20 dB higher thalP 3 ¢ and thus the case for=2 will have considerably
less impact.

Mechanism 4. An Interferer Located at a Subharmonic of the Desired Signal

This mechanism describes the case when the interferer is located at a subharmonic of

the desired signal, and a harmonic appeafg@before the mixer (see Fig. 2.28). No

downconversion is involved, and only the non-linearity of the LNA is of importance.
For this mechanism it has been derived that:

k k
WP ina™ =7 Pintert = Lopt = 7 Attopr(AT)

. c (2.25)
_ __+ __ < 0

10|Og(k) k_la:)des (N + |)minD

Af will be larger for this mechanism than for mechanism 1 or 3, resulting in a larger
attenuation. Since in most cases a BPF is used after the antenna, this mechanism has

very limited impact.

Practical calculation examples including representative BPF and IRF and building
block characteristics were presented in [1] and in Paper lll.

@
ol &
@
i 2nd  3rd

Fig. 2.28. Mechanism 4 depicted.
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Summary

The mechanisms discussed above lead to distortion of the desired signal at different
points in the receiver. In some cases, such as mechanism 1 and 3, this can be allevi-
ated by the choice of intermediate frequency, IF. This determines the LO frequency
as well as the operating frequency of the IF blocks. The filter attenuation characteris-
tics have a large impact on the resulting IF frequency ranges, as have the building
block non-linearities. Mechanism 2 may be the most critical one, since it is only
dependent on filter attenuation and LO harmonics. The choice of a specific IF does
not have any significant effect on this mechanism, although it is slightly better to
choosed| o > fre than vice versa.

If an image-reject filter is used, then mechanism 1 and 2 will hardly play any
role and mechanism 4 will not be that severe. However, due to other considerations,
such as reduction of the number of external components, this is not the most desir-
able solution. For GSM, a possible solution may be to use the blocking exceptions
(‘spurious response frequencies’ with an input level of -43 dBm [7]), where the
exceptions can be redefined for each GSM channel.

In Paper Il the above theory is described and applied to a GSM receiver, supported
by measurement results.



CHAPTER 3

TRANSMITTERS FOR MOBILE HANDSETS

3.1. INTRODUCTION

In this chapter an overview is given of the most common transmitter architectures as
well as some more unusual ones. It is followed by a brief discussion on the impact of

communication system specifications on transmitter requirements, as well as trans-
ceiver disturbance issues and frequency planning. Special attention is given to power
amplifiers, the most challenging building block of an integrated CMOS transmitter.

3.2. TRANSMITTER ARCHITECTURES

The main task of a transmitter is to submit a signal to the antenna at a certain fre-
guency, with a certain power and a certain modulation. Moreover, the signal should
not disturb communication in other bands or channels too much. These requirements
are set in the communication system specifications. As in receiver design, a balance
must be found between performance and issues such as complexity, number of exter-
nal components and power consumption.

3.2.1. DRECT CONVERSION TRANSMITTERS

A direct conversion transmitter has a single upconversion stage (see Fig. 3.1 and [6]).
The baseband (BB) signal is first modulated, then upconverted to the desired RF fre-
guency by means of a mixer stage driven by an LO signal. The RF signal is then
amplified in the PA to get sufficient output power. A band-pass filter may be used
between the mixer and the PA in order to prevent the LO harmonics from reaching
the antenna. The matching network (MN) between the PA and antenna, which may
be either integrated or off-chip, transforms the impedance of the antenna to an opti-
mum load impedance for the PA. Also, a band-pass filter or duplex filter may be used
between the matching network and the antenna. A duplex filter provides band pass

33
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BPF/ T-'\’F ;
_BB | modulator MN j—{duplex LO

Lo —

rRE

VCO f[Hz]

a. b.

Fig. 3.1. A direct conversion transmitter, a). architecture, b). direct
upconversion in the frequency domain.

filtering for both receiver and transmitter, and moreover, it provides isolation
between the two parts.

In most communication systems the baseband signal is double side band and
asymmetrical around 0 Hz, and is therefore modulated to consistleaalQ- part,
so-called quadrature modulation. In that case the upconverter generally consists of
two parallel mixers, driven by LO signals with 9phase difference (quadrature mix-
ers), and an adder, as depicted in Fig. 3.2.

The main advantage of a direct conversion transmitter is its simple structure,
which makes it suitable for integration. A disadvantage of this architecture is that the
PA output has the same frequency as the VCO (LO). Especially in cases when the
two building blocks are parts of a single-chip transmitter and if the isolation between
the VCO and PA is not perfect, the PA signal may disturb the VCO signal, a mecha-
nism called injection pulling or injection locking (see par. 3.6, [6], [38] and [39]).
This problem is more severe the closer the two signals are in frequency. Strategies to
alleviate this problem are discussed in sections 3.2.2 and 3.6.

3.2.2. TWO-STEP TRANSMITTERS

In analogy to heterodyne receivers, also in transmitters an architecture with two
mixer stages may be used (see Fig. 3.3), called a two-step transmitter [6]. The modu-
lated baseband signal is first upconverted to a frequengy, where

BB,
LO
BB / BPF/ T?F
mod. VCO e— » MN —duplex
LO
Q
BBo

Fig. 3.2. A direct conversion transmitter with quadrature modulation.
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BB,
- LOy BPF BPE BPF/ T-'\’F
— mod. VCO, 6—)— % — — % — MN —duplex

BBo LO10 LO2

Fig. 3.3. A two-step transmitter architecture.

W = Wggt W ;- A band-pass filter is then typically used to suppress IF harmon-
ics. The second mixer stage upconverts the IF signal to the RF frequency:
WRre = W oot W . However, a similar signal is created at the image frequency
W oz — Wi - This signal must be filtered out by the band-pass filter between the sec-
ond mixer and the power amplifier.d§ o, is low, these two signals are close to each
other in frequency, and thus a high-quality off-chip BPF may be necessary. Alterna-
tively image-reject mixing may be used in analogy to image rejection in the receiver.
Another problem is LO leakage; the LO signal must be suppressed by filtering or
other means.

An advantage of this architecture is that the PA output is not operating at the
same frequency as any of the VCOs. Moreover, quadrature upconversion and addi-
tion occur at a lower frequency(g instead ofwrg), thus with possibly better I- and
Q matching. Disadvantages are its complexity, the necessity for two LO signals and
the large number of filters.

3.2.3. DRECT-M ODULATION TRANSMITTERS
In some communication systems such as GSM [40], [41] and Bluetooth [42], con-
stant-envelope modulation schemes are used. This allows for so-called direct modu-
lation, i.e., the baseband signal operates on the control voltage of the VCO. The
VCO then generates a modulated RF signal directly, without any need for upconver-
sion mixers. The number of filters may be reduced as well (see Fig. 3.4).

If a frequency synthesizer (FS) is used to stabilize the VCO output frequency,
the direct modulation may be compromised by the feedback loop. Thus, in transmit

VCO
BB BPF/ T?F
—— mod. @ MN —duplex

Fig. 3.4. A direct modulation transmitter architecture.
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mode the FS loop must be open. Alternatively the baseband signal can be added
either to the reference signal or in the feedback path, thus employing the feedback
loop to modulate the output signal [40], [43]. In this way the wide-band noise at the
reference input may be suppressed by the FS loop, reducing the need for a duplex fil-
ter so that a simple RF switch may be used instead [40].

3.2.4. HARMONIC TRANSMITTERS

Instead of using the fundamental LO signal and amplifying the resulting fundamen-
tal RF signal, higher-order harmonic signals may be used as the main LO signal. So-
called harmonic mixing has been applied mainly in receivers, where a harmonic of
the LO signal was used to drive the downconversion mixer. This harmonic was gen-
erated by a non-linear circuit, such as an anti-parallel diode pair [44], [45], [46],
[47], or an amplifier [48]. In this architecture the VCO and PA will operate at a dif-
ferent frequency.

Another strategy is to use frequency multiplication in the PA. Since the multipli-
cation occurs in the signal path, this may have a severe impact on the signal content.
If frequency doubling is used in a narrowband FM system, h?’.xBB(t)dt «1 , the
input signal is given by x(t) = Acosmct—Amsin(wct)IxBB(t)dt , Wheren is the
modulation indexxgg(t) is the baseband signal ang is the (angular) frequency of
the carrier signal. The second order output signal may then be written as:

(1) = AZ[DC + %cos(Zooct) — msin(2ew,t) J’xBB(t)dt} (3.1)

Thus, for a narrow-band system th& ®rder harmonic carries the same signal infor-
mation as the fundamental. Frequency doubling in the signal path is possible for FM-
like modulation systems such as frequency shift keying (FSK) and Gaussian mini-
mum shift keying (GMSK, used in GSM [7], DECT and Bluetooth [8]).

If an amplifier is used to generate the higher-order harmonic, then direct modu-
lation may be used as shown in Fig. 3.5; also in this way the PA and VCO operate at
different frequencies. One of the disadvantages is that a harmonic usually is smaller
than the fundamental. A power amplifier with a stroryy' 2rder component was
described in [49].

VCO

BB . . fout=Kfin

Fig. 3.5. A direct modulation transmitter with frequency multiplica-
tion.
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In Paper V a CMOS power amplifier with internal frequency doubling is described.

3.3. TRANSMITTER REQUIREMENTS

Important communication system specifications for the transmitter, such as adjacent
channel leakage power ratio (ACLR), spectral mask requirements, receive band leak-
age and spurious emissions, determine transmitter properties such as noise and lin-
earity, and thus building block parameters such as VCO phase noise and PA noise
and linearity.

3.3.1. TRANSMITTER NOISE AND NON-LINEARITY
Linearity Requirements

Power amplifier (PA) non-linearity largely determines the out-of-band emission of
the transmitter, while non-linearity in other building blocks such as mixers may con-
tribute as well. Like for the total receivéliP ; presented in par. 2.3.1, the same equa-
tion is valid for the transmitter chain:

2

1 _ 1 Av1 + Av22 DA‘V32

= +
(P53 0°  (IP5 % (IIP5 )% (IIP5 )°

In case of the transmitter the output related intercept point is of more interest:

+ ... (3.2)

2 2 2
1 _ 1 E 1 + Av1 +Av1 Dsz + E
2 2 2 2 O
OlP 2 2 24 OANP P P
3, tot %Aw A, DAy D"DE( 310 (IIP3 )" (1IP33) O
(3.3)

whereA,; is the voltage gain antP; the input-related 3rd order intercept point of
blocki. From this equation it can be seen that the non-linearity of the last block - the
power amplifier - will dominate the transmitter non-linearity. It must be noted that
for highly non-linear amplifiers there is no generally valid relationship betéen

and adjacent channel leakage power ratio (ACLR) - the main UMTS transmitter
specification related to linearity [9]. Generally, the PA is characterized by its ACLR,
which should be a few dB below the total required ACLR in order to allow for some
non-linearity in other building blocks.

Output Noise

Transmitter output noise can be described as a composition of thermal noise and
phase noise, where thermal noise determines the noise floor and phase noise causes
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TX signal
@ BB 7
PA <7 thermal noise
phase
noise
A VCO duplex ———
f, —> f
a. b.

Fig. 3.6. Transmitter, a). common architecture, b). the output signal
spectrum including noise.

additional noise around the output signal carrier frequency (see Fig. 3.6). Thermal
noise is constant in the frequency domain (so-called 'white noise’), while phase
noise originates from the VCO and forms ’skirts’ around the carrier frequency hav-
ing a certain frequency dependency [29], [27].

The transmitter output noise requirements are mainly bound by emission
requirements, but also by the receiver noise floor, in case of a non-TDD system such
as UMTS, where transmitting and receiving occur simultaneously. Taking UMTS as
an example [9], assuming that no duplex filter is present and that no other noise or
distortion is seen at the receiver input, the output noise power requirement for the
transmitter becomes -167 dBm/Hz. With a duplex TX-to-RX isolation of 50 dB this
will be -117 dBm/Hz. Using the out-of-band spurious emission specifications, the
toughest requirement (from the frequency range 935-960 MHz) becomes -129 dBm/
Hz without duplex filter. A duplex filter attenuation of 40 dB in this frequency band
eases this requirement to -89 dBm/Hz. From the above figures it can be seen that a
duplex filter is hard to avoid for UMTS. In paragraph 3.3.3 more calculations are
presented.

3.3.2. Y'STEM SPECIFICATIONS VS . TRANSMITTER REQUIREMENTS
Adjacent channel / spectral mask requirements

In constant-envelope systems such as GSM the transmitter power emission is gener-
ally limited by the spectral emission mask requirements (see for instance [7], [40]),
while in variable-envelope systems such as UMTS dldgcent channel leakage
power ratio(ACLR, see [9]) is given as well.

The ACLR is simply defined as

P .
ACLR= —2d4 (3.4)

channel
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Fig. 3.7. a). Adjacent Channel Leakage Power Ratio illustration, b).
spectral emission mask illustration.

where PehanneliS the power in a channel of a certain bandwidth according to the
communication system specifications, &gl; is the power in one of the adjacent
channels, as indicated in Fig. 3.7a. It is a measure that comprehends all distortion
appearing in the adjacent channel. Intermodulation contributes heavily to ACLR.
Thus, when increasing the signal power, the power in the two adjacent channels
(AC1 and AC2) will increase faster than that in the desired channel, in accordance
with Fig. 2.13, and the ACLR decreases for increasing output power. This is also
called 'spectral regrowth’. In system specifications, ACLR is therefore specified for a
certain output power.

Spectral mask requirements limit the transmitter output signal spectrum close to
the desired signal, as is illustrated in Fig. 3.7b. Both the ACLR and the spectral emis-
sion mask have an impact on the transmitter noise and linearity requirements. Calcu-
lation examples will be presented in section 3.3.3.

Out-of-band emissions

Besides limited disturbance to adjacent channels, the disturbance from the transmit-
ter to other communication systems must be limited as well. This is ensured by
means of the out-of-band emission requirements. For instance, UMTS has emission
requirements for the GSM and DCS bands [9].

A mobile user may be disturbed by a neighboring handset, for instance when
handset 1 is transmitting with high power, and handset 2 tries to receive a small sig-
nal at the same time. Since in some systems the two handsets may operate indepen-
dently, the “send” time slot of handset 1 may coincide with the “receive” time slot of
handset 2, even for a TDD system. This is illustrated in Fig. 3.8.

Because of the separation in frequency between the transmit and receive bands
for GSM, this mechanism is determining the far-out phase noise requirement. In the
Bluetooth system, communication does not pass through a base station. Instead each
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Fig. 3.8. a). The transmitted signal of handset 1 is disturbing the
received signal of handset 2, b). Frequency domain illustration.

device can be a master or a slave in a point-to-point network. Transmitting and
receiving occur in the same frequency band, and thus it is a non-FDD system.

In analogy to the receiver phase noise requirements, which are largely deter-
mined by blocking specifications, these out-of-band emission specifications play a
large role for transmitter phase noise specifications.

Transmitter Feedthrough

Another problem of transceiver design is transmitter feedthrough: a high-power TX
signal leaks through the duplexer and disturbs the signal to be received by the LNA
(see Fig. 3.9). This phenomenon is only problematic for systems where the transmit-
ter and receiver are operating simultaneously, i.e. non-TDD systems such as UMTS/
FDD [9], CDMA-I and CDMA-II [50]. Communication systems such as GSM and
Bluetooth use TDD and will thus not be affected by this problem. Since the
feedthrough is disturbing the received signal, receiver specifications such as sensitiv-
ity level and maximum BER come into play.

The influence of system specifications on transmitter design parameters is sum-
marized in Table 3. Moreover, system properties such as duplexing scheme (TDD/

NA

e
-

Duplexer VCO
L PA

Fig. 3.9. Feedthrough of the transmitter signal into the receiver.
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FDD) have an impact on the required transmitter phase noise and linearity, as will be
shown in the examples below.

TABLE 3. SYSTEM SPECIFICATIONS VS TRANSMITTER DESIGN ASPECTS

o
o | O
N2
2 8|2
o S
8158
8|2 |%
= | X
<3 |F
>
|_
Adjacent channel leakage power ratio X X
Spectral emission mask X X
Out of band emission requirements X X
RX reference sensitivity level
Output power levels X| X| X

3.3.3. TRANSCEIVER CALCULATION EXAMPLES
Noise and Distortion Related to Receiver Noise Floor

The effect of all noise and distortion related to the receiver noise floor will be shown
by means of a UMTS example. The total noise and distortion in a 3.84 MHz channel,
Pntor at the receiver input must be lower th&g,—E,/N,+PG-IL = -101dB
where the duplexer insertion losk is estimated to be 2 dB, and the following
parameters have been used [9]:

TABLE 4. KEY UMTS RECEIVER'TRANSMITTER SPECIFICATIONS

parameter description value
Pdes RX minimum desired sign&l -117 dBm
Pout TX output poweP 24 dBm
Ep/N; RX combined received energy per infor-6 - 7 dB

mation bit to effective noise psd ratio necf51], [51]
essary to meet BER specification

PG processing gain (chip rate/bit rate) 25 dB
BW channel bandwidth 3.84 MHz

a. In the so-called Dedicated Physical Channel, DPCH.
b. The maximum transmitter Class 3 output power.
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________________

NRrx RX
Ni, ' : Pges = desired signal
t 1
<7 : Nrx = RX noise (at input)
Ny RX
Pdes RN N, = thermal noise
Ntx.rx = noise from TX to RX

D = distortion

Fig. 3.10. The noise and distortion signals seen at the receiver input.

Taking into account receiver noise, leakage of transmitter output noise to the
receiver input and distortion reaching the ingey, ;o can be expressed as (see Fig.
3.10):

PN, tot = 10l0og(100KT) + 10log(BW) + 10log(Fry + N1y _gx*+ D)
<-101dBm (3.5)

whereFgrx is the noise factor of the receivé¥y_rxis the noise leaked from the

transmitter to the receiver input normalized T4, andD is the normalized total

distortion reaching the receiver outpltis Boltzmann’s constant (1.38x%8 J/K)

andT is the temperature of operation, assumed to be 300K. Thus, for the noise and

distortion at the receiver input, i.@0log(Fry+ Nty _rx*t D) , 7 dBisleft [51], [52].
Ntx.rx IS dependent on the isolation of the duplex filt&0y,,, and may be

expressed as

2
Vix

N =
TX=RX 150y, HKT Rg

(3.6)

WherevtzX (in \/2/Hz) Is the noise at the transmitter output in the receiver frequency
band. If it is assumed that the transmitter noise and distortion contribute equally and
may each contribute 5% to the total noise at the receiver input, the transmitter ther-
mal noise should be -180 dBm/Hz, or -130 dBm/Hz with a duplex filter isolation of
10° (50 dB). Moreover, the receiver noise figure should be less than 6.5 dB.

The transmitter to receiver leakage is problematic for systems where transmit-
ting and receiving occur simultaneously, such as UMTS.

Transmitter Phase Noise Requirements to meet the Spectral Emission Mask

The spectral emission mask limits the emission close to the desired signal, and thus
limits the allowed close-in phase noise. This is illustrated in Fig. 3.11. The phase
noise requirements may be expressed as follows:
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TX output signal:
BB p g
m spectral

PA <7 emission
A VCO ?

mask
Fig. 3.11. Spectral emission specifications determining the phase
noise requirements.

L(Af) = P, (Af)—10log(BW) (3.7)

whereP, is the relative power to the desired signal power at a certain distsince
from the carrier frequency, an@dW is the measurement bandwidth as used in the
specifications. For the GSM system, the phase noise requirements of the transmitter
VCO are given in the table below.

TABLE 5. GSM TXPHASE NOISE REQUIREMENTS TO MEET THE SPECTRAL EMISSION MASK
SPECIFICATIONS[7].

Af [MHz] 0.2 0.4 1.8 3 6

L [dBc/HZz] -75 -105 -113 -115 -121

The spectrum mask and spurious requirements for Bluetooth result in the following
close-in phase noise requirements:

TABLE 6. BLUETOOTH TX CLOSEIN PHASE NOISE REQUIREMENTS TO MEET THE SPECTRAL
EMISSION MASK SPECIFICATIONYS8].

Af [MHz] 0.5 1.5 >2.5

L [dBc/HZ] -80 -100 -120

However, it must be noted that spectral emissions are mainly due to non-linearities in
the PA. The VCO phase noise should therefore be well below these limits.

Transmitter Phase Noise Requirements to meet the Out-of-Band Emission Limits

As explained before, the transmitter out-of-band emissions are limited especially in
the receive band and in frequency bands where other systems operate. For GSM, the
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most stringent requirements are in the GSM receive band. They result in certain far-
out transmitter phase noise requirements, which are given in the table below:

TABLE 7. GSM TXPHASE NOISE REQUIREMENTS TO MEET OUDFBAND EMISSION
SPECIFICATIONS[7].

Af [MHz] 102 20

L [dBc/HZ] -122 -139

a. Emission specified for the frequency
range 925-935 MHz.

b. Emission specified for the frequency
range 935-960 MHz.

If a duplex filter is present, the VCO phase noise requirements are eased according to
the attenuation from the duplex filter. For a typical GSM duplexer this would amount
to more than 30 dB [16].

For UMTS the out-of-band emissions are even specified in the GSM and DCS
bands. Both the resulting phase noise and output noise requirements are presented in
the table below.

TABLE 8. UMTS TX FAR-OUT PHASE NOISE AND OUTPUT NOISE REQUIREMENTS TO MEET
OUT-OF-BAND SPURIOUS EMISSION SPECIFICATION{9].

925-935 935-960 1805-1880
f [MHzZ] A140)
L [dBc/Hz] -101 -113 -105
noise powePy [dBm/HZz] -7 -89 -81

Once again, other noise and distortion are not taken into account.

The out-of-band emissions are related to the problem of neighboring handsets.
Taking GSM as an example, if one handset transmits the maximum allowable output
power and a close-by handset wants to receive the smallest signal, the following
equation may be used to determine the phase noise requirements:

L(AF) = PgegPou+ Attgup(Af)=C/ (N + 1), — 10log(BW) . (3.8)

Because of the separation in frequency between the transmit band and receive
band for GSM and UMTS, this mechanism determines the far-out phase noise
requirement. Relevant parameters are given in Table 9 [7].

1. Atypical UMTS duplex filter is assumed, having an attenuation of 40 dB [16].
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TABLE 9. GSM RX/TX SPECIFICATIONS

parameter description value
Pdes RX minimum desired signal -102 dBm
Pout TX maximum output power 33 dBm
C/(N+D)min RX required carrier to noise and interference ratio 9 -12 dB
BW Channel bandwidth 200 kHz
Af TX/RX band separation 20 MHz
Attyyp(Af) Duplexer attenuation in RX frequency range 40 dB [16]

This results in a transmitter phase noise requirement of -160 dBc/Hz at 20 MHz.
Without a duplex filter this decreases to -200 dBc/Hz.

Arguably the TX output power used in the equation above may be chosen as 0
dBm, since according to the GSM specifications the receiver has to function with a
maximum blocking signal of 0 dBm. For that case the minimum desired signal that
must be received increases to -99 dBm. Thus, the phase noise requirement without
duplexer becomes -164 dBc/Hz at 20 MHz [40]. From these examples it can be seen
that the spurious emission requirements do not include the worst-case situation
described above.

Transmitter Phase Noise Requirements due to TX-RX feedthrough

Besides the output thermal noise, also the transmitter phase noise may disturb a
small received signal, depending on the isolation from transmitter to receiver. For a
CDMA system, the phase noise requirements may be expressed as:
L (AF) = Pyeg—IL—Pgye+ 150y, (AF)~(Ep/ Ny + 10l0g (PG) — 10log(BW)
(3.9)
wherelsoyypis the isolation from transmitter to receiver at receive band frequencies.
For UMTS, the same parameters as in Table 4 were used. Additional parameters are:

TABLE 10. ADDITIONAL UMTS PARAMETERS

parameter description value
Af Minimum TX/RX band separation 135 MHz
IL Insertion loss of duplexer to RX input 2dB
IS0y Af) Duplexer isolation from TX to RX 50 dB [52]
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These parameters result in a transmitter far-out phase noise requirement of -141 dBc/
Hz at 135 MHz. Without a duplexer this would decrease to -191 dBc/Hz. This num-
ber is very unrealistic, both for a VCO and for a transmitter as a whole.

3.4. FOWER AMPLIFIERS

The power amplifier is one of the most crucial building blocks in a transmitter. Its
linearity determines spectral regrowth and spurious emissions while its efficiency
determines much of the efficiency of the transmitter. For medium or high output
powers it is a large contributor to the transceiver power consumption, and thus has a
large impact on the battery lifetime.

In this section a brief overview will be given of basic PA parameters, starting
with the PA classes, efficiency and linearity. For a more thorough description see
[53], [54], [55], [56].

3.4.1. PA Q.ASSES

The number of classes for power amplifiers and their properties may seem to be
exhaustive, with names such as A, B, C, AB, D, E, F, and S. However, these classes
can be divided in three groups, starting with A, AB, B and C, then D, E and F, and
treating class S individually.

Class A, AB, Band C

For the classes A through C the PA structure is the same (see Fig. 3.12), the only dif-
ference being the biasing point [55]. The DC current is supplied through the RF
Choke inductor (RFC), while capacit@p functions as a DC block, making sure

no DC current reaches the output. The input voltsigewill lie above the threshold
voltageVy, for a limited time, depending on the biasing level at the gate of the MOS-
FET, as illustrated in Fig. 3.13. For class A, the input voltage excéggas all times,

giving a conduction angle of 2m. For class B, the conduction angle is exactly

RFC

C
LPc "

+ I: | L é
Vi (D ! c, R

Fig. 3.12. A general class A through C power amplifier.
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halved tort A class AB amplifier has a conduction angle between these values, i.e.
2n<a <, and a class C has a conduction angle lessrthan

Equations for the DC curremg, the fundamental output curreljtand second
harmonicl, may be derived as a function af assuming the transistor can be mod-
eled as an ideal transconductance [53]:

_ I max _2sina/2 —acosa/2

loc = 21 1—cosn/2 (3.10)
a/2
I, = nJ’ m[cosﬁ cosu/ 2] cos0do (3.11)
—a/2
_ I max . o — sina
21t 1—cosn/2
and
a/2
= nJ’ m[cosﬂ cosa/ 2] cos26do (3.12)
—a/2
| max 1 0l 3a o0
= — +
21 1—cosa 2033 *SIN30

Herel,,axiS the maximum current drawn by the MOSFET. The ideal DC, fundamen-
tal and second-order components, normalizelgtg, are plotted in Fig. 3.14. It can

be seen that the fundamental output component is lower for clags<Gt than for
class A @ = 2m). The second-order component, however, is larger for class C than
for class A. This is logical as the former is a non-linear amplifier while the latter ide-

Class A: o = 2mt[rad]
Class B: a = mt[rad]
Class C: a < mt[rad]
Class AB: 21<a<rt [rad]

T Vin

Vth

Fig. 3.13. PA input voltage waveforms indicating conduction angle
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Fig. 3.14. Ideal normalized DC, fundamental and second order out-
put current as a function of the conduction armle

ally is perfectly linear. The paralldlC circuit (L; andC, in Fig. 3.12) passes the
desired output component while attenuating other tones. ldeally these tones do not
reach the antenna.

Class D, E and F

A class D power amplifier (see Fig. 3.15) is based on the use of transistors as
switches. The amplifier basically works as an inverter, with the PMOSFET supply-
ing current for a lowV;, and the NMOSFET supplying current for a higfy. The
signal at the drains of the two MOSFETSs is a square wave. The deZiRsetwork
stops undesired harmonics from reaching the antenna. The theoretical maximum
drain efficiency (see section 3.4.2) is 100%; non-zero ON-resistance of the switches
and finite switching speed will, however, reduce the efficiency [53], [55]. Output
power control or amplitude modulation is not possible without changing the supply
voltage.

In a class E amplifier, a single MOSFET is used as a switch. The output network
as shown in Fig. 3.16 gives the drain voltage a specific shape in the time domain, and
the component values must be chosen with care [57]. The voltage over the MOSFET

C1

Fig. 3.15. A class D power amplifier.
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RFC VDS
C, Ly

va | T _% R

>t T

Fig. 3.16. A class E power amplifier and voltage waveform for one
period T.

Is shaped so that it has both a value of 0 and a slope of 0 when the switch turns on,
thus reducing the power loss of the switch. The theoretical efficiency is 100%,
depending on the switch ideality. The power handling capability is limited since the
peak voltage is high, increasing the risk for breakdown in the MOSFET. Also, power
control or amplitude modulation is in principle not possible at a constant supply volt-
age.

The principle behind a class F power amplifier is a boosting of the higher-order
harmonics in order to decrease the peak voltage over the MOSFET when the current
IS maximum, thus decreasing the power consumption [58]. A simplified schematic
and ideal waveforms are shown in Fig. 3.17.

Also for this PA the MOSFET operates as a switch. The theoretical maximum
efficiency is 100%. Note that the only difference from a standard class A through C
PA (see Fig. 3.12) is the section formed by and C,, apart from the MOSFET
behaving as a switch in this PA. In classical microwave class F amplifier design a
transmission line is used instead of this section [30].

Class S

A class S PA basically is a class D PA with inpuilse width modulatioPWM),
where a sigma-delta modulator may be used for the modulation [59]. However, the

Vos| . ... ...
RFC !
C C2 ' ;
pc |_| . S>tT
— o
V.. + Ly Rp ’ \
in () L, Cy

>tT
Fig. 3.17. A class F power amplifier with ideal voltage over and cur-
rent through the MOSFET.
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desired modulation puts higher speed requirements on the switches, which makes
this class unsuitable for GHz range PAs. Technology advancements may allow for
these switching speeds, but this will come with increased power consumption,

decreasing the overall efficiency.

3.4.2. OrHER PA ISSUES
The knee voltage

The knee voltagey,,ee is the drain-source voltage at which the MOSFET starts to
operate as an amplifier. Assuming the PA consists of one single MOSFET (as in Fig.
3.12),Vineels the same for the PA as for the MOSFET. If a cascode stage is used the
PA knee voltage will be increased.

Traditionally the knee voltage is taken to be the voltage where the PA has
reached 90% of its drain current in a typical I-V characteristic (see also chapter 4).
However, if this is applied to a MOSFET, the knee voltage will be impairingly high.
A typical MOSFET definition would be the drain-source voltage where the FET
enters the saturation region.

One of the consequences\gf,¢cis a reduction of the maximum voltage swing
at the drain, from ¥pp to 2(Vpp-Viknea- This will have a negative impact on the effi-
ciency.

Efficiency

A key performance measure for power amplifiers is efficiency. Several definitions
exist. First, the drain efficiency is defined as

P
n = P°‘“ (3.13)
DC

i.e. the ratio of the output power to the DC power. Another definitiqroier added
efficiency(PAE):

Poui—P;
PAE= -2 T (3.14)
IDDC

Here the input power is taken into account as well. For a PA with a high power gain,

the drain efficiency and PAE will be almost equal.
For a class A amplifier the maximum fundamental output pd®gf ,a,iS given

by

5 _ Ima/max — | maxVbD (3.15)

out, max ~— 2 4
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whereina, andi,., are the maximum amplitude of the current and voltage swing at
the drain. It is assumed that the PA has an optimum load impedance, that the knee
voltage is 0 and that the MOSFET acts as a current source drawing a maximum cur-
rent ofl o« The DC power is given by
I oY
Ppc = =452 R (3.16)
so that the efficiency = 0.5 = 50%.

Similar derivations can be made for all classes. In the table below the theoretical
maximum efficiency is given for each class [55].

TABLE 11. THEORETICAL MAXIMUM DRAIN EFFICIENCY FOR PA CLASSES

PA class max. drain efficieney[%0]

A 50

AB 50-78.5
78.5
78.5-100
100

100

100

100

mw| MM m OlO|®

If the input power of the PA is lower than the input power associated with the
maximum output power, maximum efficiency is not reached. Assuming an ampli-

tude ofA at the drain, which sees a load resistaRgg, the output power of the PA is
A2

I:)Out(A) = 2R )
op

(3.17)

Here the knee voltage is ignored, and thus Vg L For class A amplifiers the DC
power is given by Eq. 3.16, resulting in an amplitude-dependent efficiency of

Pout(A) — A2
I:)DC,A Ropdl VDD

opt' max

N(A)A =

(3.18)

For class B, the DC power is

1. Assuming the output signal is voltage limited, not current limited.
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2 A
Pboc,s = ,‘.[RoptVDD (3.19)
resulting in an efficiency of
Pout(A) TIA
N(A)g = =2— = . (3.20)
8 I:)DC, B 4VDD

In Fig. 3.18 the amplitude-dependent efficiencies for class A and B are shown.
Assuming the PA is backed off with 3 dB, the amplitude of the output voltage is
reduced by a factor of2  [53]. The efficiencies for class A and B are then:

LEDDL - 25%andr|D\—/—D—DD = 56%. (3.21)

\V
0530, 055

Linearity

As was described previously, PA non-linearity is an important issue in transmitter
design, especially for systems with variable envelope modulation. The non-linearity
causes various problems, such as gain compression, intermodulation distortion, and
AM-to-PM (amplitude modulation to phase modulation) conversion. Both gain com-
pression and intermodulation distortion were already discussed in chapter 2; they
affect a power amplifier in a similar way, with some significant differences. The PA
is operated with large signals, implying that it is very likely operating in the gain
compression region. Thus, amplitude distortion will occur. Moreover, intermodula-
tion behavior is quite complicated in this region and will most likely not follow a 3
dB slope for & order intermodulation. Thus, the intercept point is of limited use for

a PA.

£ R .
n(A)

17 R .

Na

\/DD
S A
Fig. 3.18. The amplitude-dependent maximum efficiency for class A

and B.
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AM-to-PM conversion can be defined as an amplitude-dependent phase shift [6].
It is caused by signal-dependent device elements or non-linear resistances, such as
the MOSFET input capacitance and resistances in the depletion layer and junctions
(see also chapter 4). It is difficult to model these effects accurately, especially since
the device is operated at large signals. AM-to-PM conversion results in distortion at
the same frequencies as intermodulation distortion.

The ACLR for a transmitter was already discussed in section 3.3. Also for power
amplifiers the ACLR is often characterized, since it is a measure of the PA linearity
for which realistic signals are used.

3.5. TRANSMITTER LINEARIZATION

Depending on the communication system, the linearity of the transmitter may be a
crucial issue. In a system such as UMTS, where a variable envelope modulation is
used, a non-linear transmitter would cause a loss of signal information. In systems
using a constant-envelope modulation (e.g. GSM, Bluetooth), however, no informa-
tion is contained in the signal amplitude and linearity is not a critical issue [6], [53].
One way of achieving a better linearity is to back-off the power amplifier [53], i.e to
reduce the input signal. This gives a severe reduction in efficiency, and thus other lin-
earization techniques are preferred. In this paragraph a brief overview is given of
such techniques.

Predistortion

If the non-linear characteristic of the PA is known in advance, a 'reverse distortion’
may be added before the PA, as shown in Fig. 3.19. It must be noted that the non-lin-
earity of a PA may be difficult to predict and is dependent on many factors such as
process variations, temperature, impedances, etc. To have a fixed predistortion cir-
cuit may thus not yield sufficient improvement in linearity. However, in some appli-
cations even a few dB increase in linearity may be significant. More elaborate

pre-distortion

circuit PA
BB
mod.

LO

Fig. 3.19. Predistortion linearization technique.
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Fig. 3.20. Feedforward linearization technique.

predistortion techniques may be used, incorporating for instance feedback loops and
look-up tables [53].

Feedforward

In a feedforward system, the difference between the undistorted input signal and a
fraction of the output of the main PA is fed to an auxiliary PA, as shown in Fig. 3.20
[6]. This auxiliary amplifier thus only sees small input signals. Assuming equal gain
in both amplifiers as well as ideal adders and connections, the output voltage
Vout = AVi,- However, phase and gain mismatches in the amplifiers, interconnects

and adders (or power combiners) limit the performance of the feedforward architec-
ture. Also amplifier delay may cause problems [53].

Feedback

PA linearization feedback loops generally incorporate a downconversion mixer, so
that the output signal can be compared to the baseband signal (see Fig. 3.21), and the
loop bandwidth may be kept low. In this figu@js the excess phase used to ensure
stability in the loop. It is dependent on PA output power, process variations and tem-
perature, implying that it is undesirable to use a fixed value.

For quadrature modulated baseband signals the feedback loop must be expanded
into I- and Q paths; the feedback is then called “Cartesian feedback” [6].

Fig. 3.21. Feedback linearization technique.
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(envelope information)

Envelope
Detector

Limiter

(phase information)

Fig. 3.22. Envelope Elimination and Restoration (EER) linearization
technique.

Envelope Elimination and Restoration (EER)

With EER the RF signal is first split into a phase- and envelope signal. The phase
signal drives a switching PA and the envelope signal controls the PA supply voltage.
Thus, the two components are combined again in the output signal (see Fig. 3.22)
[60], [61].

This technique does not require a linear PA. However, the performance is limited
by non-ideality of the limiter, non-linearity in the envelope detector, unequal delay in
the branches and supply-to-input isolation of the PA. Also, the PA may suffer from
AM-to-PM and AM-to-AM conversion, which causes distortion. One of the chal-
lenges in this architecture is that the signals in the two branches are of a different
nature; the envelope signal is low-frequency, while the phase signal is high-fre-
quency.

Linear Amplification with Non-Linear Components (LINC)

LINC is based on the notion that an amplitude- and/or phase modulated bandpass
signal may be decomposed in two constant-amplitude phase modulated signals (see

V,
Vin Signal out
Separator

Vv, (const. env.)

a. b.

Fig. 3.23. LINC linearization technique, a). architecture, b). signal
component vector diagram.
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Fig. 3.23) [62], [63]. The most complex part is the signal separator. LINC perfor-
mance is dependent on mismatch in the two signal paths as well as the isolation
between the inputs of the adder. The latter is necessary due to the different phases of
the signals in the two branches.

Combined Analog Locked Loop Universal Modulator (CALLUM)

A feedback variety of LINC is called CALLUM [64]. Like the Cartesian feedback
architecture it incorporates downconversion. A signal separator is operating at base-
band frequency, the two signals are upconverted, amplified, added and fed to the out-
put. The output signal is then downconverted and fed back to the signal separator
(see Fig. 3.24).

Advantages of CALLUM compared to LINC are that the signal separator is
operating at a lower frequency. Moreover, negative feedback suppresses all distortion
independent of origin, depending on the loop gain. Disadvantages are its increased
complexity (e.g., several VCOs are necessary) and potential loop stability problems.

Cancellation

Besides transmitter linearization architectures, some work has been done on the
building block level, i.e. amplifier linearization. One strategy is to have parallel
devices with different bias and dimensions, so that intermodulation products may be
nulled when summing the signals at the output [65]. Another strategy is to inject sig-
nals at the PA input that cancel the intermodulation products of the original signal at
the output [66]. A disadvantage of such techniques is that nulling of intermodulation
generally occurs only for a certain bias point or input level. Moreover, reliable simu-
lation of these designs is highly dependent on the quality of the device model.

The PA described in Paper IV has a similar structure as the PA described in [65], but
is more focused on efficiency improvement than linearity improvement.

1,Q mixer
Vin signal | 1.Q Q
Separatof

Fig. 3.24. CALLUM linearization technique.
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3.6. DSTURBANCE | SSUES INTRANSCEIVERS

One of the main issues in integrated transmitter or receiver design is the isolation
between different signal nodes, since large signals are active on the same chip as sen-
sitive desired signals. In a mixed-signal chip, large digital switching circuits may
cause a large switching current, which creates transient voltages on the supply nodes
(ground andvpp). In the RF part, high-power PA or VCO signals may leak to other
parts of the chip.

The isolation on a chip is limited since there are many paths for disturbances, for
example through bondwire coupling or due to finite substrate resistivity. This section
will give an introduction to some important disturbance mechanisms in RF circuits.
Some consequences of this disturbance are described, as well as solutions, some of
which are on the architectural level.

3.6.1. DSTURBANCE M ECHANISMS
Substrate Coupling

An important source of disturbance in silicon technologies is coupling through the
substrate [74]. Through capacitive coupling of the device to the substrate, distur-
bance is injected into the latter, which then may reach other circuit elements. Also
disturbance on supply nodes may be transferred through the substrate. This is espe-
cially problematic for standard CMOS; if other technologies are used such as IlI-V
or silicon-on-isolator, the substrate is highly resistive or isolating, and disturbance
will not propagate as easily through the substrate.

Bondwire Coupling

Mutual coupling exists between bondwires, depending on the distance and angle
between them, their length and the surrounding medium. If high-power and sensitive
signals use adjacent bondwires, the mutual coupling can cause disturbance such as
LO-to-RF feedthrough (see [6]) in case of an off-chip VCO, or power amplifier-to-
LNA feedthrough.

3.6.2. EEFECTS OF DISTURBANCE
Influence on Devices

Firstly, MOSFETs may pick up disturbances directly from the substrate through the
capacitances to substrate. A second mechanism is due to the body effect, described
in paragraph 4.2.2, where the body (substrate) can be regarded as a second gate, a
back-gate, of the transistor. This generates a drain current depending on the bulk
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(body)-to-source voltagesg If the source and bulk are connected on-chip, they will
see the same disturbance, aggwill be 0.

Inductors and other passive devices are mainly exposed to disturbances through
capacitive coupling to the substrate. While most passive structures will act as a
medium to pass disturbance to other parts of the circuit, elements such as junction
capacitors are voltage dependent (see paragraph 4.3.1) and can thus suffer from
altered characteristics or component values due to the disturbance.

Influence on LNA and VCO

A transceiver as depicted in Fig. 3.25, with a power amplifier (PA), a duplexer for
frequency domain duplexing (FDD), and an LNA at the receiver end, will suffer
from feedthrough from the PA output to the LNA input. This is mainly due to the
non-ideal filtering characteristic of the duplexer, which allows a small portion of the
transmitted power through the duplexer to reach the LNA. This small portion may be
large enough to desensitize the LNA, since the maximum output power of the PA is
on the order of several tens of dBm [22]. Other leakage paths can be the package of
the duplexer, bondwires or the printed circuit board on which the components are
mounted [19].

Two sources can be pointed out for high power signals reaching the oscillator,
namely a signal originating from the power amplifier, and a large interferer in the
receive path, both indicated in Fig. 3.25. If the interfering signal frequency is rela-
tively far away from the oscillation frequendy, this frequency will not change,
but the interfering signal will merely add to the oscillator phase noise.

If the interferer has a frequency closefitg, thenf o will move towards the fre-
guency of the interfering signal. This is called oscillator pulling and is described in
[38]. The issue of oscillator pulling should be taken into account when considering
the frequency planning of the transceiver.

NA baseband

ADC DSP

Dupléexer VCO

L AR |
ﬂ baseband \>AC [] DSP

Fig. 3.25. A transceiver with disturbance paths indicated.
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3.6.3. METHODS TO REDUCE THE EFFECT OF DISTURBANCE
Layout

On a physical layout level, the placement of sensitive parts is crucial, as is the use of
guarding techniques. For a lightly doped silicon substrate (as is used for bipolar and
BICMOS technologies) so-called guard rings can largely reduce the disturbance,
since they may act as a current sink for lateral currents. It is important to use a sepa-
rate ground pin for the guard rings [74]. Physical separation of the circuits or build-
ing blocks plays a large role in reducing the effect of disturbances.

A heavily doped substrate behaves more as a single grounded node. The distur-
bance is much less dependent on physical distance, and eventually stays constant
with increasing distance between two blocks [68].

Frequency Planning

The issue of frequency planning for a transmitter is quite different from receiver fre-
guency planning, in that disturbing signals are not coming from the outside world but
are generated on-chip or on-board. A critical issue is the coupling of the high-power
PA signal to the VCO, especially if they operate at the same frequency. In order to
prevent oscillator pulling in the transceiver, a frequency plan must be designed
where both transmitter and receiver signals are taken into account. If the system is
TDD the receiver and transmitter may share one VCO. However, for a system such
as UMTS/FDD the transmitter and receiver may be operating simultaneously, with
the possible result of having two VCO signals and one PA signal on at the same time.

Several strategies may be used to circumvent this problem, for instance using a
two-step transmitter with a relatively high, andIF, (see Fig. 3.3). If a direct con-
version transmitter architecture is used, the LO sighal may be composed by mixing
two VCO signals (so-called offset LO [6]), or by frequency multiplication [44]-[48].
Another alternative is to have the VCO operate at twice the desired LO frequency,
and then use a divider to create the desired LO frequency. An additional advantage of
this strategy is that quadrature signals may easily be generated [6].

In Paper V the issue of oscillator pulling is addressed by utilizing a PA with internal
frequency doubling.
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CHAPTER 4

RF CMQOS TECHNOLOGY ASPECTS

4.1. INTRODUCTION

The utilization of CMOS VLSI technologies for RF applications is becoming more
and more established. It is made possible mainly by the channel length decreasing to
submicron sizes, providing an opportunity to increase the cut-off frequignayd
maximum oscillation frequendy,

The advantages of scaling down the transistor dimensions are apparent in digital
design, where a steady decrease is seen in the power-delay product [69], [71]. How-
ever, in analog design some disadvantages appear. One disadvantage is that the
breakdown voltage decreases with reduced physical dimensions, so that lower sup-
ply voltages must be used and stacking of transistors is less efficient.

In this chapter CMOS technology and MOSFET operation are briefly discussed
[69], [70], [71]. An overview will be given of the influence of scaling, and some
problems related to deep-submicron technology are described. Finally inductors will
be treated, since they are important for the performance of RF circuits such as LNAs,
VCOs, and PAs.

4.2. Basic MOSFET CHARACTERISTICS AND MODELS

4.2.1. Basic OPERATION

For most modern standard CMOS technologies a p-type substrate is used. This is a
heavily doped substrate (bulk), with a resistivity< 0.1 Q-cm, covered with a
lightly doped epitaxial layer with a thickness of 5 to fig. The heavily doped sub-
strate is utilized to reduce the risk for so-callldch-up the malfunctioning or
destruction of a CMOS circuit through parasitic bipolar transistors forming a thyris-
tor structure [69]. Other measures to prevent latch-up can be found in [69]. The epi-
taxial layer will be neglected further in this chapter.

61



62 Part I. General Introduction
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Fig. 4.1. An NMOS (left) and PMOS (right) transistor in a p-type
substrate.

In Fig. 4.1 the two basic MOSFETSs - n-channel and p-channel - are shown for a
p-type substrate. The gate lendthis the so-called drawn gate length, which is
reduced during manufacturing to the effective gate lehgg{70]. Due to the sym-
metry of the devices the source and drain are not defined until terminal voltages are
applied.

Typically the p-type substrate is connected to the lowest supply voltage, thus
keeping the NMOS source- and drain junction in reverse bias condition, while each
n-well is generally connected ¥, but they could theoretically be biased at differ-
ent voltages.

The n-channel MOSFET will be considered in more detail. The PMOSFET
shows similar behaviour, but is not used as often in RF circuits. Depending on the
gate-to-source voItagJe Vgs the MOSFET is said to operate in different 'inversion

regions’:
*  Vgs>Vu: strong inversion region
*  Vu<Vgs<Vy: moderate inversion
*  Ves<Vm: weak inversion

whereV, -V, = 0.5- 0.6 V,Vy, < Vy, < Vy, andVy, is the threshold voltage. This
will not be explained further; for a more thorough description see [71]. Assuming
Vps>0, the NMOSFET shows two basic regions of operation dependent on the
drain-to-source voltagepg, andvgg

* Vps<\Vef triode (or linear) region

*  Vps> Veg saturation region

1. Each terminal voltagg; may consist of a constant bias voltagg, and a time-varying signal
voltagevj: V|53 = VIJ + V;; . For small signals the bias point and region of operation may be
considered constant, but for large signals the bias point and region of operation may become sig-
nal-dependent.
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Fig. 4.2. Schematic representation of charges in the channel for a).
triode, b). saturation region.

Vb

whereVgg is the overdrive voltageMyy = vgs—Vy, ). For the most relevant regions

of operation expressions can be derived for the drain cufggiand transconduct-
ancegy, These expressions have been derived under certain ideality assumptions,
such as constant carrier mobility in the channel, no reverse leakage current and a
bulk-source voltagergs=0. Some of these second-order effects will be covered in
section 4.2.2.

The Triode Region

Starting fromvpg= 0, if Vggis large so thaVeq> 0 andVyg> Vpg the MOSFET is in
triode region and an inversion layer is formed as shown in Fig. 4.2a. If a spwi
applied, drain current can flow:

I D~ uncoxLﬂVeffVDS (4'1)
eff
where
Leff = the effective gate length (see Fig. 4.1)
M, = mobility for electrons
Cox = Oxide capacitance (see section 4.2.3)
W = transistor width (see Fig. 4.1).

The transconductancg, defined a®)l ,/dvgg , then becomes

W
Om = unCoxL_ffVDS (4-2)
e

In this region of operation the MOSFET can be seen as a voltage controlled resis-
tance, controlled by,s where the resistané®yy is given by [70]
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Se o D
ROH

Fig. 4.3. A MOSFET in triode, modeled as a resistange R

Ron = ;\N (4.3)
unCoxL_Veff
eff
Note that only in deep triode region, i\gyg<< Vs, the MOSFET can be expected to
behave as a linear resistance. A simple triode region MOSFET model is shown in
Fig. 4.3. For largevpg, but with the MOSFET sitill in triode region, the drain current
Is given by

= un oxL B{/efvaS 2VDS] (4.4)

The Saturation Region (strong inversion)

If the drain-source voltagepg is increased so that,g>V,. ¢ , the MOSFET will
enter the saturation region and the channel will be pinched off (see Fig. 4.2b). Rais-
ing Vps further moves the pinch-off point slightly towards the source. In this region
the drain current can be approximated as

1 W 2
lp= éuncoxgveff (4.5)
which appears to be independentgk, assuming the effective channel length to be
constant. In this region the transconductaggés given by
dl W 2lp W

Om = aVGS = “ncoxL V eff ~ \E = Zp'nCox'L—e?ch (4.6)

In reality the channel length is not constant, but is dependenggnThis so-called
channel length modulation will be considered in the next section. For small signals
and constant bias poing,, is constant. The most basic small-signal model for the
MOSFET in saturation is the hybridmodel shown in Fig. 4.4.

The MOSFET can achieve higher gain in the saturation region than in the triode
region. Therefore, in gain stages MOSFETs are usually biased in the saturation
region.
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S

Fig. 4.4. Basic small-signal hybrm-model of a MOSFET in satura-
tion.

The Weak-Inversion Region

In the weak-inversion region, wheM is slightly below 0 V, the drain current
shows exponential behavior and may be expressed as:

- VesO
Ip= IOeXpQVTD (4.7)

where V7 is the thermal voltage defined &3/q , which is about 26 mV at room

temperature (T=300KY is a factor larger than 1. The expression for the transcon-

ductancey,,, becomes:

Im = ZITD (4.8)
T

and is similar to the expression fgf, in a BJT except for the factgr

This region is not suitable for high-frequency operation, but is of use in some
low-power/low-frequency applications such as hearing aids. The weak-inversion
region points to a problem apparent in digital circuits, which is leakage current: the
drain current is not cut off abrubtly fagss< Vi, but decreases exponentially. This is
one of the main reasons for keeping the threshold voltgget a relatively high
level instead of scaling down with the technology (see paragraph 4.2.4).

4.2.2. $COND-ORDER EFFECTS

Two important second-order effects are ti@nnel length modulatioand thebody
effect As was already indicated in the previous paragraph, the effective channel
length in the saturation region can not be assumed constant, but is dependggt on
The drain current including channel length modulation may be given by [70]

W
I-eff

with A O 1/L. A typical value forA is 0.1. For short-channel MOSFETSs this linear
approximation is inaccurate [70].

1 2
Iy = éuncox (Veir) (1+ Avpg) (4.9)
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In the previous paragraph it was assumed that the bulk - source vejgge0.
However, this approximation is not always valid. If the source voltagis varied
such thatvgg < 0 while all other voltage differences are kept constant- alternatively
decreasingvg While keeping all other voltages constant - it can be seen that the
depletion region will become larger and thus the threshold voltage for creating an
inversion layer will increase. This phenomenon is referred to abdldyg effec{70].
It is dependent on the substrate dopiNg,, and the oxide capacitande,,, two
important parameters in device scaling of modern technologies. An analysis based
on charges can be found elsewhere [70], [71] and will not be given here.

Modeling of Second-Order Effects

In the small-signal model the body effect can be represented by an additional current
source controlled by, parallel to the current source controlled Yy (see Fig.
4.5). The body small-signal transconductagggis [70]

y (4.10)

= 3—
b Om 2 /—2ch FVep

where @ is the Fermi potential ang is the body effect coefficient. The channel
length modulation can be modeled as a resistaaed the output [70] with

roo= qNsubD_Ep/(VDS_Veff) (4 11)
ds™ )| 2gg; I5 '

Both the body effect and channel length modulation are taken into account in the
small-signal model shown in Fig. 4.5.

A MOSFET quality parameter ig, 45 Which is the intrinsic gain of the transis-
tor, or the maximum voltage gain that can be achieved in an amplifier using a single
MOSFET?. This is given by

*w
+

Fig. 4.5. A small-signal model where the body effect and channel
length modulation are modeled with,@ps and g respectively.

1. Ignoring the body effect; otherwise this is only valid for a CS configuration.
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/ZqN b Uj(VDs—V )
Omlds = e %u (L V] = (4.12)
Si eff

and is usually larger than 10 for modern technologies [70]. It is bias dependent, as
can be seen from the above expression.

4.2.3. FREQUENCY DEPENDENT OPERATION

In this paragraph device capacitances and microwave parameters duyandfs,

will be considered. It must be stressed that short-channel effects are still not taken
into account.

Device Capacitances

Based on a quasi-static analysis of the NMOSFET, the major capacitances in the
device are shown in Fig. 4.6 (after [700,, is the capacitance between the channel
and the polysilicon gate, given by

Cox = WLeffCoxl (4-13)
with

Cox = €08/ tox (4.14)

oxX

whereg, is the relative permittivity of the silicon dioxide (about 3.8),is the per-
mittivity of free space, and, is the oxide thicknesd..4 can be approximated as
L -2L,, whereLp is the overlap of the gate on the source- and drain regions (see
Fig. 4.6).

The overlap capacitanceS,, are due to the physical overlap between the
source- and drain areas and the gate:

C,, = WC,, (4.15)

whereC,, is the overlap capacitance per unit width.

Cox' )
L iR
Cjs Tcjd

H
Lp

p substrate

Fig. 4.6. An NMOSFET with parasitic capacitances.
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Cjs and Ciy are junction capacitances between the n-doped source and drain
regions and the p-doped substrate. Both the bottom-plate and side-walls contribute to
the capacitance:

CJo, side/bottom (4.16)

C (1+V \/Zq)':)m(side botto
re

j, side/bottom =

whereV,e, is the reverse voltage across the junction. The valua dépends on the
doping profiles, and is typically in the range 0.3-0.4 [70]. The bottom-plate capaci-
tanceC; pottom Nas the unit of capacitance per unit area, and the total bottom-plate
area is the transistor width multiplied by source- or drain- leriytfihe side-wall
junction capacitanc€; siqeis given in capacitance per unit length, and the total side-
wall length is equal to the transistor width This gives

+WC

j,side

j,bottom

(4.17)

It is not straightforward to calculate the zero-bias capacitaBjgéor small dimen-
sions. Thus, its value for both the side-wall and the bottom-plate junction capaci-
tance is commonly determined by measurements. If the transistor is placed in an n-
well (see Fig. 4.1) the junction capacitance of the well must also be taken into
account.

If the device is on, the inversion layer acts as a shield between the gate and bulk
[70]. Moreover, the capacitance between source and drain is very small and is usu-
ally neglected. The capacitances for the device in saturation can now be written as:

Cos = WLeffc +WC,, (4.18)
CGD = Wcovl
CSB"' CDB - WDC] bottom ™ WC] side

The basic model for a MOSFET in saturation may thus be extended to the model
shown in Fig. 4.7.
In the triode region, the capacitances as shown in Fig. 4.8 are given by

C D
gmvgs : %mbvbs% B

Vbs
B | Csp
° °

Fig. 4.7. Model of a MOSFET in saturation with device capacitances.

G
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Fig. 4.8. A MOSFET in triode modeled as a resistangg\Wth para-
sitic capacitances.

Cos = Cap = SCop+ WGy, (4.19)

_20x

Cpg = Csg= WDC, +WC,

j, bottom j,side

Since the channel is not pinched off, it is assumed that the oxide capaci@yyaee (
Fig. 4.6) is equally divided between source and drain, scCthat Cgp.

MOSFET Microwave Characteristics

A semiconductor technology can generally be characterized by parameters such as
fr, the cut-off frequency, anfy, 5, the maximum frequency of oscillation for a device
[71], [72], [73]. The cut-off frequencyy is defined as the frequency at which the
small-signal current gain of the transistor with shorted output is equal to 1. Using Y
or H parameters, this can be written as

|Yad _
Vad

For CMOS fy can be calculated as [72]

=1 or|hy =1 (4.20)

g 1
fr= 2nnég = Hett Ve DI__Z (4.21)

which is independent of the transistor width Here pg¢ is the effective mobility,
influenced by velocity saturation (see paragraph 4.3).

The maximum oscillation frequendy,,, is defined as the frequency at which
the available power gain of the MOSFET is reduced to 1 [72], thus

V21— Y12|
4(Re( 1) LRE( Yp) —ReE( Y5) [RE( Y9))

=1 (4.22)

so that
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fr
fooo= | BT, Cor (4.23)

whereRy ; is the intrinsic gate resistance which can be expressed as

R w

- 1y,
Ry = p°3{LD (4.24)
The factor of 3 is due to the distributed nature of this resistanceRapd is the

sheet resistance of the polysilicon gate [72]. If the gate is contacted at both ends this
factor will be 12. In many analog CMOS designs the gate resistance is neglected.
However, it will not only affectf,,,, but will also add noise and will influence the
input impedance of the device. It can be shown that is inversely proportional to

w /L [72].

The model described above is useful for relatively low frequencies. For higher
frequencies non-quasi-static effects must be considered. Firstly, in strong inversion
the inversion layer will not be able to respond directly to fast changes in the terminal
voltages. Thus, a change in the source or drain voltage will cause a delayed change
in gate charge. Moreover, the drain current will not respond immediately to changes
in the gate voltage. Similar notions are valid for the substrate (the back-gate). Sec-
ondly, distributed effects in the extrinsic part may be modeled by using sdv€ral
sections [71]. In the model shown in Fig. 4.9 both intrinsic and extrinsic effects are
taken into account. The latter have the subsaiptrepresents a certain delay. For
the model parameters see [71] and [72]. It must be noted that calculating the model
parameters from the physical behaviour of the MOSFET is difficult. Typically these
parameters are fit to measurement results, which reduces the general validity of the
model.

CGD,e
=

I
o\ L | A
RG,e J_ Vg;J— gm(T)V , RD,e
CGS,e - CGS l l ds
s RS,e -|_ gRGS Imb (Vs
Rgs =

Case J_ L _EBD"’CBD,e
Ces*CsBe . B
Rge Cgs Vps
B &AW T

Fig. 4.9. A small-signal high-frequency model for a MOSFET in satu-
ration.
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4.2.4. $HORT-CHANNEL EFFECTS

There is an ongoing drive to shrink the channel length of MOSFETSs [77]. Digital cir-
cuits benefit most, since total chip size shrinks for equal functionality and the power-
delay product decreases. RF CMOS design benefits from this trend as well, due to
improved high-frequency properties. Typical RF circuits that used to be designed in
technologies such as silicon bipolar or gallium arsenide (GaAs) [74], [75] can now
be implemented in CMOS [10], [15], [17], [20].

Scaling

In order to maintain similar performance or even increase it with decreased channel
lengths, ideal MOSFET scaling (so-called constant field scaling) has been proposed
[76], [77], [78] as presented in the table below, whkns a scaling factor larger than

1.

TABLE 12. IDEAL SCALING OF SHORFCHANNEL DEVICES

parameter scaling
L, gate length K
W, gate width K
tox gate oxide thickness K/
Xj, junction depth K

Ng,p Substrate dopant concentration| K

Vpp, supply (drain) voltage K/
Ip, drain current K
Vi, threshold voltage K/

The two parameters that deviate the most from ideal scaling are the supply voltage
Vpp and the threshold voltagé,,. ScalingVy, increases the leakage current in digi-

tal circuits (see paragraph 4.2, weak-inversion region). Therefore n¥itjaecan be
scaled down as much as suggested in table 12.

The main problem with scaling down MOSFETSs is the increased electric field in
the devices [71]. Several problems arise. First of all, velocity saturation occurs for
lower voltages. This can be modeled as a mobility reduction, where the effective
mobility, Ues, depends on the field strength [71]:
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Mo

1
Ve T _

crit

Hert = (4.25)

whereE is the critical field strength, above which the velocity has saturated. Typi-
cal values forE,; are 8x18 - 3x10* V/cm for electrons and 2xf0- 10° V/cm for
holes [71]. As was seen in Eq. (4.21),is related toues, SO for decreasing channel
lengthsft will gradually lose its dependence &4+ and will be inversely propor-
tional toL rather tharL.?. A second effect of the high field strengths is punchthrough,
where, somewhat simplified, the source and drain depletion region are extended so
that they touch each other [71]. This can be prevented by increased doping in the
channel. A third problem is the hot-carrier effect. In the case of an NMOSFET, elec-
trons in the channel gain enough energy to enter the gate oxide and thus charge it.
This will eventually degrade the device, g, increases and,, decreases. More-
over, some electrons may cross the gate oxide, resulting in a gate current. Also
impact ionization may exist, resulting in more electron/hole pairs close to the drain
(so-called 'weak avalanche’). The holes will be transported to the substrate, resulting
in a drain-to-substrate current. Two possible remedies to prevent the hot carrier effect
are alightly doped drainarea (LDD) and adouble doped drairarea (DDD) [69].
Fourthly, the depletion region is extended deeper into the substrate, and especially if
Vps> 0 the depletion region around the drain will extend towards the source deple-
tion region (see Fig. 4.10). This causes barrier reduction, and is knowinaas
induced barrier loweringdDIBL) [30], [71]. As a consequence the threshold voltage
Vi, Is reduced and becomes dependentnlt affects the output impedance.

The gate oxide may break down if the electric field across it becomes too high.
The reduction of oxide thickness has led to a lower breakdown voltage, which in its
turn has forced a reduction ¥4, although this reduction does not follow the scal-

Ve

Vs Vo

? /7SS ?

depletion region
\ s b

p substrate (bulk)

Fig. 4.10. lllustration of the depletion region in a short-channel
MOSFET.
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ing presented in table 12. For even thinner gate oxides direct tunneling may become
a problem [77].

4.3. NOISE SOURCES IN A MOSFET

In this section noise sources in a MOSFET will be discussed as well as a MOSFET
noise model.

4.3.1. MOSFET NOISE SOURCES
Since the channel resistance is in fact a physical resistance, a thermal noise current
of

i 2 = 4kTygy, (4.26)

can be associated to it [29], whegg, is the channel conductance fé5<=0, andin2
is the spectral noise power density inf&z]. T is the absolute temperature akib
Boltzmann’s constant. For a high-resistivity substrate one can asgying,, but
for a low-resistivity substrate the rateg,/g,,  will become larger than 1 [29], imply-
ing an increased noise current for eqygal

In the triode regiory is equal to 1, so that with Eq. (4.26)

. 2
'n, triode

= 4kT gy (4.27)

while in the saturation regiopcan be as low as 2/3 for a long-channel device and as
high as 4 for a short-channel device. In addition to channel length, this parameter is
dependent on biasing conditions. Valuey biave been deduced from measurements
[79].

The so-callednduced gate noisalso originates from the random movements of
the charges in the channel, but is capacitively coupled from the channel to the gate
[29], [71]. This noise can be expressed as [29]

W
iniq = AKT—— (4.28)

Because of the term? in the denominator this noise is a problem mainly for high
frequencies, but may also be problematic in LNAs where Ijgimductive source
degeneration is used [80].

The gate leakage currefig tunneling through the reverse-biased source-sub-
strate junction causes shot noise, which is best represented as a current source at the
gate of value



74 Part I. General Introduction

. 2
In leak = 2qlg (4.29)

Especially for long-channel devices this leakage current is usually quite small.
Therefore this noise source is commonly neglected.

Flicker noise (orl/f noise) is believed to occur due to the Si-SiBterface [70],
[29]. Carriers can be trapped in empty bonds at the silicon surface, and released
again randomly. Since the flicker noise power is dependent on the ‘cleanness’ of the
interface, this noise can differ from wafer to wafer and from process to process. If
there is no bias current, rof noise is seen either. The flicker noise can be modeled
as a voltage source in series with the gate as

2. _K % (4.30)

Vnf = C, WL
whereK is a process dependent constant. This constant is larger for NMOSFETSs
than for PMOSFETs, and the latter thus have a beltérnoise performance.
MOSFETs have mor&/f noise than bipolar devices, and the noise is larger for mod-
ern CMOS technologies than for older ones. Even though this is a low-frequency
phenomenon, it is important in RF circuits, because in non-linear circuits such as
VCOs and mixers the noise is transformed to higher frequencies. Moreover, the 1/f
noise may disturb the downconverted signal, as was pointed out in chapter 2. To cir-
cumvent thel/f noise problem passive CMOS mixers may be used.

Noise is also generated in the gate resistance, according to

2

Vi, gate

= 4KTR, (4.31)

Note that this noise source is highly dependent on the layout: a multi-finger structure
will reduce the gate resistance and thereby the noise voltage as well.

4.3.2. MOSFET Noise MODEL

In the MOSFET noise model the noise sources mentioned in paragraph 4.4.1 are
taken into account: thermal noise due to the channel resistance, induced gate noise,
1/f noise (modeled as a current source), the gate leakage current noise and gate resis-
tance noise (see Fig. 4.11). The thermal noise of the resistayeesiry (see Fig.

4.9) are neglected here. The power spectral densities of the noise sources are
repeated here:

.2
g = 4kTygqo (4.32)

2 K 12

Il’l, Vi = CoxWL?gm (433)
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Fig. 4.11. A simplified MOSFET noise model.

2
Voo = 4KTR, (4.34)
. 2
Inleak = 20lg (4.35)
2.2
T2 wC
in g = 4KT Sgrfs (4.36)

The flicker noise can be modeled as a voltage source in series with the gate (see
previous section), but is more often modeled as a current noise source from drain to
source. To indicate the power of the flicker noise relative to the thermal noise, a
flicker noise corner frequency is defined as the crossing point of the spectral density
curves, see Fig. 4.12. Using Eq. 4.32 and Eq. 4.33, this corner freqficoay be
expressed as:

2
Kdn

fe = 4KTyC, WLy (4.37)

From Eqg. 4.32, Eq. 4.33 and Eq. 4.6 it can be seen that MOSFET design param-
etersW andL may be used to decrease thiénoise while keeping the channel ther-
mal noise constant, by increasing the prodM¢L and keeping the ratidV/L
constant. The reducedf noise will, however, come at the cost of increased parasitic
capacitance (Eqg. 4.18).

i 2/Af
[log]

N
f, f [log]

Fig. 4.12. The flicker noise corner frequency.
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4.4. MONOLITHIC INDUCTORS IN CMOS TECHNOLOGY

Monolithic inductors are crucial elements in RF integrated circuits, where they typi-
cally are used in frequency selective circuits such as tuned LNAs, VCOs, PAs, and
possibly mixers. High quality factor®) are hard to achieve in a standard CMOS
technology. In this section the physical background will be discussed as well as basic
inductor modeling.

4.4.1. MONOLITHIC INDUCTOR PHYSICS

Inductors may be realized in integrated circuits by a simple metal wire on a more or
less insulating layer. The main problems of integrated inductors are the limited qual-
ity factor (Q) that may be achieved in CMOS technologies, limited inductance val-
ues, as well as the relatively large area they consume. Moreover, modeling of
inductors is not straightforward, as will be shown in the next paragraph.

The inductance an@ depend on various factors such as frequency, geometry of
the metal wire, properties of the metal and the insulating layer, and properties of the
substrate. In a CMOS VLSI technology the Si substrate generally is heavily doped,
i.e. lossy compared to a more lightly doped Si bipolar substrate [81]. This typically
limits the Q to be less than 10, while discrete inductors can reaGhad 100 and
bondwires between 25 and 50.

The most common geometry for an integrated inductor is depicted in Fig. 4.13
[81], [30]. Between closely positioned segments with a current flow in the same
direction, e.g. no. 1 and 5 in Fig. 4.13a, positive mutual inductance exists, which
adds to the total inductance, while between segments with opposite current flow, e.g.
no. 1 and 3 in Fig. 4.13a, negative mutual inductance exists which decreases the total
inductance [82]. However, since segment 1 and 3 are quite far apart, the negative
mutual inductance will be quite small. The inner turns of a planar inductor hardly
o H
7. & W=width
S=spacing

or ! windings %t&/}
! oxide g

substrate

underpass
(metal)

2 w
(through-cut)
a

: b.
Fig. 4.13. Atypical inductor layout, a). top view, b). through-cut view.
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contribute to the total inductance, while they add to the parasitics. Therefore, so-
called hollow spiral inductors are generally used [84].

The most important non-idealities are loss resistance in the metal wire, capaci-
tance between the metal wire and the substrate, and finite substrate resistance which
may cause ohmic losses in the substrate. Moreover, so-called eddy currents may
counteract the magnetic field and cause more losses, thus reducing the inductance
and theQ. The skin effect, i.e. concentration of current in the outer region of the con-
ductor, causes an increasing resistance at high frequencies approximately propor-
tional to J/f .

Several techniques have been used to increasg ¢hentegrated inductors:

»  Etching the substrate [83] - the capacitance and the substrate losses are reduced,;

* Placing a patterned grounded shield underneath [85] - substrate losses and the
image current are reduced,;

* Using copper wires instead of aluminum [81] - the series resistance of the wire is
reduced,;

* Using shunted multilayer inductors [86] - the series resistance is reduced; How-
ever, the capacitances increase.

* Using stacked (series) multi-layer inductors [89], [87] - the mutual inductance is
increased and the area for a certain inductance value is decreased; However, the
capacitances increase.

* Using an extra thick top metal layer - the series resistance is reduced;

* Adding a BCB (Benzocyclobutene) layer [88] - substrate losses are reduced.
Some of these techniques require extra processing steps, which is undesirable if at all
feasible.

In recent years, CMOS processes have developed in order to provide better RF
performance, for instance by having an extra thick top metal layer and a more lightly
doped substrate. Inductors wifhfactors as high as 15 may then be designed.

4.4.2. MONOLITHIC INDUCTOR MODELING

For the circuit designer it is desirable to have a simple and accurate lumped-element
inductor model, so that circuit simulations will not become too time-consuming.
Moreover, a scalable model would give the designer flexibility in inductance value
and other properties. However, as it is now, for each technology models are typically
only available for a few inductor structures. These models are provided by the IC
foundry, not chosen by the designer.
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A suitable lumped-element inductor model is shown in Fig. 4.14. Several meth-
ods may be used to arrive at this model from the structure shown in Fig. 4.15. Firstly,
electromagnetic field solvers may be used to simulate properties of wires or more
complicated structures. Simulation time and memory requirements limit the accu-
racy of the simulation and the complexity of the structures that may be simulated.
The parameters of a lumped-element model may then be fitted to the field solver
result, or alternatively to measurement results. Secondly, the properties and dimen-
sions of the metal wire, insulating layer and substrate may be used to estimate the
model parameters. This will be discussed below.

For the planar rectangular inductor shown in Fig. 4.13, one way to estimate the
total inductancé.q is to add the inductances of all segments

Zz
Lg = ZLi+ZM+_ZM- (4.38)
i=1
whereL, is the inductance of segmen is the total number of segments, aEd\/l+
and ZM_ are the total positive and negative mutual inductance between all seg-

ments, respectively [82]; (in nH) is given by

2l.
_ 04 0o (W+d)
L, = 0.2[1i[|nEW—+ - 0.50049+ T (4.39)

wherel; is the length of segmemntin mm. This is the self-inductance of a metal wire

at low frequency, and a relative magnetic permeabjljtgf 1. For the mutual induc-

tance equations can be found in [82]. Other equations to calculate the total induc-
tance have been presented as well (see [30], [82]). The inductance value is dependent
on the total wire length, the spacing between the windings, the widiV of the

wire, the thicknessl of the metal layer, the number of turNlsand the radius of the
inductor.

csub,l I

Fig. 4.14. A standard lumped-element inductor model.
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Some simple equations will now be given to complete the model in Fig. 4.14.
These equations do not take into account all aspects, but give an idea of how material
properties and inductor dimensions influence the parasitic elements. For more elabo-
rate inductor modeling see [90], [91], [92] and [93].

The series resistanég is the physical resistance of the wire, and is thus depen-
dent on the widtW, the lengtH, the metal thickness and the type of metal:

-
Rso = =g (4.40)

whereg is the conductivity of the metal. If the skin effect is included, this resistance
can be expressed as

Rg = oS T (4.41)
where the (frequency dependent) skin deépih
_ 1
d = o (4.42)

andp is the magnetic permeability. In Eq. 4.41 it is assumeddtkait o avd

The capacitanc€p from port 1 to port 2 is related to the physical capacitance
between the two ports, i.e. the underpass to take out the signal at the inner node (see
Fig. 4.13):

c, = (N-1)w2tfﬂ (4.43)

ox1

wheret,y4 is the oxide thickness between the two metal layers (see Fig. 4.15). The
parasitic fringe capacitance [70], which often is larger than the capacitance of the
underpass, is neglected here.

The two parasitic capacitanc€g,; andC,, are mainly due to the oxide capac-
itance between metal and substrate, which may be approximated by

d
w S
—
| 1 1 1 1 | | | |
lox oxide i I fox1
tox2
Lsub substrate

Fig. 4.15. Detailed through-cut view of a planar rectangular inductor.
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€

_ “ox
Cox, tot ~ t_ DAspiral (4.44)
0X
and
C = Soxpp (4.45)
underpass™ t underpass :

ox2

whereAgpiry is the area of the top metal wirg,, is the oxide thickness between the
top metal and the substratdyngerpass's the area of the underpass ag is the
oxide thickness between the underpass and the substrate. Thus

1 1
Coxa = écox, tot+ Cunderpassand Coxz = écox, tot- (4.46)
The substrate is modeled as:

Cotrs o= SS—UbE% oA (4.47)

sub(1, 2)™ t spiral :

sub
R = pop st 4.48
sub(1,2) — psub A ( . )
spiral

whereeg p andtg , are the permittivity and the thickness, respectively, of the sub-
strate, anggpis the resistivity of the substrate. If an epitaxial layer is present the
substrate parameters should be replaced by the parameters of the epitaxial layer.

The losses due to eddy currents are not part of the model. They can be included
by adding a mutual inductance coupled to a resistor, with a value dependent on the
inductor geometry and substrate conductivity.

Quality Factor and Self-Resonance

The inductorQ (see for example [85]) is determined by the metal losses and by the
substrate losses. The plot @f,q4 versus frequency shows a peak at a frequdgcy
which can be tuned to the desired operating frequency, if the inductor is designed
with care.

The self-resonance frequentyiis determined by the total capacitance at the
inductor nodes anldg, Oftenfsgrmust be a factor 2 to 3 higher than the operating fre-
quency of the circuit, in order to allow for other parasitic capacitances, or in case of a
VCO, to allow for a certain tuning range. This requirement may contradict the desire
to have maximum inductd® at the operating frequency. For applications in the low-
GHz range, such as GSM, Bluetooth, UMTS, et cetera, it is hard to gethigiues
for inductors larger than 10 nH.



CHAPTER 5

CONCLUSIONS

As a result of the rapid development of mobile communication systems in the low
GHz range and the high-frequency capabilities of modern CMOS technology, inter-
est in CMOS transceiver front-ends is increasing, and building blocks that previously
were made in other technologies are now more and more realized in CMOS. The
level of integration is increasing, and the move towards true systems-on-chip (SoC)
is clear. This brings about disturbance issues, as building blocks on the same chip
may influence each other. Moreover, the use of high-quality external filters is
avoided, which may lead to increased interference both from other transceiver build-
ing blocks and from external signals. In this work a brief overview was given of
receiver and transmitter architectures, and the impact of system specifications and
choice of architecture on building blocks was analyzed.

One of the most challenging building blocks in a CMOS transceiver is the power
amplifier. A brief overview of PA issues such as efficiency and linearity was given.
Transistor modeling is a critical aspect of RF CMOS design. The drive towards ever
smaller devices complicates this, especially for analog, high-frequency and large-
signal design. Also, in inductor modeling a more designer-friendly model is desir-
able.

The papers included in this work relate to many of the above aspects. Paper I, Il and
[l are focused on receiver front-ends. Paper | describes the design of a DCS receiver
with LNA, mixer and VCO integrated on the same chip. Paper Il addresses the
design, implementation and measurement of a low-IF GSM receiver front-end. In
paper Il an analysis is presented of spurious signals in a receiver and the effect on
choice of intermediate frequency (IF).

Paper IV and V both deal with transmitter aspects. In paper IV the design of a
class AB power amplifier with power control is presented, and in paper V the design

81
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and measurement of a class C power amplifier with internal frequency doubling and
on-chip VCO is described.

FUTURE WORK

The development of mobile communication systems is towards higher frequencies,
as well as more broadband systems. On the other hand, old and new communication
systems will coexist for quite some time. For CMOS transceiver design this implies a
targeting of higher frequencies, facilitated by technology development, and imple-
mentation of flexible transceivers so that a user may have one device to communicate
in various systems.

The decreasing supply voltage will demand new solutions for well-known prob-
lems. This process is, of course, on-going, and includes technology developments,
new system specifications, and new design solutions for architectures and building
blocks.

Transistor and inductor modeling remain challenging; good and reliable models
are a necessity for the RF designer, even though architecture solutions such as feed-
back loops and control signals may alleviate some problems. However, this increase
in complexity does not always come for free.
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SUMMARY OF |INCLUDED PAPERS

In this section a short summary will be given of each paper, and the author’s contri-
bution to each paper is listed.

I. Inthis paper the design of a CMOS receiver front-end is presented that meets the
DCS requirements. It includes a low-noise amplifier, a mixer and a fully inte-
grated voltage controlled oscillator.

Contribution: Design, manuscript.

II. This paper addresses the design and measurement of a fully integrated GSM
receiver front-end, which performs image rejection, channel selection, and
resists GSM blocking signals. a controllable gain of more than 100 dB is
achieved.

Contribution: Design of some blocks (PGA, 2nd downconversion mixer), some
analysis (interfering signals).

lll. An analysis is made of the impact of spurious signals in a receiver. It leads to an
optimal choice of intermediate frequency for a fully integrated receiver, and is
supported by measurement results on a GSM receiver front-end.

Contribution: Analysis, most of the manuscript.

IV. The design of a fully integrated CMOS power amplifier is described. The ampli-
fier uses parallel output stages in order to optimize the efficiency for both high
and low output power levels.

Contribution: Design, manuscript.

V. In this paper the design and measurement results are presented of a fully inte-
grated CMOS power amplifier, suitable for direct-conversion transmitters or
low-IF upconversion. The amplifier uses internal frequency doubling.

Contribution: Design, measurements, manuscript.
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A 0.35pum CMOS DCS Front-end with Fully Integrated
VCO

Abstract

The design of a 0.3jum CMOS front-end is presented which meets the DCS
requirements. The front-end consists of a low-noise amplifier operating at 1.85 GHz,
a mixer downconverting the RF signal to an IF of up to 250 MHz, and a fully inte-
grated voltage controlled oscillator with a tuning range of 460 MHz. The total power
consumption is 34 mW with a 2.5V supply, and the simulated maximum RF to IF
gain is 26.6 dB.

Based on: E. Cijvat, “A 0.3.um CMOS DCS Front-end with Fully Integrated
VCO”. © 2004 IEEE. Reprinted, with permission, froRroceedings of the 8th
IEEE International Conference on Electronics, Circuits and Systems (ICECS)
2001, pp. 1595 - 1598. Malta, September 2001.
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1. Introduction

Recently the market for wireless applications has shown tremendous growth, result-
ing in an increase in research and development of low-cost RF integrated circuits. It
has been shown previously [1 - 4] that CMOS has the potential to be used for low-
GHz cellular communication applications. The advantage of CMOS compared to
other technologies, such as for instance silicon bipolar (Si BJT) eMbased tech-
nologies, is that a higher level of integration can be achieved by having the radio fre-
guency (RF), intermediate frequency (IF) and baseband part of a transceiver on a
single chip.

An important aspect for a handset is battery lifetime. To extend this, overall
power consumption must be minimized. Since external components weigh heavily
on the costs of a handset, one of the goals of this design is to reduce the number of
external components.

In this paper a CMOS downconversion front-end is described that meets the
DCS-1800 specifications [5] for a handset receiver, which are to a large extent simi-
lar to the ones for GSM-900. Differences are for example the frequency band of
operation (1805 to 1880 MHz for a DCS handset receiver) and details in the blocking
specification.

The front-end comprises a low-noise amplifier (LNA), a downconversion mixer
and a fully integrated CMOS voltage controlled oscillator (VCO). An 1850 MHz
LNA with switchable gain is described, as well as a Gilbert-cell type mixer that
downconverts the RF (radio frequency) signal to an IF (intermediate frequency) of
up to 250 MHz. The third block described is a VCO with a tuning range of 460 MHz,
which provides the local oscillator (LO) signal to the mixer. According to simula-
tions this VCO meets the DCS phase noise requirements. ABBICMOS tech-
nology, of which only CMOS transistors are used, is utilized for the design.

This paper is organized as follows: in Section 2 system aspects will be explained
briefly, as well as their implications for the front-end subcircuits. In Section 3 the
design of the LNA, mixer and VCO will be discussed. Simulation results will be pre-
sented in Section 4, and Section 5 contains the conclusions.

2. System Aspects

The channel bandwidth for the DCS system is 200 kHz. With direct downconver-
sion, thel/f noise of the mixer would impair the signal-to-noise ratio (SNR). With
dual downconversion, more gain can be implemented before downconversion to
baseband, alleviating this problem. A second advantage of dual downconversion is



102 Part Il. Included Papers

Poly-
1 | phase :%4®7baseband

Fig. 1. Receiver architecture

that it facilitates gain distribution over the full receiver chain [6], so that noise and
linearity can be better optimized and stability problems can be reduced.

To reduce the number of external components, no filter is used between the LNA
and mixer. This implies that neither the output impedance of the LNA or the input
impedance of the mixer needs to be matched to the impedance of a discrete filter. A
discrete band pass filter (BPF) following the antenna is assumed to be present.

To achieve sufficient image rejection a quadrature mixer in combination with a
polyphase filter can be used [1], as indicated in Fig. 1. The VCO quadrature signal
can be generated by using a polyphase network [2, 3] as well.

Since the DCS noise requirements are stringent, high gain in the RF part of the
receiver is important. This includes the mixer, which therefore should be active.
However, a high gain in the RF part can compromise the total linearity of the
receiver. System simulations have shown that a switchable LNA gain (5 or 20 dB
gain) and a limited mixer gain (5 dB) are sufficient for the receiver to meet the DCS
noise and linearity requirements, assuming reasonable noise and linearity perfor-
mance of subsequent blocks.

High-side injection is chosen for the downconversion, so that the VCO must be
tunable from roughly 1.95 to 2.15 GHz, leaving some flexibility to choose the IF.

The choice for high-side injection is based on two arguments. Firstly, if a GSM/
DCS dual-mode receiver is designed, the VCO can be used for the downconversion
of the GSM signal as well by increasing the tuning range beyond 2.15 GHz and
using a divide-by-2 circuit. An advantage of this strategy is that the phase noise per-
formance of the divided signal will improve with approximately 6 dB [6]. Secondly,
since no filter is present between the LNA and mixer, interferers will not be sup-
pressed except by the discrete BPF and the roll-off of the LNA. Thus the interferers
may be downconverted with harmonics of the LO, possibly distorting the desired
signal. High-side injection moves these LO harmonics to higher frequencies.

The front-end was modeled to analyse the effect of interferers and harmonic
downconversion [7], taking into account the DCS interferer (blocker) spectrum, BPF
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and LNA roll-off, building block linearity, LO harmonics etc. It was found that for an
IF of 235 - 250 MHz, using high-side injection, the desired signal will not be dis-
torted significantly, i.e. the required bit error rate (BER) for DCS will be met.

3. Circuit Design

3.1. The LNA
The LNA consists of a single-ended, cascoded, inductively degenerated common-

source stage, with an off-chip input tuning network to achieve &50put imped-
ance [3, 4]. Parasitics at the input node (originating from bonding wire, pad, pin etc.)
are included in this network. Assuming certain boundary conditions a trade-off exists
between the noise figure and linearity of the LNA with respect to the quality f&ctor

of this network, since a higl yields a better noise figure but decreases thg IIP
assuming equal biasing conditions.

The LNA is loaded with an integrated inductor, tuning the maximum gain to
1.85 GHz. The parallel capacitor in Fig. 2 is formed by parasitic capacitances at the
output node. A voltage gain of around 20 dB is pursued. A resistor, controlled by a
switch, can be used to change the gain to a lower setting of about 5 dB (see Fig. 2).

______________

Fig. 2. Schematic of the 1.85 GHz LNA

Two parallel bondwires at the source of M1 provide inductive source degeneration.

3.2. The mixer
Two mixers have been compared: a single-balanced and a double-balanced Gilbert-

cell type mixer. The main advantage of a double-balanced mixer is a first-order can-
cellation of LO feedthrough. Depending on the sensitivity of the IF building blocks
for an undesired signal &, a double-balanced mixer - with one input AC
grounded - may be preferable over a single-balanced mixer.

The main advantage of the single-balanced mixer is that a lower power con-
sumption is needed to achieve similar gain, linearity and noise performance.
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Fig. 3. Schematic of the double-balanced mixer

However, since no filter is present after the mixer, a double-balanced mixer is
utilized in this front-end (see Fig. 3).

3.3. The VCO
The VCO consists of a differential switching NMOS pair with a tail current source

(see Fig. 4). Issues dfff noise vs. thermal noise, while considering the DCS phase
noise requirements, have guided the choice for this architecture. The VCO is AC
coupled to a buffer, which drives the LO ports of the mixer and provides some isola-
tion between the VCO core and the mixer.

The inductive load is a differential octagonal inductor with a polysilicon
grounded shield used to prevent the occurrence of image currents in the substrate [8].
With the available technology and careful layout a quality factor as high as 10 can be
achieved.

Tuning is achieved partly by a varactor, partly by switch-controlled capacitors,
the latter for discrete steps in carrier frequency. Thus the relative amount of varactor
capacitance is kept small, so that the degradation in phase noise performance, due to
degradation in quality factor of the total capacitance, will be small as well. The total
tuning range is 460 MHz utilizing 4 discrete steps.

e B

Fig. 4. Schematic of the VCO
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4. Simulation Results

Both the complete front-end and the individual building blocks have been simulated
using SpectreRF. With a mixer I}ff 10 dBm (see Fig. 5), an LNA Iifof 0 dBm

and 21 dB of voltage gain preceding the mixer, the front-end isRexpected to be
somewhat below -11 dBm. This was confirmed in front-end simulations.
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Fig. 5. Simulated lIRof double-balanced mixer

Assuming the BPF has an insertion loss of 2.5 dB, this will result in a total front-
end IIP; of -6.3 dBm. Using the low-gain LNA setting will result in a higher total

P,

The VCO meets the phase noise requirements for the DCS system, as is illus-

trated in Fig. 6.

[¥]

L1

Fig. 6. VCO phase noise, with markers indicating
the critical 3MHz frequency offset points

The maximum gain for the total front-end is 26.6 dB. Some loss occurs due to
the capacitive coupling between the LNA and mixer. The total power consumption is
34 mW. The results for the front-end building blocks are summarized in table 1.

A layout of the front-end (see Fig. 7) will be sent to fabrication. For the purpose
of measurements an open-drain buffer is added at the output of the mixer.
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TABLE 1. FRONT-END SIMULATION RESULTS
LNA | gain (voltage)| 22/8 dB
NF 1.8 dB (high gain)
[P35 0 dBm (high gain)
Sy <-12.7dB
power cons. | 8-:8 MW
mixer | gain (voltage) 5.6 dB
NF (SSB) 14 dB
1P 9.9 dBm
power cons. | 10.5 mW
VCO | tuning range | 460 MHz (1940-2400)
phase noise | -138.6 dBc/Hz @3MHz
power cons. | 14.8 mW (incl. buffer)
5. Conclusion

A 0.35 um CMOS front-end has been described, meeting the requirements for a
DCS receiver according to simulations. The front-end consists of a low-noise ampli-
fier operating at 1.85 GHz, a mixer that downconverts the RF signal to an intermedi-
ate frequency of up to 250 MHz, and a voltage controlled oscillator with a tuning
range of 460 MHz. Moreover, the VCO is fully integrated and meets the DCS phase
noise requirements.

Fig. 7. Layout of the front-end
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This front-end does not entail a - generally discrete - filter between LNA and
mixer. Thus, the number of external components is reduced while dual downconver-
sion is utilized.
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A 900 MHz Dual Conversion, Low-IF GSM Receiver in
0.35 um CMOS

Abstract

A low-power fully integrated GSM receiver is developed in 0.35-um CMOS. This
receiver uses dual conversion with a low IF of 140 kHz. This arrangement lessens the
impact of the flicker noise. The first IF of 190 MHz best tolerates blocking signals.
The receiver includes all of circuits for analog channel selection, image rejection,
and more than 100-dB controllable gain. The receiver alone consumes 22 mA from a
2.5-V supply, to give a noise figure of 5 dB, and input IP3 of -16 dBm. A single fre-
guency synthesizer generates both LO frequencies. The integrated VCO with on-
chip resonator and buffers consume another 8 mA, and meet GSM phase-noise spec-
ifications.

Based on: S. Tadjpour, E. Cijvat, E. Hegazi and A. Abidi, “A 900 MHz Dual Con-
version, Low-IF GSM Receiver in 0.33m CMOS". © 2004 IEEE. Reprinted,
with permission, fromEEE Journal of Solid-State Circuits/ol. 36, No.12, pp.
1992 - 2002, Dec. 2001.
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1. Introduction

Mobile wireless transceivers face relentless pressure for low cost, low power, and
small size. A highly integrated CMOS realization is therefore of interest. It is gener-
ally ac—cepted that RF-CMOS circuits are good for short-range communicators such
as DECT or Bluetooth, but whether CMOS can ever deliver a fully integrated
receiver with competitive performance for a challenging cellular standard such as
GSM continues to be debated. Previous bipolar or CMOS GSM transceivers use off-
chip components to reject the image and large blocking signals [1]-[3], or defer these
tasks to the baseband sections [4].

This paper describes a fully integrated CMOS GSM receiver, which we believe
is the more challenging half of the transceiver. The circuit includes on-chip image
rejection and channel selection filter. It meets the requirements of GSM, yet con-
sumes a power comparable to the lowest numbers reported in prior art. Section Il
describes the GSM system requirements and briefly discusses three different receiver
architectures. Section Ill explains the proposed architecture and the rationale behind
it. The circuit design is covered in detail in Section 1V, and finally, the experimental
results and the layout issues are presented in Section V.

2. System Description

The 900-MHz GSM standard [5] requires receive sensitivity of 102 dBm for a
GMSK modulated signal that occupies a 200-kHz-wide bandwidth. To obtain a sig-
nal-to-noise ratio (SNR) of 9 dB at the demodulator at the target bit-error rate (BER),
the noise figure (NF) at the antenna output must be at most 10 dB. Assuming 3-dB
insertion loss, and therefore NF, for the RF bandpass filter prior to the receiver input,
this yields an upper limit of 7 dB for NF of the receiver itself.

What distinguishes GSM from other well-known cellular standards is the
required receiver immunity to very large in-band signals, called blockers. Fig. 1
shows the blocking profile for the GSM standard. The receiver must function at the
target BER when the wanted channel is 3 dB above sensitivity level, and is accompa-
nied by blockers as strong as 100 dB larger. Receiver LO phase noise, image rejec-
tion, and 1-dB compression point all may be deduced from the blocking profile. To
pass the intermodulation test, a GSM signal 3 dB above the sensitivity level must be
detected by the receiver in the simultaneous presence of two blockers: a static sine-
wave, and a GMSK modulated signal at -49 dBm. With 9-dB SNR and a 3-dB mar-
gin, this means that receiver IIP3 must be at least -21 dBm. At the preselect filter
input, this corresponds to an 1IP3 of about -18 dBm.
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Fig. 1. GSM blocker template.

Any assessment of candidate architectures for integrated receivers should begin
with direct conversion to zero IF. The direct conversion receiver eliminates image
reject and off-chip IF filters. Instead, two integrated active low-pass filtdramilQ
paths select the wanted channel. However, the narrow 200-kHz GMSK-modulated
GSM channel at zero IF contains significant energy at very low frequency, and there-
fore cannot tolerate LO leakage, dc offset or second-order distortion products [6]
without elaborate means to sense and remove these artifacts prior to demodulation.

Alternatively, downconversion to some low IF, such as 140 kHz, positions the
signal above dc, obviating most of the aforementioned problems [4]. DC offset can
be simply removed by a high-pass filter, and second-order distortion is not important
since blockers only generate components near dc, which will fall below the down-
converted signal spectrum. As in direct conversion, low-power active bandpass filters
can still select the wanted channel. However, unlike direct conversion, the image of
the downconverted adjacent or alternate channels can now dominate the channel of
interest (Fig. 2). GSM limits the adjacent channel to be 9 dB larger than the desired
signal, and the alternate channel to be 41 dB larger. The spectral tail of the GMSK
modulated alternate channel dominates the image at this low IF, requiring an image
rejection of 26 dB. Fortunately, this can be easily realized on-chip.

If low IF is attractive for a GSM receiver, what is the best frequency plan for
downconversion? Single conversion from RF to low IF is certainly the simplest [4].
However, an important though not well-appreciated limitation of this plan arises
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/—*Wanted Channel
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Fig. 2. Downconverted GSM channel, images of adjacent and alternate channels,
and flicker noise.

from noise in the downconversion mixer. When translating a signal from a very high
to a very low frequency, a current-commutating CMOS mixer always suffers from
large flicker noise at its output [7]. This can submerge the weak received signal,
which lies at low IF at the mixer output. Flicker noise at the output is inversely pro-
portional to the producsx T, whereSis the slope of the LO waveform at the instant

of commutation, and is the LO period. Therefore, to lower flicker noise, the LO
period should be large and its waveform square-wave-like [7].

This favors adual-conversiorreceiver. The entire GSM band is first downcon-
verted to a first IF of, say, about 100 MHz. In a conventional receiver, an off-chip IF
filter would partly suppress the in-band blocking signals to relax the required linear-
ity in the following stages. On a single-chip receiver, this is not a viable option. Now
strong blockers, only mildly suppressed by the antenna preselect filter, propagate
through the receiver circuits until finally attenuated in a baseband channel-select fil-
ter. This poses some problems previously unknown to superheterodyne receivers,
and ignored in previous work.

Consider, for example, dual conversion to zero IF. This suffers from second-
order distortion products at dc due to the blockers. For the GSM receiver, where the
in-band blocker 3 MHz away from the desired signal is 76 dB larger than the refer-
ence channel, this requires an IIP2 of at least 82 dBm in the baseband circuits [8].

Blockers may also translate to the IF through circuit nonlinearity and mixing
with LO harmonics [9]. This is important in GSM, which allows large blockers. For
example, a blocker lying gihw, 5+ w,c)/k , subjectith-order nonlinearity in the
front end mixes with theth LO overtone and downconverts to IF. Front-end linear-
ity, antenna filter selectivity, and the tuned load of the low-noise amplifier (LNA) all
determine how important this effect will be (Fig. 3). Dependingqh@mdk the choice
of IF, the troublesome blockers might lie very close to the GSM band, in which case,
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Fig. 3. Harmonic mixing and front-end nonlinearity translate the bloakogy)(to
the same frequency as the desired signal.

preselect filtering before the receiver does not help. On the other hand, the correct IF
guarantees that all troublesome blockers lie far away from the GSM band. The typi-
cal preselect filter and the dominant second- or third-order distortion in the front-end
blocks imply that the combinatioris= 2,n = 3 andk = 3,n =5 are most problematic
with low-side LO injection, andk = 3, n = 2 for high-side LO injection. It follows
that with high-side LO injection, IF in the range 260-370 MHz is unsafe [10].
Incidentally, if the receiver front-end were perfectly linear, blockers at
nw_o ¥ W, could still mix with LO overtones and downconvert to IF. The casa of
=1 arises when the blocker lies at the image frequency. Nonlinearity in baseband cir-
cuit blocks prior to channel selection is also important. A blockewgf + w,-/m
downconverts to the IF subharmonic, and after sufferiffgorder circuit nonlinear-
ity appears at IF. At low IF, this set of blockers may lie within the GSM band and
pass through the antenna preselect filter unattenuated. This enforces a minimum lin-
earity on the IF circuit blocks. For high-side LO injection, an IF higher than 170
MHz prevents this from occurring, and for low-side injection an IF higher than 260
MHz.
Based on these various considerations, with high-side LO injection the IF should
lie between 170-260 MHz to best suppress spurious downconversion of blockers.
There is no such safe region for low-side LO injection [10].

3. Receiver Architecture

Fig. 4 shows the proposed receiver, a dual conversion to low-IF architecture. The sig-
nal after low-noise amplification downconverts to a first IF (IF1). There, a program-
mable gain amplifier (PGA) boosts the wanted signal and close-in blockers, which
downconvert to a second, low IF (IF2) for most of the amplification and filtering in
the receiver.
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The receiver is considerably simplified if the two LO frequencies driving mixers
at the first and second IF are derived from a single frequency synthesizer. With IF2
chosen at 140 kHz, this consideration narrows down IF1 to 190 MHz if it is to lie in
the safe region described above. Then, according to Fig. 1, the first image 380 MHz
away from the desired signal must be attenuated by 110 dB. A typical antenna prefil-
ter for GSM will suppress this image by about 55 dB in its stopband, which means
that an IF1 polyphase filter and the tuned load of the LNA must suppress it by
another 55 dB.

The gain of the single path (not quadrature) IF1 PGA is chosen so that blockers
do not overload the subsequent circuits and desensitize the receiver! ldagtQ)
mixers downconvert the GSM channel to IF2. Dual conversion improves receiver
NF, first by providing larger gain before the high-noise baseband section, and second
by driving the second mixers at a lower frequency, which reduces their output flicker
noise. An active polyphase filter at the IF2 serves the dual purpose of selection of the
desired channel, and rejection of the adjacent and image signals. This filter delivers
the wanted channel alone at its output in differential quadrature format. Variable gain
in the filter adjusts the signal level to lower dynamic range of the following simple
A/D converter. Analog channel selection as described here contrasts with most other
published GSM receiver ICs, which defer this task to a digital filter.

A high IF2 will lessen the impact of flicker noise in the baseband circuits, but
the image signal will be very large. Also, the channel-select filter at high 1F2 will
consume more power. The second IF of 140 kHz is chosen as the best compromise
between image rejection, flicker noise, and power dissipation.

The two LO frequencies are ganged. A divide-by-6 circuit generates the LO2
frequency from the RF VCO. As the receiver tunes across the GSM band, IF 1 varies

)

~ 190MHzIF1 = +— 140kHzIF2 —

Fig. 4. Architecture of this GSM receiver prototype.
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by £2.5 MHz in order for the wanted channel at IF2 to fall into the fixed passband of

the channel-select filter. This varying IF is only possible when the receiver does not
depend on a fixed off-chip filter. To tune across the 25-MHz-wide GSM band, the

first LO frequency varies by 30 MHz.

In this frequency plan, it is possible for the fifth overtone of LO2 to couple to the
receiver input through wirebond inductors, the substrate, or otherwise poor reverse
isolation. This overtone lies next to the desired signal, and comprises another strong
blocker at the input. As long as it is not so large as to desensitize the receiver, this
overtone downconverts to dc and along with other dc offset is rejected by the channel
select filter.

Gain is distributed between the various blocks to maintain the cascade NF below
6 dB at minimum detectable signal, and the cascade input IP3 below -15 dBm. A
large blocking signal at the input can potentially drive the receiver into compression,
lowering average gain, and raising receiver NF. On detecting a blocker, the receiver
gain is lowered to improve linearity. The circuits are designed so that cascade NF
degrades by no more than 2.5 dB at low gain, which is better than the 3-dB degrada—
tion allowed by the GSM standard.

4, CIRCUIT DESIGN
All circuits described here operate from a 2.5-V power supply.

A. Low-Noise Amplifier

The low noise amplifier is a single-ended inductively degenerated common-source
stage (Fig. 5). A large voltage gain in the reactive input matching network overcomes
FET noise, enabling low NF at low currents. The input impedance is sensitive to the
package and parasitic capacitors to ground. Stray capacitance at the gate of the LNA
transforms down the input resistance as follows:

C2
R Z,]= g [R
" RCI AW +(Cye+ C )

whereR is the real part of the LNA input impedance to the right of the parasitic, and
Cys is the gate-source capacitance. The largeiGfethe less the sensitivity tG,,
Therefore, the input FET WI/L is chosen to be a large 350/0.35 um, Wﬁ@§$
about 350 fF. With a wire-bond inductance of 2 nH, the real part of at the gate is 148
Q. The estimated total parasitic capacitance to ground is about 1 pF, which lowers
the input re—sistance to XZ. An off-chip LC matching circuit serving as a narrow-

band transformer restores this to 80The large FET must be biased at low( -

2
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Fig. 5. Common-source LNA circulit.

V;) to limit the LNA current, but too low a value will lead to smé&jland IP3. A bias
current of 4.5 mA gives a satisfactory compromise between these quantities.

An on-chip single layer metal-4 spiral inductor tunes the FET drain load to 1
GHz. InductorQ at this frequency is about 6. Three switch-selectable resistors
placed across the inductor can vary the gain from 12 to 24 dB. The pMOS FET
switches of 160/0.35 um give low ON resistance and also improve load linearity.
This high-Q load inductor and the high-input matching network partly suppress the
image 380 MHz away.

The cascode FET M2 lowers Miller multiplication of the input FECg and
improves LNA reverse isolation. At high frequencies, junction capa@grof M1
raises the high frequency output noise due to M2. This capacitance is lowered by
merging the drain of the input device and the source of the cascode transistor, and
deleting metal contacts which are not required [11]. To lower noise due to spreading
resistance, the substrate is contacted close to the FET source junction.

The minimum LNA noise figure of 1.4 dB in the GSM band is obtained at a gain
of 25 dB. It rises to 1.6 dB when gain is lowered to 20 dB. Measured LNA IIP3 is +2
dBm.

B. RF Mixers

The RF mixers downconvert the input signal to 190 MHz. It is most straightforward
to drive a single-balanced mixer with the single-ended output of the LNA. A single-
balanced mixer realized by a standard differential pair suffers from LO feedthrough
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Fig. 6. Double-balanced mixer circuit.

at the output. The feedthrough tone is larger than the downcon—verted RF signal in
the ratio(V gs—Vy)/ 2vge , Whereipeis the RF input to the mixer (tens of microvolts)
andVgs- Vi is the gate overdrive on the mixer input FET (hundreds of millivolts). A
low-order on-chip filter cannot adequately suppress large LO feedthrough at 1.14
GHz while passing the desired signal at 190 MHz. One possibility is to use current
boosting [12], which lowers, although does not eliminate, LO feedthrough by steer-
ing bias current away from the switching differential pair; however, this is at the
expense of linearity.

A double-balanced mixer does not suffer from LO feedthrough, but needs a dif-
ferential input. A differential LNA was not considered because it requires a balun
prior to the receiver, whose insertion loss directly adds to the RX noise figure. Alter-
natively, two RF phase splitting buffers can follow the LNA, but they consume
power and degrade linearity. Instead, we chose to ac couple the single ended output
of the LNA to one input each of two double-balanced mixers, whose other inputs are
at ac ground (Fig. 6). Although each mixer’s single-ended noise figure is 3 dB higher
and the bias current is twice that of a single-ended mixer, this arrangement nulls LO
feedthrough and additive noise on the LO signal lines. Long-channel grounded-
source FETs at the mixer input improve linearity. Each mixer consumes 4 mA, and
its double-side-band (DSB) noise figure is 10 dB with respect to the noise ¢h 50
The subsequent polyphase filter rejects image noise in the mixer.

C. Polyphase Filter

Following the quadrature mixers, a passive RC polyphase filter passes the desired
signal with an insertion loss of 9 dB, and rejects the image by more than 40 dB rela-
tive to the de—sired signal. Three stagger-tuned stages (Fig. 7) are required to guaran-



Paper I A 900 MHz Dual Conversion, Low-IF GSM Receiver in 0.35 um CMOS 121

Fig. 7. Three-stage passive RC polyphase filter.

tee this image rejection across the GSM band, with a safety margid08b to cover
process spreads. The resistors in this filter are unsalicided polysilicon with the typi-
cal sheet resistance of 188[1 and+20% process variation, and capacitors are MIM
with 30-nm-thick oxide, which gives a density of 1 fF/um. The capacitor value varies
by aboutt15% due to process spreads.

Passband loss in the polyphase filter is lowered by tapering up the resistance in
the last stages [13]. Resistance ofQ I the last stage trades off noise and signal
loss. The first stage uses aQ-tesistor to prevent loading of the first mixer.

To reject the image by 40 dB, the components in the four branches of the filter
must match to 1%. Capacitors of 200 fF or larger, and resistors occupying an area of
at least 70 ufwill match to this accuracy.

The LO commutates the RF signal current with a square wave. While the main
harmonic of LOQ lags LOI in phase, the third harmonic of LOQ leads LOI. Certain
out-of-band blockers will mix with LO harmonics and downconvert on top of the
desired signal. The polyphase filter passes those mixer products possessing the same
sequence [17] as the desired signal, but rejects mixer products with the opposite
sequence, of which the image signal is the most obvious one. Specifically, with high-
side LO injection, the polyphase filter rejects the imageya} + w,¢ and also block-
ers at3w, o— w;g 50 o+ w... . The additional suppression of this subset of block-
ers is a welcome bonus.

D. Programmable Gain Amplifier

A programmable gain amplifier (PGA) at IF1 adjusts receiver gain to limit the signal

level driving the second mixers. The PGA must be a wideband amplifier at the high
IF of 190 MHz, which as a practical matter can provide a few coarse steps of gain.
Fig. 8 shows the PGA circuit. The input FETs are sized as 120/0.35 um to lighten the
capacitive loading on the polyphase filter. The PGA should be very linear at the
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Fig. 8. Programmable gain amplifier circuit.

intermediate nominal gain of 10 dB. At this gain, the input differential pair is degen-
erated with linear resistors. Resistor loads further improve linearity and lower noise.
To step up gain to 20 dB, nMOS switches bypass the degeneration resistors. Bias
current is steered away from the loads to improve headroom. A pMOS switch in par-
allel with the 400€ load resistor steps down gain to 10 dB. For 0-dB gain, switches
short the differential input to the differential output, while another switch opens the
connection to/pp. The input switch FET size of 12/0.35 um limits capacitor loading
on the polyphase filter, yet gives an acceptably low ON resistance of218he
PGA NF is 6 dB at maximum gain of 20 dB. For 8-dB gain, the PGA NF is 9 dB and
[IP3is +19 dBm. The circuit drains 3 mA. The outputs of the PGA are ac coupled to
the next stage by two picofarad capacitors.

E. Second Mixers

Quadrature double-balanced second mixers downconvert the wanted GSM channel
to the IF2 of 140 kHz (Fig. 9). The 12-pF capacitor at each mixer’'s output removes
high-frequency blockers as well as the signals upconverting to 380 MHz. The input
FETs are biased at a gate overdrive of 450 mV to handle amplified blocking signals
without gain compression. The outputs directly couple into the subsequent active fil-
ter.

A square-wave LO waveform switches the mixers to lower their output flicker
noise. The mixer is laid out to minimize parasitic capacitance at the tail of each dif-
ferential pair, which also helps to lower flicker noise [7]. The DSB noise figure is 11
dB relative to noise in a differential 10Q-resistor, and flicker noise corner is below
40 kHz. The following active polyphase filter cancels image noise. Long-channel
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Fig. 9. Second mixer circuit.

grounded source input FETs improve input 1IP3 of the mixer to +15 dBm. Each
mixer drains 1.5 mA, and gives a conversion gain of 6 dB.

F. Active Polyphase Filter

At IF2, the image signal is only 280 kHz away from the wanted signal. After quadra-
ture downconversion, both lie at the second IF of 140 kHz but in opposite sequences.
The image consists of the lower adjacent and alternate channels, folded over and off-
set in frequency relative to the desired signal. Based on the modulated spectrum, the
image must be rejected by 26 dB (Fig. 10).

A single passivepolyphase filter stage can notch the image by 20 dB or more
across a bandwidth as wide as 30% of the null frequency. Therefore, image rejection
from 20 to 260 kHz which spans one GSM channel centered at 140 kHz and 30%
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Fig. 10. GSM reference channel downconverted to IF of 140 kHz, and images of the
left adjacent and left alternate channels that overlap it.
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safety margin requires more than seven or eight stagger-tuned stages in cascade. This
raises the passband insertion loss to more than 10 dB, which is unacceptable.

An alternative is thactivepolyphase filter [14]. This filter’s frequency response
is defined by a linear shift of a low-pass characteristic along the frequency axis,
resulting in a bandpass filter with an arithmetically symmetric passband. A shift by
wy is obtained by transforming the Laplace variadte (s - jwy). At the circuit level,
this means that each capacitor in a low-pass a&€grototype is replaced by the
composite structure shown in Fig. 11 to realize an admittasce jgy)C. This
requires quadrature signal paths.

In practice, component mismatch in the filter branches, or phase and amplitude
mismatch at the input of the filter, will limit image rejection. Any signal at the input
of the filter can be decomposed into two set of quadrature signals with opposite
sequences. The filterpasses one sequence and rejects the opposite sequence. The fre-
guency response to the wanted sequence is the shape of the filter passband on the
positive frequency axis, while to the unwanted sequence, it is the transition band and
stopband on the negative frequency axis. In case of quadrature errors in the input sig-
nals, theimagesignal can be decomposed into the unwanted sequence and a small
wanted sequence. The frequency response to the image is how a linear superposition
of the original filter response on the positive and negative frequency axes, weighted
by the ratio of the two sequences.

Active RCand switched-capacitor filters are realized with high-gain opamps and
linear resistors and capacitors, which makes them more lineaghéfilters. The
activeRCrealization is chosen here to avoid an antialiasing filter. The sharper the fil-
ter transition band, the greater the image rejection 280 kHz away. Actual image
rejection will also be limited by imbalance in the quadrature mixers, and component
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Fig. 11. Method to synthesize active bandpass polyphase filter from conventional
low-pass prototype.
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mismatch in the two branches. The fifth-order Chebychev type-I filter constellation
gives 1-dB passband ripple, rejects the adjacent channel by 30 dB, and adequately
suppresses image frequencies falling in its transition band. The filter is realized by
cascading five stages of the type shown in Fig. 11.

Two-stage opamps drive the resistor loads (Fig. 12). Large FETs in the input
stage lower flicker noise. A Miller capacitor and series resistor compensate the
opamp to a unity-gain frequency of 33 MHz. The common-mode feedback (CMFB)
cir—cuit is also shown in Fig. 12. The two nMOS transistors sense the output voltage,
and the mirror forces equal current in the two pMOS transistors and drives the com-
mon-mode of the output nodes to the reference voltage. Long-channel pMOSFETSs
give high gain. Each branch drains a current of 15 uA. The 1.2-pF capacitors com-
pensate the feedback loop consisting of the main opamp and CMFB amplifier.

The filter is tuned by a 5-bit array of switchable capacitors in parallel with a
fixed capacitor, which gives50% tuning range with 3% accuracy. Interleaving gain
and filtering in the cascade give the best results for the dynamic range. The adjust-
able gain before each stage can trade off filter noise and signal-induced overload. A
switch-selectable array of resistors at the input of each stage scales filter gain. This
prototype does not include an AGC loop, but makes available three pins for external
gain control. The resistors are weighted to produce linear-in-dB gain. Total filter
gain, determined by process-independent resistor ratios, varies by 60 dB. The filter
has a minimum noise figure of 26 dB at maximum gain. At intermediate gain, its
input IP3 to out-of-band tones which produce in-band intermodulation is +25 dBm.

Wiel

1.IPF

w ]| ||:|'w C C

Fig. 12. Two-stage opamp used in filter, and accompanying common-mode feedback
circuit.
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G. Voltage Controlled Oscillator

A single voltage-controlled oscillator (VCO) generates both LO frequencies, and
complies with GSM phase noise requirements. The VCO is a tail-biased differential
LC oscillator (Fig. 13). MOS varactors tune the VCO frequency by 10%. The varac-
tors are laid out as 160 fingers of 2/0.35-um nMOSFETSs. The inductors are octago-
nal spirals with patterned polysilicon shields, givingQaof 8 at 1140 MHz. The
inductor is designed with a fast simulator that accurately captures all metal and sub-
strate losses [15]. The oscillator circuit is optimized for best phase noise at least
power consumption using an understanding of the physical mechanisms of phase
noise [16]. To lower flicker noise, the tail current souktkex L is scaled up while
keepingW/L constant. FETVysV, is large for low transconductance, which lowers
thermal noise in the drain current. The FET is laid out as an array of nine annular
transistors in parallel to reduce the capacitance at the tail, which lowers flicker noise
upconversion gain [15]. The circuit consumes 3.4 mA from 2.5V, and its phase noise
as simulated on Spectre-RF is -142 dBc/Hz at 3-MHz offset from 1.1 GHz.

Quadrature differential phases are needed to draredQ mixers. A quadrature
VCO [19] automatically creates all these phases. For the same phase noise, though,
the quadrature VCO must be biased at 12 mA. In this receiver, a passive polyphase
filter follows the VCO to split the differential output into differ—ential quadrature
phases. Unlike VCOs biased at high currents [4], here, the polyphase filter resistance
significantly loads the oscillator, and its 1-pF input capacitance strongly pulls oscil—
lation frequency. Lowering resonator inductance to restore the frequency raises
power consumption.

Two grounded source FETs with inductive loads buffer the differential VCO
output. A narrowband T-section capacitive transformer boosts the filter’'s input

T

Vi

1£.5nH
T80
2,35

Fig. 13. 1.1-GHz VCO.
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Fig. 14. VCO buffer with capacitive impedance transformer.

impedance (Fig. 14). The inductor load of the buffer resonates with the capacitive
input of the passive polyphase filter (PPF) at 1.14 GHz to give a gain of 6 dB. The
buffer drains 2.7 mA. The polyphase filter attenuates the LO amplitude by about 10
dB. Two sets of buffers, consisting of inductively loaded differential pairs with 46-
nH series stacked inductors, boost the differential quadrature outputs of the
polyphase filter to drive the mixers. The inductors yieldQ knpedance at 1140
MHz to lower bias current to 0.9 mA. The entire LO generator consumes 7.9 mA.

5. Experimental Results

Fig. 15 shows SPECTRE-RF simulations of the entire receiver. The receiver gain
from single-ended input to differential output is as high as 100 dB, and the cascade
noise figure is below 5 dB. Flicker noise was simulated throughout the design evolu-
tion using the following expression for gate-referred noise voltage:

S
" T fWLC,,
180 j=i- - =
B =0 \‘\
e |
g % — \""-..
d . ! - -u.._,;:....-i
" ] H‘] 409 5 i) 1000
Frequency, KHz

Fig. 15. Simulated frequency response and noise figure of receiver.
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Fig. 16. Chip photograph.

In this technology, for NMOS is 8.2E -24%%, and for pMOS is 1.9E-24 %F, and is
assumed constant at all bias voltages [18].

A receiver prototype is fabricated in 0.35-um CMOS in the STMicroelectronics
BiICMOS6M process. The chip (Fig. 16) consumes an areaZok 2. mm, the chan-
nel-select polyphase filter consuming almost half of this. Separate supply lines lower
interaction between the LNA and the rest of the receiver. Several ground pads are
down bonded to the package to lower stray inductance. Electrostatic discharge
(ESD) protection comprises two reverse-biased diodes connected to each pin of the
chip. The small diodes add little capacitance to the sensitive RF nodes, and are sepa-
rated by ground and rings to reduce the possibility of latchup. Symmetric layout
throughout the receiver guarantees required matching between and paths. Serpen—
tine metal lines of variable pitch equalize interconnect capacitance between mixer

81y, 9B
"'-,,'

B50 900 950 1000
Frequency, MHz

Fig. 17. Measured input reflection coefficient versus frequency.
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Fig. 18. Measured on-chip image rejection at first IF.

outputs and filter inputs, and inside the LO circuits. The back side of the chip is
attached with conductive epoxy to a 40-pin surface-mount alumina/glass package.

The measured input return loss is 12 dB in the GSM band (Fig. 17). The front
end comprising the LNA, first mixers, and the polyphase filter is first evaluated sepa-
rately through test points. Front-end insertion gain is 20 dB in the GSM band, and it
rejects the image on-chip by more than 55 dB (Fig. 18).

Next, receiver noise is measured up to the channel-select filter input using the
HP8870B noise-figure meter. This instrument only operates at IF of 10 MHz and
higher, but is the most accurate way to measure noise. It is used to calibrate a spec-
trum analyzer for noise measurement at IF of 140 kHz and below. In the white-noise
region, measured receiver NF is 3.8 dB up to the second mixers. The channel-select
filter degrades cascade NF by less than 0.5 dB. Due to onset of flicker noise, receiver
NF at 240 kHz IF is 4 dB, rising to 5.7 dB at 40 kHz. The extrapolated 3-dB flicker
corner frequency is below 20 kHz, where the spectral density of the wanted channel
is down by more than 10 dB and the higher noise no longer matters (Fig. 19).

To test the immunity of the receiver to blockers, a single tone at each frequency
listed in Table | is applied to the receiver input, and the output at IF2 is measured.
The receiver gain to a -99 dBm tone in the wanted channel is also measured. The dif-
ference between the two is the blocking rejection. All major blockers, including the
image at the first IF, are rejected by more than 110 dB. As explained earlier, the
polyphase filter additionally attenuates a subset of blockers.

The channel-select filter gives the main amplification in the receiver. Its gain
may be swept from about -2 dB to 58 dB, as shown in Fig. 20. The filter maintains its
shape at all gain settings. The passband ripple is within 1 dB, and it rejects the adja-
cent channel 100 kHz away by more than 35 dB. The measured frequency response
of the entire receiver at IF2, shown in Fig. 21, plots gain to the image at the second
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Fig. 19. Measured receiver cascode Fig. 20. Measured frequency response and
noise figure. gain range of channel select filter.

IF. At frequencies up to 70 kHz, the image response follows the folded-over filter
transition band. At midchannel, quadrature inaccuracy in the second mixers limits

TABLE |. MEASURED REJECTION OFLIKELY BLOCKING SIGNALS

Physical Effect RF Input Frequency On-chip Rejection
(MHz) Rejection(dB) | Incl. Prefilter

1st Image fotfir) 1328 56 111
Half IF f o+fir)/2 1233 81.5 131
(2fLofiF1)/2 1043 72 114
(3fLoHiF)/2 1802 >91 141
(3fLo-fir)/2 1612 >109 159
Half IF (4f o+ iEp)/2 2371 >93 148
(4f_ o-fie)/2 2181 >93 148
HD3 in balanced (Qb+eD/3 822 97 142
IF1 circuits fo-firD)/3 695 71 126
Bf otfir)/3 1201 76 126
(3fLo-firD)/3 1075 56 106
(5f oHiF)/3 1960 >116 171
(5fLo-firD)/3 1833 >116 171
(BfLo+firD) 3604 106 161
(3fLo-fiF) 3224 >103 158
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Fig. 21. Measured cascade frequency response of receiver to desired signal and sec-
ond image.

Image rejection; as explained earlier, the image response now resembles a scaled-
down version of the passband. At 40 kHz, the image at IF2 is suppressed by 27 dB,
and at 70 kHz by 37 dB. This is good enough.

The measured VCO phase noise at 1140 MHz is shown in Fig. 22. The VCO
meets the GSM phase-noise requirements at all offset frequencies by some margin.
At 3-MHz offset, the measured phase noise is -142 dBc/Hz and the flicker corner of
the VCO is about 150 kHz. The measured results matches well with Spectre-RF sim-
ulations. The VCO tuning range is about 10%. The phase noise changes by less than
2 dB across the tuning range.

&

55B Phase Moise, dBo/Hz
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Fig. 22. Measured VCO phase noise.
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TABLE |l. RECEIVER PERFORMANCE SUMMARY

NF 5dB
[1P3 - 16 dBm

On Chip Image Rejection >55dB @ 1st IF
>35dB @ 2nd IF

Input Return Loss >12 dB (GSM band)

AGC >80 dB
Current Consumption @ 22mA (RX only)

25V 8 mA (LO Generator

Area 2.2x4 mm

6. Conclusion

A fully integrated dual-conversion to low-IF RX is implemented in 0.35-um CMOS
process. Dual conversion to low-IF lowers the impact of baseband noise. The right
choice of IF for first downconversion substantially lowers the impact of the blockers.
This IF also allows use of a single VCO to synthesize both LOs. A multifunction
active polyphase filter selects the desired GSM channel and rejects the image signal
by more than 27 dB across the filter passband. Table [l summarizes receiver perfor-
mance. The image signal at first IF is rejected by the LNA and three-stage polyphase
filter by more than 40 dB. The minimum cascade noise figure is 5 dB and the cascade
input IP3 is -16 dBm. The receiver consumes 22 mA from a 2.5-V power supply. The
VCO and buffers drain another 8 mA.

This work illustrates the power of evolving a radio architecture with cognizance
of the strengths and limitations of circuits. This design approach has enabled a
highly integrated all-CMOS solution to the difficult GSM receiver problem with a
power consumption among the lowest to date.
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Spurious Mixing of Off-Channel Signals in a Wireless
Receiver and the Choice of IF

Abstract

Circuit nonlinearity and LO harmonics can cause large interferers to translate on to
the same intermediate frequency as the desired channel. The mechanisms responsi-
ble for spurious mixing, which are distinct from intermodulation distortion, are an—
alyzed and catalogued. The analysis leads to an optimal choice of IF for a fully inte-
grated 900 MHz GSM receiver that resists all blockers.

Based on: E. Cijvat, S. Tadjpour and A.A. Abidi, “Spurious mixing of off-channel
signals in a wireless receiver and the choice of IF”. © 2004 IEEE. Reprinted, with
permission, fromMEEE Trans. on Circuits and Systems IlI: Analog and Digital Sig-
nal Processing\Vol. 49, No. 8, pp. 539 - 544, August 2002.
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1. Introduction

It is clear that today’s wireless transceivers for mobile communication, especially
those operating in the range of 1 to 5 GHz, increasingly must be more integrated.

A higher level of integration requires the circuit designer to eliminate off-chip
filters: for instance, the passive image-reject filter after the low-noise amplifier
(LNA), and the intermediate frequency (IF) filter used to suppress adjacent and out-
of-band signals [1]-[3]. Now much stronger adjacent channels, variously called
interferers or blockers, will traverse the receiver after only mild attenuation in the
antenna preselect filter, eventually to be suppressed at IF or baseband. The blockers
disturb the receiver in a number of well-known ways, through reciprocal mixing,
gain desensitization and intermodulation distortion. These problems are lessened
with low phase noise oscillators and more linear amplifiers, and are roughly indepen-
dent of the numerical choice of IF. Unfortunately this is not all. Due to circuit nonlin-
earity and harmonic mixing, blockers may translate to exactly the same IF as the
desired channel. This problem of spurious mixing is known only qualitatively to
receiver experts [4]-[6]. The object of this paper is to clearly delineate all the impor-
tant mechanisms of spurious mixing, and to relate them to circuit design and receiver
architecture.

Investigating these mechanisms, we find that for a given profile of allowable
blockers the problems of spurious mixing go away at certain intermediate frequen-
cies. At these IFs it becomes possible to remove the customary off-chip filterbetween
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Fig. 1. GSM blocking signal template.
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the LNA and mixer. This enables the complete integration of receivers for cellular
systems such as GSM that allow very strong blockers. Fig. 1 shows the blocker tem-
plate [7] for the 900-MHz GSM receive band. In a certified GSM receiver, the ratio
of signal-to-noise and interference with the wanted channel 3 dB above the sensitiv-
ity level accompanied by a blocker up to 100 dB larger should be the same as with
the wanted channel alone at the sensitivity level.

In Section Il, we model the front-end and how it generates harmonics. Then in
Section Il different mechanisms of spurious mixing are described, and the results
are applied to the GSM standard to find a good range for IF. Finally, Section IV pre-
sents the measured blocking tolerance of a fully integrated GSM receiver whose
architecture evolved out of this analysis.

2. Modeling Receiver Front-End

Fig. 2 shows a generic front-end for a superheterodyne receiver. The RF preselect fil-
ter connected to the antenna passes the band of interest, but suppresses out-of-band
blocking signals. Together with the LNAs tuned input matching network, it sup-
presses blocking signals by some amoditigp(Af), whereAf is the frequency off-
set from the desired channel. Signals in the preselect filter's passband inevitably
suffer a small insertion lodsgpg The termAtt \a(Af) refers to how much the tuned
load of the LNA and any image reject filter that follows attenuate blocking signals.
L, signifies how much lower theth LO harmonic is when compared to the funda-
mental.
There are three important nonidealities in a receiver front—end.
1. LNA nonlinearity: This creates harmonics of an incoming RF signal and blockers,
as well as intermodulation products.
2. Mixing with LO harmonics: For highest conversion gain, the mixer must com-
pletely commutate the RF signal with a square wave at the LO frequency. There-
fore, the strong odd harmonics of a 50% duty cycle square-wave LO, given by

~ o _ LNA -0 ) IFblock
T BPF I S~ IRF
A ED>EE— A
I _ - g Mixer
Lane o oo Grmier P e

Fig. 2. Generic superheterodyne receiver front end.



Paper Il Spurious Mixing of Off-Channel Signals in a Wireless Receiver and the Choice of IF 141

s, ot) = ?T%inmmuésin?)wmu e (1)

mix with the full span of the RF input spectrum, which in—cludes in addition to the
channel of interest, various strong blocking signals.
3. Nonlinearity in IF circuits: This shifts interferers lying at subharmonics of IF onto
the wanted channel.
Therefore, an input interferer at this frequency

Fintert = (NfLo®fip/m)/K ()

wherek, m, n are integers, after being subject to these three possible imperfections in
the receiver, will coincide in frequency at IF with the desired signal. Hesders to
the kth-order nonlinearity of the LNAnR is thenth LO harmonic, andn represents
themth-order nonlinearity of the IF circuits after the mixer.

In any circuit withkth-order nonlinearity, the differend® between the funda-
mental output signal and the kth-order intermodulated signal in decibels is [5]

AP = (k=1)(HP,=Pin)= Ptund out— Pk out 3)

where IIR, is the kth-order input intercept point anié, is the input power. For a
wide-band receiver, th&th-order harmonic generated by a single-tone can be
deduced using a similar definition

AI:)h = (k_l)(Pk, oi_Pin): I:)fund, out™ I:)k, out (4)

where the fundamental is locatedfatand thekth-order harmonic akf;. The rela-
tionship between llPandPy ; is

Py oi = 1P+ 10logk (5)

Since it is customary to characterize nonlinearity in RF circuits in terms of inter-
cept point IIR, from here on we use this to also represent distortion in single-tone
blocking signals.

3. Mechanisms of Disturbance by Spurious Signals

Different mechanisms are distinguished by combinations, @andm. Three sepa-
rate mechanisms may be identified as follows.

Mechanism 1: Harmonic Mixingn = 1, n & k >1: An interferer lying at subject
to kth-order nonlinearity in the RF frontend, mixes with thta LO harmonic and
downconverts to IF (Fig. 3). It overlays the desired signal, which has appeared at IF
through the intended undistorted am—plification in the LNA, followed by downcon-
version by the fundamental frequency of the LO. For the receiver to function prop—
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Fig. 3. Harmonic mixing with mechanism 1.

erly, an unintentionally downconverted interferer must lie below the desired signal
by some specified carrier-to-interference ré&tib

C

I:)interf, IE< I:)des IF— |_ (6)

The wanted channel is amplified in the LNA and mixer by power gairs, @fs and
Gmxp respectively. At IF, the desired signal’s power is then

Ddes IF = IDdes_ prf + c':'LNA + Gmxr (7)

On the other hand, the interferer is subject to a different set of gains and losses. An
interfering signalAf away from the RF band is first suppressed in the RF preselect
filter. Then its kth harmonic akfers, Calculated using (4), is additionally sup—
pressed in the tuned load of the LNA. The interferer downconverts to IF by mixing
with thenth LO harmonic. Finally at the mixer output, its strength in dB is

Pinterf.IF = k(Pinterf —Lgpp—Attgpp(af)) + G ya—(k=1)(IIP + 10Iogk)(8)
— At yaBF ) =L+ Gy
where
Pdes Minimum power of desired signal
Pinterf power of interfering signal (from the antenna) according to the block-
ing profile
LepE insertion loss of the band pass filter in the RF band
Attgp(Af) attenuation of the antenna pre-select filter and the LNA input match-
ing network at an offset frequendy
Af distance of interferer to the RF receive band
Atty na(AY) attenuation by the tuned load of the LNA and/or the image reject fil-

ter at an offset frequendyf
Afy distance ofkth order harmonic of blocker at LNA output to the RF

receive band
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Ln loss ofnth LO harmonic relative to the LO fundamental.

By inserting (7) and (8) into (6), we arrive at the minimum of the LNA that leads
to the required carrier-to-interfer—ence ratio for a certain BER [7]
k K 1
WP LnA> =7 Pintert —Lepr— mAttBPF(Af) ko1 [{Att ya(Af) + L)

. e ©)
—10log (k) — leH’des— T

If the circuit properties are known but unalterable, the equation may be rearranged to
determine the required selectivity of the RF preselect filter

k-1 1
interf _TLBPF_E(AttLNA(Afk) + Ln) (10)

k—1 1 Ch
— T(||Pk+ 10logk) — R%des_ l—D

Next, let us find the values of IF which satisfy this inequality for a GSM
receiver. To start with, we must know the characteristics of the prefilter. Fig. 4 shows
the frequency response of a typical commercially available 947-MHz SAW filter
intended for the GSM receive band. Then, based on previous experience with RF
CMOS circuits, we assume that in a well-designed LNA the 1§80 dBm, and 1B
is +12 dBm. As defined by the relationshib; ...s = nf o* f;r , the most trouble-
some interferers susceptible to third-order nonlinedty 3, n = 3) lie in the fre-
quency range 890 MHz f,os < 1025 MHz, and due to second-order nonlineafty
=2, n = 2) lie in the range 890 MHz ;e < 1020 MHz. After downconversion by
the mechanisms described above, if the interferer isaiocoincide at IF with the

oss (dB)

IR W/:\ iy
/ N

40

Attenuation (dB)

Retum

8475 0475 1047.5
Frequency (MHz)

Fig. 4. Typical RF prefilter.
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desired signal, the following must hold, respectively, for low-side LO injection
wheref, o = fre - fig, @and for high-side LO injection whefigy = frg + fie:

nfRF_kfinterf kfinterf_nfRF
fi # ntl or fie# nFl

(11)

By stepping through all GSM channels in the range 935 MHz MHz, this leads to
undesired rangesf f;z shown in Table | for various andk.

TABLE |. UNDESIREDF|g REGIONS(MEGAHERTZ) DUE TO MECHANISM 1

Low-Side Injection High-Side Injection
k=2 k=3 k=2 k=3
n=2 13- 47 - 13 -57 265 - 292
40 - 140 40 - 170 340 - 377
n=3 171 - 285 15-53 - 15 - 68
30 - 105 30 - 135

n=4 340 - 376 148 - 180 - -
382 -412 199 - 225

247 - 300
332 - 375
=5 - 269 - 310 - -
322 - 355
The undesired responses invoked by the special cage-df = 1 have been

called "Able-Baker spurs" [6].

Mechanism 2: Mixing of Interferer With LO Harmonioy,=k =1, n > 1: Even
if the RF front-end is perfectly linear, LO harmonics in the mixer will downconvert
interferers lying atf; .+ = nf o+ f; to IF (Fig. 5). For the receiver to function
normally in the presence of these interferers, the following inequality must hold:

C

P |

interf

p A nfLo

A

interferer

i

Fig. 5. Harmonic Mixingn=k=1, n>1 (mechanism 2).
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In this case, since the interferers of concern lie far away from the frequency
band to which the receiver is tuned, they are subject to the full stopband loss of the
RF prefilter and then further attenuation in the LNAs tuned load. GSM allows out-of
band interferers to be as large as 0 dBm at the antenna; that is, 102 dB larger than the
minimum detectable desired signal. Assuming that a practical preselect filter (Fig. 4)
offers a stopband loss of 55 dB at best, the interferers must be suppressed roughly by
another 55 dB on chip. The tuned input matching network and LNA load will each
be partly responsible for this attenuation. For examplenfe3 and an LO of 1 GHz
with a reasonable IF of, say, 100 MHz, an LNA tuned by an on-chip inductor of
moderate) and impedance-matched at its input suppresses the interferer in question
by more than 20 dB relative to the wanted signal. Then the interferer mixes with the
third LO harmonic, which is one third the amplitude of the LO fundamental, and this
translates the interferer to IF with one third (-10 dB) the conversion gain seen by the
desired signal. Another 25 dB of attenuation is still needed. If this is not forthcom-
ing, the interferer will jam the desired signal, and then can only be tolerated as one of
the exceptions granted by GSM [7]. However, more than a few such interferers will
soon exhaust the quota of exceptions.

With high-side LO injection, the interferers in question will lie yet further out in
frequency. However, the filters described above will attenuate them by almost the
same amount because, in practice, far away stopband loss tends to flattens out at
some maximum value. In a superheterodyne receiver which uses off-chip filters, this
problem is solved by placing an image reject filter, which is identical to the preselect
filter, after the LNA. Now the cascaded stopband loss of the two filters pushes down
all out-of-band interferers by more than 100 dB relative to pass-band signals.

It is clear that unless the IF is exceptionally high, mechanism 2 is largely inde-
pendent of IF. Also that the classic image in wireless reception is a special case of
this mechanism, whem=m=k =1

Mechanism 3: Subharmonics of lF=n = 1, m > 1: Interferers may be shifted
onto the desired signal because of nonlinearity in the IF circuits. An interferer at
fLo+ fir/m mixes with the LO and downconverts tg/m. Then, subject to IF cir-
cuit nonlinearity, itamth harmonic appears gt (Fig. 6).

Depending omm, if the interferers in question initially lie in the RF filter’s tran-
sition band they are only slightly attenuated before entering the receiver. For normal
operation, the minimum linearity in the receiver's IF section, as characterized by
intercept point, is
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Fig. 6. Downconverted interferer appears at a subharmonic of IF (mechanism 3).
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"PmiF> T

m m
Pintert —Lepr — 7 Attgpr(AT) ——— LAt yA(Af)
(13)

1 C
— 10log(m) — ma:des_ TE-F G + GLna

This expression imposes lower bounds on the IF. Once again, let us see how this
mechanism works with GSM blocking signals. The IF circuits are usually fully dif-
ferential; as a result they will largely suppress even-order harmonics. Based on cir-
cuit simulations, we assume an 4IBf +10 dBm at the IF input to the receiver, and
supposing a 3% FET mismatch an JI1Bf +40 dBm in the IF differential circuits.
Then with 935 MHz <z < 960 MHz, Table Il presents the lower bounds on where
the receiver is immune to this mechanism.

TABLE II. UNDESIREDF g REGIONS(MEGAHERTZ) DUE TO MECHANISM 3

Low-Side Injection | High-Side Injection

m=2 0-150 0-160
m=3 0-113 0-105

Note that a blocker at, 5+ f -/m can be subject to spurious mixing by the first
mechanism witm = k, that is whenm (mechanism 3) replacds(mechanism 1).
However, in the two cases the blocker appears at IF by entirely different processes.
In the first mechanism, RF circuit nonlinearity shifts the interferer to a higher fre-
guency, where it is attenuated by the tuned LNA load. In mechanism 3, however, the
interferer is close to the RF band, and downconverts to a subharmonic of the IF.

The well-known half-IF interferer [3],f o+ f|r/2 , is a special case of mecha-
nisms 1 and 3.

With this background, let us study some previously published GSM receivers to
understand their vulnerability to the spurious mixing of large interferers. It should be
noted that the authors of these works make no mention of what steps they took, if
any, to lessen their receivers’ exposure to these vulnerabilities.
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A. Example: GSM Receiver With IF of 71 MHz

This receiver [1] uses a passive RF filter before and after the LNA to cascade the
stopband losses, and therefore strongly suppress out-of-band blockers from entering
the mixer. Suppose that in the interest of higher integration, we remove the filter after
the LNA. First consider mechanism 1. Assume the desired signal lies at 935 MHz,
and that the LO is high-side injected at 1006 MHz. With 3, k = 3, lIP3  na =-7.5
dBm, L3 = 10 dB,Pgyes= -99 dBM,Pjyierf = 0 dBm, Lgpe =3 dB,C/I =12 dB, and
an approximate attenuation of 15 dB &3¢ due to the LNA load, it follows from
(10) that the RF prefilter must attenuate an interferer at 983 Midg € f,-/(3) ) by
at least 28 dB. This is not possible with today’s prefilters (Fig. 4).

Next consider mechanism 3 with= 3. An interferer at 997 MHz suffers almost
no attenuation through the LNA. Using (13) wittzgpg = 26 dB, Att ya = O dB,
GLna = 15.3 dB andGyy,y, = 10 dB, the required 11§ > +34 dBm. This is too high
for a practical on-chip IF circuit, which means that the receiver is also vulnerable to
blocking by this interferer.

These calculations show that with a 71 MHz IF a post-LNA filter is mandatory,
and a GSM receiver using this IF cannot be fully integrated.

B. Example: GSM Receiver With Low IF of 100 kHz

Suppose the low-IF receiver for DCS-1800 [9] is re-tuned to 900 MHz GSM. The
blocking templates for both standards are very similar. With the desired signal at 950
MHz, and assuming high-side injectifyy = 950.100 MHz, mechanism 3 exposes
the receiver to an interferer &t 5+ f,-/m , for example, with= 2, at 950.150
MHz or 950.050 MHz. However GSM limits the strength of interferers within 600
kHz of the desired signal to less than -43 dBm. The resulting downconverted blocker
on to the desired channel is inconsequential.

If mechanism 1 is at work, and assuming- k, the candidate interferer lies at

f o* fg/k . This amounts to merely replacimg above byk, and again the perti-

nent interferers pose no threat. For example, assuming comparaplef tie LNA

as the one used in the receiver described in [8], the ranges of undesired IF are similar
to the ones in Table I, and therefore the low IF is safe.

However, for mechanism 2 and with= 3, an interferer 0 dBm strong at roughly
2850 MHz + 100 kHz €1, = nf o+ f;r ) might overwhelm the desired signal.
As it propagates through the receiver, this interferer is attenuated in the preselect fil-
ter by, sayAttgpg = 60 dB. It is further attenuated in the tuned load of the LNA. If
this load is a parallel LCR circuit with quality fact@ and assuming thdf << f q,
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it follows that its gain to an interferer close td, o compared to its gain to the
wanted signal close 4 is in the ratiol : nQ. With aQ of, say, five this amounts to
Att; ya = 23 dB. In mixing with the third LO harmonic whodey = 10 dB, the left-
hand side of (12) amounts to -93 dBm while the right-hand side may add up to -111
dBm. This violates the inequality in (12), exposing a vulnerability.

4. Experimental Validation on a Receiver with Optimal IF

The results of the analysis above were used to develop the frequency plan of a fully
integrated 900-MHz CMOS GSM receiver [8]. The prototype receiver was fabri-
cated in 0.35-um CMOS. Considerations of flicker noise at the output of the first
mixer lead to the choice alual conversion to low-IFGiven the GSM template of
allowed channel strengths, it is relatively easy to choose the second IF close to 100
kHz because now the image need only be rejected by about 20 dB. However, what of
the first IF? This is where the analysis above gives guidance.

According to the analysis, with high-side LO injection a first IF in the range of
170-265 MHz is immune to interference caused by mechanisms 1 and 3 (Tables |
and I1). It turns out that for lowside LO injection there is no "good" IF. Interest—
ingly, Rohde and Bucher in their textbook [4] have come to the same conclusion. On
page 112, they note that generally "the difference mixer with high-side oscillator
provides fewer spurious responses."

Mechanism 2 remains a problem. The responsible interferers cannot be ade-
guately rejected by the prefilter alone, and must be additionally suppressed by the
frequency-dependent gain in the LNA. As was explained earlier in the example of
the low IF receiver, the antenna prefilter and the LCR tuned load of the LNA do not
adequately suppress the interferers that GSM allows at 3 x the frequency of the
receive band (3420 x 190 MHz in this case). Therefore, a notch in the LNA fre-
guency response must be realized at these frequencies. The most convenient way to
do so is by resonating a capacitor in parallel with the LNA FETs source degeneration
inductor at the desired notch frequency (Fig. 7). This inductor is realized with a
bondwire [8], which resonates at around 3 GHz with the capacitance of the bondpad
and PN junction present at the source terminal. Simulations suggest that with the
high Q of the bondwire inductance, the notch may be as much as 100 dB below the
gain peak.

The receiver uses a high-side LO and a first IF of about 190 MHz [8]. The sec-
ond IF is selected to be 120 kHz. This choice of IFs gives a simple integer ratio of 6
X between the required LO frequencies at the two stages of downconversion, and
allows both to be synthesized with a single VCO and a simple divider.
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Fig. 7. LNA circuit with notch filter to suppress third harmonic, and associated
frequency response.

The prototype receiver circuit was subjected to a comprehensive range of GSM
blockers. The test consists of applying a tone at each of the frequencies listed in
Table 1ll, accompanied by a reference signal 3 dB above the sensitivity level in the
middle of the GSM receive band. The amplitude of the interferer tone is raised until

TABLE Ill. M EASUREDBLOCKING SIGNAL REJECTION FOR AGSM RECEIVER|[8]

Physical Effect RF Input Frequency On-chip Rejection
(MHz) Rejection(dB) | Incl. Prefilter

1st Image fotfirD 1328 56 111
Half IF 2f ot F)/2 1233 81.5 131
fLo-fiF)/2 1043 72 114
(3fLotHiF)/2 1802 >01 141
BfLo-firD/2 1612 >109 159
Half IF (4f o+fie)/2 2371 >93 148
(4fLo-flrD/2 2181 >03 148
HD3 in balanced (Rb+fiFD)/3 822 97 142
IF1 circuits 2f o-fir1)/3 695 71 126
(3fLotiFD)/3 1201 76 126
(3fLo-fir)/3 1075 56 106
(5f otiF)/3 1960 >116 171
(5f o-firD)/3 1833 >116 171
(3fLoHiF1) 3604 106 161
(3fLo-fiF1) 3224 >103 158
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its in-band spurious response overtakes the reference signal. Measurements show
that the receiver rejects all potential interferers, including the image signal, by more
than 105 dB. An on-chip circuit in this receiver attenuates the image channel,
fLot fig, at the first IF. It also suppresses image channels downconverted by the
LO harmonics, of which the principal one & | ,—f,r - the sign reversal is due to
the fact that the quadrature sequence is reversed for the third harmonic of the LO.

These results show the practical outcome of the analysis in the design of an inte-
grated receiver robust to interferers.

5. Conclusion

This paper presents a systematic and comprehensive analysis of how circuit imper-
fections cause adjacent and out-of-band signals incident on a wireless receiver to
translate to the same frequency as the desired signal. The comprehensive analysis
reveals mechanisms in wireless receivers other than the well-understood intermodu-
lation distortion, whereby adjacent and out-of-band signals become "interferers."
Some of these signals, although initially distant from the wanted channel but nu—
merically related in frequency, mix via spurious mechanisms on to it at IF and inter-
fere with its detection.

Knowing the profile of adjacent channel strengths, characteristics of the antenna
filter, and the typical nonlinearity in the RF circuits, we can predict the strength of
spurious mixing products. In some cases, such as mechanism 1 and 3, the only way
to counter the resulting problems is by proper choice of intermediate frequency, IF.
Mechanism 2 is often most important, since here, blocker suppression depends
exclusively on filter attenuation and LO harmonics.

In a fully integrated receiver which dispenses with fixed external filters to save
power and physical volume, the problems of spurious mixing are particularly press-
ing. Based on this analysis, a fully integrated GSM receiver with a unique frequency
plan was developed. Measurements on the prototype, which uses only one off-chip
filter for RF preselection, verify that it suppresses all blockers by more than 105 dB.

We expect that an awareness of spurious mixing will add yet another criterion
that guides the choice of receiver architectures in the future.
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PAPER |V

A Fully Integrated 2.45 GHz 0.25 um CMOS Power
Amplifier

Abstract

A fully integrated differential class-AB power amplifier has been designed in a
0.25um CMOS technology. It is intended for medium output power ranges such as
Bluetooth class I, and has an operating frequency of 2.45GHz. By using two parallel
output stages that can be switched on or off, a high efficiency can be achieved for
both high and low output power levels. The simulated maximum output power is
22.7 dBm, while the maximum power-added efficiency is 22%.

Based on: E. Cijvat and H. Sjéland, “A Fully Integrated 2.45 GHz M@CMOS
Power Amplifier”. © 2004 IEEE. Reprinted, with permission, frétroceedings

of the 10th IEEE International Conference on Electronics, Circuits and Systems
(ICECS) 2003pp. 1094-1097. Sharjah, United Arab Emirates, December 2003.
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1. Introduction

With the recent emergence of short-range communication standards such as Blue-
tooth, the research interest for highly integrated power amplifiers (PAs) has
increased [1-13]. For frequencies up to several GHz and low to medium output
power, CMOS may be an alternative to stand-alone power amplifiers, offering a
higher level of integration in a relatively cheap technology, in exchange for less effi-
ciency and a lower maximum output power.

In most communication systems transmitter output power control is required. In
order to increase the battery lifetime, it is important to have a relatively high effi-
ciency over the whole PA output power range, i.e. for both lower and higher output
power, since the PA is more likely to operate at lower than higher output power.

For the Bluetooth standard the highest output power is 20 dBm (class I, [14])
which is feasible for CMOS implementation (see [1-13]). Moreover, a constant enve-
lope modulation scheme is used, implying that linearity of the PA is not a critical
issue for this standard.

In this work a class-AB power amplifier is described that consists of two stages,
with the output stage comprising two parallel blocks that may be switohext off
(see fig. 2). In this way the efficiency may be optimized for different output power
settings. The output impedance transformation network is fully integrated.

The paper is structured as follows: First some PA theory is described, then the
design itself is presented. Simulation results are shown in Section 4, and finally con-
clusions are presented.

2. Analysis

In fig. 1 a current source with impedance transformation netwodkshown. This

serves as a model for an ideal output stage, where the transistor operates as a con-
trolled current source drivingg, the transformed load impedanBg. The maxi-

mum signal amplitude ¥®pp, and the ideal maximum output power is given by

Voo

I:)out max ideal — Ft (1)
op

Vbp out

Ve T

opt

Figure 1. Principle of impedance transformation.
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Thus, for a given/pp, Ry determines g max@ssuming a maximum voltage swing.
For Pout,max= 22 dBm andvpp = 3.3V, the optimum load resistangg is equal to
34Q.

The power added efficiency (PAE) is defined as

pAE = —out”Fin

n
P (2)
wherePp is the power supplied by the battery, which is signal-dependent for most
types of PAs. The PAE typically is maximum for an output power closeyt® Rax
and decreasing fast for lower output powers [5]. Therefore, for a high average effi-
ciency, the PA may be designed to have diffetéfik maxby changingRg, or Vpp.
In this work the former strategy is used.

Non-idealities

For high voltage swings the transistor will enter the linear region, and no longer
behave as an ideal current source. This is commonly modeled with the knee voltage
Vineel15]. The output voltage swing is reducedVWgp - Vinee and the maximum
output power may be written as

2
— (VDD_anee) (3)
out, max 2R0pt

P

Assuming an output stage with an integrated current-supplying inductor and a
switch at \pp, allowing the whole stage to be turned or off, other non-idealities
may be identified such as the series resistance of the inductor and the on-resistance
of the supply switch, both reducing the bias voltage at the drain. Moreover, the finite
output impedance of the transistor and the finite quality faQt@f the passives in
the matching network will cause power loss. To compensate for these losses, a PA is
generally designed for a high®g maxby reducingR,,in Eq. 3.

3. Design

A fully integrated 2.45 GHz PA was implemented in a 0.25um CMOS technology. In
order to implement different output power settings and increase the average effi-
ciency, two parallel output blocks were used (see fig. 2). Due to die size consider-
ations the number of parallel blocks was limited to two.

The matching network was chosen so that a maximum output power of 22 dBm
was achieved with both blocl®. When one stage wff, the matching network pro-
vides a higheRg and thus a lowePq;; max IN this way a relatively high average
efficiency over the total PA output power range can be achieved.
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Figure 2. Simplified single-ended schematic of the PA with two parallel output
stages.

For the output stage no cascode transistors are used, since this would increase
the knee voltage and thus decre&sg max A switch in the signal path at the output
would also have a negative impact on the output power and thus on the efficiency,
and was therefore avoided as well.

The input capacitance of the output stage forms a large part of the total capaci-
tance at the drain dfl, which is parallel toLp, see fig. 2. When switchingff one
stage (by changing the gate biasMgp and opening th&/pp switch), the input
capacitance will change significantly. In order to decrease the impact on input stage
tuning, a rather small AC coupling capacitance is used between the input- and output
stage.

By connecting the two output nodes as shown in fig. 2, the two parallel stages
sharel,, C3 andLy,, Only Cy, L, andC; are available to separately desigg), for
each stage. Moreover, due to numerous parasitic capacitances and size restrictions of
integrated passives, the impedance transformation ratio cannot be varied over a wide
range.

Generally when parallel output stages are used, power combining is imple-
mented either through a transformer [3] or transmission lines [5]. In this design,
however, the two stages are not isolated, meaning that the network of one stage has
an impact on the impedance transformation of the other.

The matching network for one output stage may be drawn as shown in fig. 3.
The two output stages are connected at goint

When for example the lower stage in fig. 2 is switcludfi FET My, is brought
into the linear region, thus providing a low impedance. Assuming this to be a short,
one can see from fig. 2 that the equivalent capacitance paral® vall be larger.
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Figure 3. The matching network for one stage, with the FET represented as an ideal cur-
rent source.

This decreases the transformation ratio for the upper stage, thus incregging R
which is desirable when only one stagers

The two stages are unequal, having different FET widths and different capaci-
tance and inductance values, and thus different transformation ratios and gains.

Comparing fig. 2 with fig. 3 one can see that the matching network includes par-
asitic capacitance at the drain of the FET (incorporatdd,)y as well as the on-chip
output node (irCy).

The 5M1P 0.25um CMOS technology offers thick-metal inductors with quality
factors ranging from approximately 5 to 15. HgrandLginductors provided by the
manufacturer were used.p, and L, were designed using Fast Henry [16] and
ASITIC [17]. For the integrated matching network, MOM (metal-oxide-metal)
capacitors with highest quality)) factor available in this technology were used. The
FETsM, andMy, in fig. 2 do not have minimum gate length, but Qu82 and have a
higher breakdown voltage.

Figure 4. Plot of the PA layout.
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Figure 5. Simulation results, a). Frequency response, k) & a function of R.

4. Simulation Results

The above described design was simulated using SpectreRF, with BSIM3v3 models.
Post-layout parasitics were taken into account. The layout is shown in fig. 4. A large
area is occupied by the integrated passives, and a substantial area saving may be

achieved by using differential inductors [18].
In fig. 5 some simulation results are shown. The maximum PAE (22 %) is

achieved forPy,; slightly below P ; max(Which is about 23 dBm, see fig. 5.b). The
center frequency for both cases (stage 1+2 and stage 1 only) is approximately
2.45GHz. The simulation results are summarized in table 1.

TABLE |. SIMULATION RESULTS, SUMMARY

PAE L ax 22%

Pout (differential) | 22.7 dBm | @2.45GHz
@PAEmax

power gain 28 dB @PARax

total die area 6.25mnt% | including pads

Pout (stagel only) 17.2dBm PAE=15.8%

Pout (Stage 2 only) |  12.4dBm  PAE=6.1%

From tabé 2 a comparison can be made between this PA and previously pub-
lished work. It can be seen that the PA presented in this work performs quite well,
given the limitations of an on-chip matching network and class-AB. Moreover, the

PA includes measures to improve the average efficiency.



TABLE Il. COMPARISON OF MEDIUM POWERPAS

Pout (dBm) fr((ag?_'ezr)\cy efficiency (max) technology moal:i%lijrt]g f:r\::gl class
[1] 15 (@P14p) 0.9 <30% Q) lum CMOS off-chip steps, 5dB C
[2] 23.5 (max) 1.9 35% (PAE) 0.35 um (Bi)CMOE  off-chip - AB
[3] 33.4 (@max PAE)| 2.4 31% (PAE) 0.35um (Bi)CMOES  on-chip - E/F3
[4] 28.2 1.9 30% (PAE) 30GHz BICMOS off-chip - AB
[5] 24.8 (max) 1.4 49% (PAE) 0.25um CMOS off-chip 3 parallel F

(transm. lines) | stages

[6] 31.8 (max) 0.9 43% (PAE) 0.2um CMOS off-chip - F
[7] 30 (@max. PAE) 1.8 45% (PAE) 0.35um CMOS off-chip - AB
[8] 20 (max) 1.9 16%r) 0.8um CMOS on-chip - F?
[8] 22 (max) 2.4 44%n) 0.25um CMOS off-chip - F?
[9] 17.5 (max) 2.4 16.4% (PAE) 0.35um CMOS partly on-chlp - A
[10] | 23 (max) 2.4 42% (PAE) 0.18um CMOS off-chip - AB
[11] 30 (max) 0.7 62% (PAE max) 0.35um CMOS partly on-chjp - E
[12] 9 (@Rs4p) 24 16% (Psgp) 0.18um CMOS partly on-chip| - AB?
[13] 18.6 (@max PAE)| 0.9 30% (PAE max) 0.6um CMOS on-chip - C
this 22.7 (@max PAE)| 2.45 22% (PAE max) 0.25um CMOS on-chip 2 setting AB
work

4
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5. Conclusions

A 2.45 GHz power amplifier has been designed in a 0.25um CMOS technology. The
PA is fully integrated, including output matching network. Simulations show that an
output power of 22.7 dBm may be achieved with a maximum PAE of 22%. The aver-
age efficiency has been improved by using two parallel output stages.
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PAPER V

A Fully Integrated CMOS RF Power Amplifier with
Internal Frequency Doubling

Abstract

The design and measurement results of a fully integrateduth18P6M CMOS
power amplifier with internal frequency doubling are presented. Two designs were
measured, one stand-alone PA and one PA with a VCO on the same chip. Since the
PA and VCO operate at different frequencies, this configuration is suitable for direct-
conversion transmitters or low-IF upconversion as oscillator pulling will be reduced.
The maximum output power is 15 dBm, and the maximum drain efficiency is 10.7%
at an output operating frequency of 2.4 GHz. An analysis of the efficiency is given.

Based on: E. Cijvat, N. Troedsson and H. Sj6land, "A Fully Integrated CMOS RF
Power Amplifier with Internal Frequency Doubling”. SubmittedApalog Inte-
grated Circuits and Signal Processing.
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1. Introduction

In recent years, the wireless communications market has grown significantly. Sys-
tems such as GSM have matured, and new systems such as UMTS, Bluetooth and
IEEE802.11 are now commercially available. In handsets the level of integration has
increased, in order to reduce the number of chips per handset as well as the number
of external components. In many cases CMOS is the technology of choice for all
parts except the power amplifier.

However, for frequencies up to several GHz and low to medium output power,
the research interest for highly integrated CMOS power amplifiers (PAs) has
increased [1-7]. They may be an alternative to stand-alone power amplifiers, offering
a higher level of integration in a relatively cheap technology, generally in exchange
for less efficiency and a lower maximum output power.

When having the PA on the same chip as a VCO (voltage controlled oscillator),
one of the problems occurring is oscillator pulling, i. e. the VCO oscillation fre-
guency changes due to the PA output signal. This is a problem if the PA and VCO are
operating at nearly equal frequencies. for instance in a direct-conversion or low-IF
transmitter. Several strategies can be used to alleviate this problem, such as compos-
ing the LO signal from two VCOs in a direct conversion transmitter or by upconver-
sion in several steps [8]. The approach used in this work is to have a built-in
upconverter in the power amplifier by cancelling the fundamental signal and utilizing
the second harmonic, thus making sure that the VCO and PA are operating at differ-
ent frequencies.

In mixers, so-called even-harmonic conversion has been widely used [9-10],
especially for millimeter-wave or receiver applications. With regard to power ampli-
fiers the technique has been described and used previously [11-13], but has to the
authors’ knowledge not been used in CMOS integrated PAs.

For fully integrated power amplifiers, which include the output impedance trans-
formation network, the limited quality factor of the integrated passives diminishes
the efficiency. An efficiency analysis of the PA with transformation network as pre-
sented in this work will be given.

Since many wireless communication systems operate with an output power in
the 10 - 20 dBm range for the handset, this PA was designed for an output power in
that range, aiming at a high efficiency. Moreover, linearity was not considered to be a
critical issue since many wireless systems use a constant envelope modulation
scheme. Therefore the PA was biased in class C.
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2. Power Amplifier Analysis

One of the frequency components automatically generated in a PA biased in non-
class A is the second-order harmonic. Thus, internal frequency doubling may be
achieved if this harmonic is large enough compared to other output harmonics. When
the drains of two stages are tied together to the same load, as shown in Fig. 1a, the
odd harmonics are cancelled if the inputs are driven with a differential signal. This
may be referred to as a push-push configuration [11].

An important issue when using frequency doubling in the PA is signal contents.
A narrowband FM input signal can be written as
X(t) = Acosooct—Amsin(wct)IxBB(t)dt , Where mIXBB(t)dt «1 . The second order
output signal is given by:

x3(1) = AZ[DC ¥ %cos(ZooCt) _ msin(2a,t) IXBB(t)dt} (1)

As can be seen, the 2nd order harmonic carries the same signal information as the
fundamental. This approximation is valid for most current commercial mobile com-
munication systems such as for instance GSM, DECT and Bluetooth. From the
above equation it can also be seen that a phase shift in the input signal will resultin a
double phase shift in the output signal. Thus, if a quasi-differential amplifier is used
in order to get a differential output signal, the second stage must be driven with a 90
phase shift relative to the first stage, as shown in Fig. 1b. The PA is thus driven with
quadrature signals.

Ideal PA response

Assuming that the output stage of the PA can be modeled as an ideal current source
with a maximum voltage swing o\, at the drain node, the DC, fundamental and

[EBN T IT

Vout

Vout+ Vout—

14 °
Vin+'-| i __E| I-V.in- Vin00° i _EI I_v.inmsoo vinmgg:l _|J;| I_.vinmz70°

a. b.

Fig. 1. a). A single-ended PA stage with cancelled odd harmonics, b). differential ver-
sion.
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2nd order response of the PA depend on the conduction angle or class in which the
PA is biased [14]. The DC current is given by

| :lmax sina/2-acosa/2
bC ™ 2m 1-cosn/2

wherel,,4«IS the maximum output current ands the conduction angle (in radians).
The magnitude of the second order harmonic may be written as

(2)

a/Z

I, = nJ’ m[cos@ cosu/ 2] cos26de (3)
—-a/2

_ lmax 1 g1l 3a o[

= Zn M cosm/203%M 7 830

This results in a maximum efficiency for the second order harmonic of

Ing—l'SIng—(XD
P,  Vppl, 1 2 37 20

= SR - 4
Poc 2Vpplpe 2(2sina/2-acosa/2) @)

N, =

For this ideal PA both the fundamental and second order responses (output cur-
rents normalized to the maximum output currgpt,), as well as the efficienciag;
[14] andn, are depicted in Fig. 2, as a function of the conduction angle

From Fig. 2 it can be seen that th&¥arder response is approaching the funda-
mental for small conduction angles, i.e. for a PA biased deep in class C. Moreover,
the efficiency is high in that region, also for th&arder output signal. A disadvan-
tage of deep class C is, however, that the maximum output power is relatively low.

efficiency [%]

Fig. 2. a). Ideal normalized DC, fundamental and second order output current as function of
the conduction angle, b). drain efficiency for the fundamental and second-order output.
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In this deduction it is assumed that the PA does not have a so-called knee voltage
Vinee[14], that only the relevant harmonic is seen at the output, and that the load
resistanceR,; is always optimized for maximum voltage swingvigp) with maxi-
mum current Swinglay.

Maximum output power

The maximum linear output power for an ideal PA, modeled as a current source with
a certain drain bias voltadgp, is given by

2

=) VDD (5)

out, max = 2Ropt

whereR,;, the impedance seen at the drain, is the load resistance transformed by a
transformation network (see Fig. 3) designed to achieve maximum current and volt-
age swing simultaneously.

The MOSFET DC current is supplied through. The section formed by,
(the output bondwire inductance) afd can be seen as a low-pass up-transforma-
tion L-section, and the sectid®; andC, as a down-transformation stage. In theory
this provides us with enough degrees of freedom to ensure sufficient bandwidth
while being able to freely choose the transformation ratio. However, both parasitics
and size limitations for integrated passive components limit the impedance transfor-
mation ratio. Parasitic capacitances from the pad may be includégl imhile para-
sitic capacitances at the drain are include@€jnFor the PA with internal frequency
doubling the network must be tuned so that the desired impedance transformation is
achieved at twice the PA input frequency.

Assuming all passive components are ideal, the output power will be the same as
the power at the drain. For a linear output power of around 15 dBm (32 mW) and a
supply voltage of 3.3VR,, becomes 172, implying an upward impedance trans-

I
_—I_ : Vop out
Lbw I T
- V2 .
:lr: L

C3 I = =

Fig. 3. a). A PA with transformation network (shaded area), b). an ideal model.
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formation with respect to the standard Qdoad. However, this is highly dependent

on both the desired output power and the supply voltage. Due to non-idealities in the
PA and transformation networl,,; must be chosen with some margin for power
loss, i.e. a loweRy is chosen. In the next session we will look more into non-ideal-
ities of the transformation network.

3. Implementation

The quasi-differential PA as described in the previous section was implemented in a
0.18um 1P6M CMOS technology with the option of 3.3V supply. Since we aimed at
output powers of 15 - 20 dBm, this supply voltage was chosen, and thus non-mini-
mum length MOSFETSs were used in the final stage. One test chip included a passive
polyphase filter, a pre-amplifier and the PA, as shown in Fig. 4, while a second test
chip included both a quadrature VCO and the PA (consisting only of a final stage), as
shown in Fig. 5.

The motivation for the circuit in Fig. 4 was to test the concept of internal fre-
guency doubling, as well as the output power and efficiency of the final PA stage.
The polyphase filter provides the driving stage with I- and Q- signals, but has a sig-
nificant signal loss. The driving stage then amplifies the signal again.

For the VCO core in the circuit of Fig. 5 PMOSFETs were used, so that the
VCO output voltage swings around ground, the desired bias voltage of the PA input.
The two blocks can then be connected without buffers or coupling capacitors; a dis-
advantage is that this fixes the PA input bias voltage, while an advantage is that no

T (&» T
i+ Vo
S L r?ij

"X

/\

i
G /\4
X 3 G G

Fig. 4. Simplified schematic of the stand-alone PA including polyphase filter and driving stages.
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Fig. 5. Schematic of the VCO and PA, including the varactor with continuous and discrete
tuning.

signal degradation will take place between the VCO and PA. The switched tuning of
the varactor as shown in Fig. 5 has been described earlier [15].

Non-idealities of the PA implementation

The equation for the maximum output power, Eq. 5, is valid under the assump-
tion that the transformation network is ideal (i.e. lossless), and that the PA transistor
does not have a knee voltallg,ee First we will look into the non-idealities of the
final stage of the PA.

One of the most crucial non-idealities in any PA implementation is the knee
voltage, i.e. the minimum drain voltage necessary to have the PA operating as an
amplifier.Vineewill reduce the maximum voltage swing and thus the maximum out-
put power, according to

2
— (VDD _anee)

I:)out, max — 2Ropt

(6)
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For deep submicron CMOS technologMg,.cmay be up to 50% o¥pp, using the
common definition for the knee voltage [14]. This may be considered too high; also
in the triode region the final stage may still operate as an amplifier. The knee voltage
reduces the efficiency with a factor of

Vop -V
_ DD knee (7)

rlknee - VDD

Non-idealities of the transformation network

The integrated passives that make up the impedance transformation network, includ-
ing the “RF choke” inductoL 4, all have a limited quality factor. In this design both
poly-insulator-silicon and metal-insulator-metal capacitors are used. The inductors
are differential, saving area and yielding a higlefactor. One of the inductors is a
so-called stacked inductor with 3 metal layers, while for the other one only the top
layer is used. The inductor design and modeling was done in-house [16]. The trans-
formation network was designed to transform the GOantenna impedance to
approximately 9@ at the frequency of operation.

For the transformation network of Fig. 3 with suitable capacitor and inductor
values, including & factor of 12 for the inductok,, MATLAB simulations show an
efficiency of the transformation network of 75%, i.e. the power loss from drain to
output will be about 1.2 dB. Moreover, in a real impedance transformation network
also capacitor non-idealities and interconnect parasitics will cause power losses.

Combined efficiency example

With a conduction angle=2.1 (giving the maximum ! order output current, see
Fig. 2), VinedVpp=0.1 and & factor of 12 for inductot 4, the combined efficiency
following from Eqgs. 4 and 7 becomes:

Niot = NoNknedlg = 0.64x 0.9x0.75 = 0.43 = 43% ®)

In the above analysis the impact of FET non-linearity (apart from the knee voltage)
and efficiency was not taken into account.

4. Results

In Fig. 6 the chip micrograph of the PA with VCO is shown. For the measurements
both the stand-alone PA and the PA with VCO were packaged in an LCC package
and attached to a PCB.



176

Part Il. Included Papers

Fig. 6. A chip micrograph of the PA with VCO.

The stand-alone PA

The purpose of this circuit was to verify that the internal frequency doubling worked,
and to characterize the final stage. Due to the on-chip polyphase network used to
generate the quadrature phases the gain is low. In the measurements the circuit was
therefore preceded by a Mini-Circuits amplifier.

In Fig. 7 measurement results for the stand-alone PA are shown,. compensated for

the

15

10r

Pout [dBm]
&

—10F

-5 4

-20,

-25

power loss in output cables which added up to approximately 1.8 dB at 2.3 GHz.

Stand-alone PA; VddDR=3.3 Stand-alone PA; VddDR=3.3
12 ‘ ‘

Vdd,PA=3
*

QO = VddPA=3

O = vddpA=33

-5
Pin [dBm] Pin [dBm]

a. b.

Fig. 7. Measured results for the stand-alone PA for Vddpa=3.3 and 3V, a). output power,
b). drain efficiency.
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Stand-alone PA; VddPA=3.3, VddDR=3.3
T

uncompensated . &+

Stand-alone PA; VddPA=3.3, VddDR=3.3
15 T T

uncompensated

10+

out [dBm]
ency [%]

P
effici

Pin [dBm] ) Pin [dBm]

a. b.
Fig. 8. Results for uncompensated and compensated outputs, a). output power, b). drain

efficiency.

Parasitics related to the bondwires, package and board were estimated and taken into
account in the design,$measurements showed a phase difference between the sig-
nals at )+ and Vjt, caused by inequality in bondwire parasitics for the symmetri-
cal differential output. This problem was more prominent when the PA was
operating with large signals. The mismatch is, $/as largely corrected by adding
discrete components at the outputs,¥Y and \,, ;. The measurement results are
shown in Fig. 8.

The correction resulted in a slight decrease in maximum output power and drain
efficiency.

The PA with VCO

The differential outputs of this circuit were corrected in order to have approximately
equal $, and suitable gy at the frequency of operation. The matching was worse
than for the stand-alone PA, mainly due to the discrete values of the external compo-
nents.

In Fig. 9 the output power and efficiency as function ofyV, is shown.
Increasing Viq vco IS €quivalent to increasing the input power of the PA stage. The
maximum output frequency was 3.27 GHz. The VCO used in this circuit was not
optimized for the purpose. Therefore, it could not drive the PA sufficiently which had
a negative impact on the efficiency and output power. Moreover, the oscillation fre-
guency was not in agreement with the optimum PA operating frequency. Therefore,
passive off-chip components were used to tune the PA output to the desired fre-
quency.
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PA +VCO; VddPA=3.3 PA + VCO; VddPA=3.3
. . T T

Pout [dBm]
|
efficiency [%]

I I . . . . . .
28 3 3.2 34 3.6 22 24 26 28 3 32 34 36
VDD,vco [V] VDD,vco [V]

a. b.

Fig. 9. Measured results for the PA with VCO as a function gf; \;, a). output power, b).
drain efficiency.

In Fig. 10 the output frequency vs. control voltage is shown, as well as the out-
put power and drain efficiency.

The output frequency was measured for a VCO control word of (1111). Maxi-
mum VCO oscillation frequency was 1.637 GHz, the minimum oscillation frequency
1.522 GHz, resulting in a VCO tuning range of 115 MHz or 7.3% for one control
word setting.

Fig. 10b shows that the output power and thus drain efficiency is varying with
V- This is partly due to the PA frequency response, as shown in Fig. 11, and partly
to the dependence of the VCO tank quality factor og,VThe output power is
almost constant in the frequency range 3.05-3.23 GHz with a variation of 0.7 dB,
while decaying for higher frequencies. For this measurement the VCO drive was not

PA + VCO; Vdd,vco=3.3, Vdd,PA=3.3 PA + VCO; Vdd,vco=3.3, Vdd,PA=3.3
T T T

10

efficiency [%]

Pout [dBm]
*
*
*
*
*
*
*
*
*
* l
*
*
[62]

fout=2*fosc [GHz]

. . . . . . . .
o 0.5 1 15 2 2.5 3 3.5 () 05 1 15 2 25 3 35
vetrl [V] Vvetrl [V]

a. b.
Fig. 10. Measurements for varying.){, a). output frequency, b). output power and drain
efficiency.
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I N
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>
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I I I I I
3 3.05 3.1 3.15 3.2 3.25 3.3
fout [GHZ]

Fig. 11. Frequency response of the PA output stage.

maximum, thus the output power is lower than for the measurements shown in Fig.
9.

Fig. 12 shows the output power as function o4\, illustrating the knee
effect, and the drain efficiency. The maximum efficiency occurs for relatively low
supply voltages; this illustrates the fact that for equal driving power, the PA with low
supply voltage has a clipped output voltage waveform, which may be beneficial for
the efficiency [14]. For even lower supply voltag&{ pa< 0.6 V, see Fig. 12b) the
MOSFET will be in triode and thus have a lowgy, resulting in a decreasing effi-
ciency.

Measurements of both circuits showed that the gain in each block is less than
expected from simulations. This may be due to a lower transigtar lower induc-
tor Q value. This has a large impact on the total gain, but also on the efficiency of the

PA +VCO; vdd,vco=3.3 PA +VCO; Vdd,vco=3.3
T T T T

10

%z—e,‘«“f/e*é’%{)

Pout [dBm]
.
ncy (%]

efficiet

25 I . . . . . 0 . I I . . .
0 05 1 15 2 25 3 35 o 0.5 1 15 2 25 3 35
Vdd,PA [V] Vdd,PA [V]

a. b.
Fig. 12. Results for varying 3§ pa @). output power, b). drain efficiency.
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PA and power consumption of the VCO. In Table 1 the measurement results are sum-
marized.

TABLE |. SUMMARY OF MEASUREMENT RESULTS

maximum PA output power 15 dBm

maximum PA drain efficiency 10.7%
VCO frequency range 1.522-1.637GHz

active area: stand-alone PA 144 mn?
VCO + PA 2 25 mn?

In table 2 this work is compared to other fully integrated CMOS power amplifi-
ers. It must be noted that this is the only PA with internal frequency doubling. As
explained in Section I, the efficiency and the output power are degraded since the
2nd harmonic is taken instead of the fundamental.

TABLE Il. COMPARISON OF FULLY INTEGRATEDCMOS PAs

Pout (dBm) (féi'qz') n (max) technology moal:::?]lijr:g other class

[2] | 33.4(@PAE.,) | 24 31% (PAE) | 0.35um (Bi)CMOY on-chip - E/F3
[3] 20 (max) 1.9 16%n() 0.8um CMOS on-chip - F?
[4] 17.5 (max) 2.4 16.4% (PAE) 0.35um CMOS partly on-chip - A
[5] 9 (@Ps5gp) 2.4 16% (Psqp) 0.18um CMOS partly on-chip - AB?
[6] 18.6 (@PAR, 2y 0.9 30% (PAR, 2y 0.6um CMOS on-chip - C
this 15 (max) 2.4 10.7%n) 0.18um CMOS on-chip freq. dout C
work bling

5. CONCLUSIONS

A fully integrated class-C power amplifier with internal frequency doubler has been
designed and measured. A Oub8 1P6M CMOS technology was used. The circuit is
suitable for a direct-conversion or low-IF transmitter, since the PA and VCO do not
operate at the same frequency. Thus, VCO pulling will be reduced. The maximum
output power is 15 dBm, with a maximum drain efficiency of 10.7%. The concept of
internal frequency doubling was tested both in a stand-alone PA and a PA with VCO
on the same chip.
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	Chapter 1 Introduction
	1.1. Motivation
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	1.2. Mobile Communication Systems
	Before addressing transmitter and receiver properties in detail, some basic concepts in mobile co...
	Fig. 1.1. A mobile communication system.
	As depicted in Fig. 1.1, a mobile communication system can consist of several cells with one or m...
	For most modern communication systems different frequency bands are used for the uplink and downl...

	System Specifications
	All mobile communication standards have more or less similar specifications, such as required bit...

	Multiple access methods
	In order to accommodate several users simultaneously, different so-called multiple access schemes...

	Transceiver architecture
	In Fig. 1.2 a typical handset transmitter/receiver (or transceiver) architecture is shown. In the...
	In the transmit (TX) part a baseband signal is modulated in the DSP, converted to an analog signa...
	Fig. 1.2. A general transceiver architecture.


	1.3. Structure of the thesis
	The thesis is divided in two parts: a general introduction in part I and a selection of relevant ...
	Part I: General Introduction
	In part I, basic aspects of communication systems are revised, divided in receivers, transmitters...
	Much of the contents in chapter 2 and 4 has already been presented in [1]. However, the author ha...

	Part II: Included Papers
	The papers included in part II cover many of the aspects described in part I. Papers I, II and II...
	Papers IV and V both describe issues related to fully integrated CMOS transmitters. In paper IV t...



	Chapter 2 Receivers for Mobile Handsets
	2.1. Introduction
	In this chapter an overview is given of the most common receiver architectures, such as the direc...

	2.2. Receiver Architectures
	As shown in Fig. 1.2, the function of the receiver front-end is to convert the incoming RF signal...
	2.2.1. Heterodyne Receivers
	One of the most common architectures is the heterodyne receiver (see Fig. 2.1). The radio frequen...
	Fig. 2.1. A heterodyne receiver architecture, a). architecture, b). downconversion in the frequen...
	The RF signal is downconverted in the mixer, which is also provided with a local oscillator (LO) ...
	Often fLO and fRF are so far apart that the signal is not downconverted to baseband but to a rela...

	Fig. 2.2. A double-conversion heterodyne receiver architecture, a). architecture, b). downconvers...
	If then the IF signal will be at negative frequencies. If no special measures such as complex mix...
	An advantage of double-conversion heterodyne receivers is that the total gain in the receive path...
	The main disadvantage of the double-conversion heterodyne receiver is its complexity, including t...


	Image Frequency
	One of the main problems of the heterodyne receiver is the presence of an undesired signal at the...
	A downconversion block converts the desired signal at wRF to . For convenience it is assumed that...
	Fig. 2.3. The problem of the image frequency.
	Two possible solutions for this problem exist: Firstly, the undesired signals can be prevented fr...
	The former is highly dependent on filter characteristics, e.g. selectivity, in combination with t...
	In order to get substantial image suppression from filtering, two conditions must be fulfilled (s...

	Fig. 2.4. A band pass filter utilized to provide image rejection.
	The filter requirements generally lead to the use of higher-order (> 4th) band pass filters. A di...
	Using a discrete filter between the LNA and the mixer has severe disadvantages. Both the output o...

	2.2.2. Direct Conversion Receivers
	A direct conversion receiver has a single downconversion stage, as depicted in Fig. 2.5. In order...
	The baseband signal can be filtered with a low pass filter (LPF). Depending on the amount of adja...
	Fig. 2.5. A direct conversion receiver, a). architecture, b). direct downconversion in the freque...
	The main advantage of direct conversion is the simple structure, since it has no image frequency ...
	Some serious drawbacks exist for this architecture [6], [17]. If the desired signal will be corru...


	2.2.3. Image Rejection Receivers
	As explained in section 2.2.1, the image constitutes a severe problem in heterodyne receivers. Be...
	In any image reject architecture, mismatch in the I and Q signal paths is a crucial issue. Genera...


	Hartley and Weaver Image Reject Architectures
	A Hartley downconversion architecture is depicted in Fig. 2.6. The RF input signal, after passing...
	Fig. 2.6. The Hartley image reject receiver architecture.
	After the RF signal has passed the mixer, the desired frequency component is selected by means of...
	Assuming ideal components and an ideal phase shift network, the image is rejected completely. The...
	For a Weaver architecture, the phase shifting block in the Hartley architecture is replaced by a ...
	A special case of image reject receivers, the ‘double-quadrature downconverter’, was presented in...

	Fig. 2.7. The Weaver image reject receiver architecture.

	Polyphase Filters
	The low pass filters, phase shifters and adder of the Hartley architecture can be replaced by a s...
	Fig. 2.8. An unloaded two-stage polyphase filter.
	Fig. 2.9. Schematic polyphase characteristic, a). one stage, b). two stages.
	2.2.4. Subsampling Receiver
	Since most of the receive bands in communication systems are narrowband, the principle of subsamp...
	Fig. 2.10. Principle of subsampling: a). The RF input signal, where fc >> fs, b). Ideal sampling ...
	In the case of ideal sampling, the bandlimited RF signal at the carrier frequency fc is multiplie...
	After sampling the RF signal, filtering can be used to select the desired frequency component, wh...

	Fig. 2.11. A subsampling receiver architecture.
	An advantage of the subsampling downconverter, compared to for instance the heterodyne downconver...
	(2.1)

	where Df is the frequency offset from the RF carrier frequency fc. It is then obvious that for la...
	The major disadvantage of the subsampling mixer is that noise and interfering signals that reach ...




	2.3. Receiver Requirements
	The system parameters used in the various communication system specifications (e.g. [7], [8] and ...
	2.3.1. Total Receiver Noise Figure and IIP3
	The description of noise and linearity performance in terms of the total noise figure (NF) and i-...
	Fig. 2.12. Representation of a system as consisting of m building blocks.
	According to Friis’ equation [29] the total noise figure of this chain can be expressed as:
	[dB] (2.2)

	with the noise factor Ftot as
	(2.3)

	If the input- and output impedance of each block are matched, then Av [dB] is equal to Ap [dB], t...
	The input-related 3rd order intercept point IIP3 is defined as the input amplitude A0 of two inpu...

	Fig. 2.13. The fundamental and 3rd order output signal for a non-linear block.
	From the plot one can find two ways to extract the IIP3:
	If the IIP3 of each block in the receiver chain is known, the total IIP3 can be calculated as:
	(2.4)

	where Avi is the voltage gain of block i (not in dB). For a receiver with a BPF, LNA, IRF, a mixe...
	(2.5)

	where it is assumed that the filters are perfectly linear. Under the assumption that Avi and Api ...

	Fig. 2.14. A possible receiver front-end architecture.

	2.3.2. System Specifications vs. Receiver Requirements
	In this section the GSM system is used as an example to illustrate the relation between system sp...
	A GSM mobile receiver must, under various specified test conditions such as the presence of block...
	Fig. 2.15. In-band and out-of-band blocking levels for GSM.
	Fig. 2.16. Co-channel and adjacent channel blocking signals
	The blocking signals can disturb the desired signal in a number of ways, such as through intermod...


	Desensitizing
	One of the problems in existing circuits is gain compression, i.e. a reduction of the gain for la...
	For RF circuits a 1-dB compression point is usually characterized, i.e., the input power for whic...
	(2.6)

	so that if the compression point is known, the IIP3 can be estimated. Deviation from this relatio...
	Fig. 2.17. Gain compression for large input signals.
	If a small desired signal is accompanied by a large blocking signal, the blocking signal can caus...

	Fig. 2.18. Desensitizing due to a large blocking signal, a). input, b). gain compression for the ...

	Harmonics and Intermodulation
	Another effect of non-linearities in building blocks is the generation of spurious components. If...
	In Paper III an analysis is made of internal spurious signals, applied to a GSM receiver.
	Intermodulation is defined as the generation of spurious components when two or more signals are ...
	Fig. 2.19. Intermodulation in a non-linear element.
	Fig. 2.20. Non-linear system with a single tone input signal.
	The third-order intermodulation is generally considered to be the most harmful, because the resul...
	Only one intermodulation test is specified in the GSM specifications [7]: the intermodulation pro...
	[dBm] (2.7)

	where DP is the difference in power [dBm] between the fundamental component and the intermodulati...
	The single intermodulation test may appear to be somewhat superficial, since larger blocking sign...
	For third order intermodulation the difference DP between the fundamental component and the inter...
	(2.8)

	where Pin is the input power and Pfund,out and P3,out are the fundamental and third order output ...
	(2.9)

	For single-tone interferers a definition analog to IIPk may be deduced, namely the input-related ...
	. (2.10)

	The relationship between IIPk and Pk,oi is given by
	. (2.11)

	Since it is more customary to characterize a building block’s linearity through IIPk, this will b...


	Receiver Noise Figure
	The noise figure of a receiver determines how much noise it contributes, and is specified at the ...
	. (2.12)

	Here Pdes is the power of the desired signal in dBm, C/(N+I)min is the minimum necessary carrier-...
	Eq. 2.12 gives
	[dB]. (2.13)


	Phase Noise Requirements
	The mechanism that causes in-channel interference due to phase noise is called reciprocal mixing....
	From the blocking and adjacent channel specifications the phase noise requirements for the LO sig...
	[dBc/Hz] (2.14)

	where L(Df) is given in [dBc/Hz] and is defined relative to the power of the carrier, i.e. the LO...
	Fig. 2.21. Reciprocal mixing due to phase noise in the LO signal.
	The blocking specifications as a function of the offset frequency as shown in Fig. 2.15, and the ...
	Table 1. GSM Receiver Phase Noise Requirements

	The requirements for Df > 3 MHz and out-of-band are considered to be the most critical for a full...


	Image Rejection
	Image rejection can be seen as a special case of blocking signals, since the strength of the imag...
	From the GSM specifications it follows that an image rejection of 110 dB is necessary, assuming t...

	Cross Modulation
	If two signals are fed into a non-linear system, amplitude variations of one signal can appear in...
	The influence of system specifications on design parameters is summarized in table 2.
	Table 2. System specifications vs. receiver design issues



	2.4. Frequency Planning
	Receiver frequency planning related to intermodulation problems [20], [12], [13], [35], [36], [37...
	2.4.1. A Front-End Model
	A typical receiver front-end was depicted in Fig. 2.14. The IF block may consist of a programmabl...
	The above described sources of non-linearity are illustrated in Fig. 2.22. If the following equat...
	or (2.15)

	where finterf is the frequency of an interfering signal, and k, m and n are integers representing...
	Fig. 2.22. Generation and mixing of harmonics in a receiver front- end.
	In Fig. 2.23 a more extended model of the basic front-end is shown. The LNA input matching networ...

	Fig. 2.23. Block schematic of a receiver front-end incorporating gain, attenuation and non-linear...

	2.4.2. Main Mechanisms for Disturbance from Spurious Signals
	Different mechanisms can be distinguished for different combinations of n, k and m as defined in ...
	Various combinations of mechanisms can occur as well. However, the effect of these combinations w...
	If n=k=m=1 in Eq. 2.15, it follows that and the interferer is either a co-channel interferer or a...
	Fig. 2.24. Illustration of the ‘half-IF’ problem.

	Mechanism 1: Mixing of LO Harmonics with Interferer Harmonics
	For mechanism 1 the intermodulation products originating from the LNA non-linearity are multiplie...
	(2.16)

	The desired signal at the output of the mixer is given by:
	(2.17)

	where GLNA and Gmixer are the power gain of LNA and mixer, respectively. The interfering signal, ...
	Fig. 2.25. Illustration of mechanism 1.
	(2.18)
	where
	More generally, for kth order intermodulation the interfering signal at the mixer output is
	(2.19)

	An expression can now be derived for mechanism 1 giving a criterion for IIPk of the LNA:
	(2.20)

	where C/(N+I)min is 9-12 dB for GSM. For a single-ended LNA, IIP2 and IIP3 are generally consider...
	If the circuit parameters such as IIPk are known, Eq. 2.20 can be used to determine the required ...
	(2.21)

	If all circuit parameters including the BPF attenuation are known, the distance in frequency Df c...
	This is elaborated further in Paper III.


	Mechanism 2: Mixing of an Interferer with an LO Harmonic
	An interferer, located at a relatively high frequency, may be downconverted with a harmonic of th...
	(2.22)

	or
	. (2.23)

	The ability to deal with these interferers is dependent on the ideality of the frequency synthesi...
	Fig. 2.26. Mechanism 2 illustrated.

	Mechanism 3: Harmonics of Downconverted Interferers
	An interferer that is downconverted to fIF/m, suffers from mth-order non-linearity after the mixe...
	Fig. 2.27. Schematic representation of mechanism 3.
	For this mechanism a similar expression as for mechanism 1 has been derived, expressing the requi...
	(2.24)

	The IF blocks generally are fully differential (see for example [10]) so that even- order non-lin...


	Mechanism 4: An Interferer Located at a Subharmonic of the Desired Signal
	This mechanism describes the case when the interferer is located at a subharmonic of the desired ...
	For this mechanism it has been derived that:
	(2.25)

	Df will be larger for this mechanism than for mechanism 1 or 3, resulting in a larger attenuation...
	Fig. 2.28. Mechanism 4 depicted.
	Practical calculation examples including representative BPF and IRF and building block characteri...


	Summary
	The mechanisms discussed above lead to distortion of the desired signal at different points in th...
	If an image-reject filter is used, then mechanism 1 and 2 will hardly play any role and mechanism...
	In Paper III the above theory is described and applied to a GSM receiver, supported by measuremen...



	Chapter 3 Transmitters for Mobile Handsets
	3.1. Introduction
	In this chapter an overview is given of the most common transmitter architectures as well as some...

	3.2. Transmitter Architectures
	The main task of a transmitter is to submit a signal to the antenna at a certain frequency, with ...
	3.2.1. Direct Conversion Transmitters
	A direct conversion transmitter has a single upconversion stage (see Fig. 3.1 and [6]). The baseb...
	Fig. 3.1. A direct conversion transmitter, a). architecture, b). direct upconversion in the frequ...
	In most communication systems the baseband signal is double side band and asymmetrical around 0 H...

	Fig. 3.2. A direct conversion transmitter with quadrature modulation.
	The main advantage of a direct conversion transmitter is its simple structure, which makes it sui...


	3.2.2. Two-step Transmitters
	In analogy to heterodyne receivers, also in transmitters an architecture with two mixer stages ma...
	Fig. 3.3. A two-step transmitter architecture.
	An advantage of this architecture is that the PA output is not operating at the same frequency as...


	3.2.3. Direct-Modulation Transmitters
	In some communication systems such as GSM [40], [41] and Bluetooth [42], constant-envelope modula...
	Fig. 3.4. A direct modulation transmitter architecture.
	If a frequency synthesizer (FS) is used to stabilize the VCO output frequency, the direct modulat...


	3.2.4. Harmonic Transmitters
	Instead of using the fundamental LO signal and amplifying the resulting fundamental RF signal, hi...
	Another strategy is to use frequency multiplication in the PA. Since the multiplication occurs in...
	(3.1)

	Thus, for a narrow-band system the 2nd order harmonic carries the same signal information as the ...
	If an amplifier is used to generate the higher-order harmonic, then direct modulation may be used...
	Fig. 3.5. A direct modulation transmitter with frequency multiplication.
	In Paper V a CMOS power amplifier with internal frequency doubling is described.



	3.3. Transmitter Requirements
	Important communication system specifications for the transmitter, such as adjacent channel leaka...
	3.3.1. Transmitter Noise and Non-linearity
	Linearity Requirements
	Power amplifier (PA) non-linearity largely determines the out-of-band emission of the transmitter...
	(3.2)

	In case of the transmitter the output related intercept point is of more interest:
	(3.3)

	where Avi is the voltage gain and IIPi the input-related 3rd order intercept point of block i. Fr...

	Output Noise
	Transmitter output noise can be described as a composition of thermal noise and phase noise, wher...
	Fig. 3.6. Transmitter, a). common architecture, b). the output signal spectrum including noise.
	The transmitter output noise requirements are mainly bound by emission requirements, but also by ...

	3.3.2. System Specifications vs. Transmitter Requirements

	Adjacent channel / spectral mask requirements
	In constant-envelope systems such as GSM the transmitter power emission is generally limited by t...
	The ACLR is simply defined as
	(3.4)

	where Pchannel is the power in a channel of a certain bandwidth according to the communication sy...
	Spectral mask requirements limit the transmitter output signal spectrum close to the desired sign...
	Fig. 3.7. a). Adjacent Channel Leakage Power Ratio illustration, b). spectral emission mask illus...

	Out-of-band emissions
	Besides limited disturbance to adjacent channels, the disturbance from the transmitter to other c...
	A mobile user may be disturbed by a neighboring handset, for instance when handset 1 is transmitt...
	Because of the separation in frequency between the transmit and receive bands for GSM, this mecha...
	Fig. 3.8. a). The transmitted signal of handset 1 is disturbing the received signal of handset 2,...
	In analogy to the receiver phase noise requirements, which are largely determined by blocking spe...


	Transmitter Feedthrough
	Another problem of transceiver design is transmitter feedthrough: a high-power TX signal leaks th...
	Fig. 3.9. Feedthrough of the transmitter signal into the receiver.
	The influence of system specifications on transmitter design parameters is summarized in Table 3....
	Table 3. System specifications vs. transmitter design aspects


	3.3.3. Transceiver Calculation Examples

	Noise and Distortion Related to Receiver Noise Floor
	The effect of all noise and distortion related to the receiver noise floor will be shown by means...
	Table 4. Key UMTS Receiver/Transmitter specifications

	Taking into account receiver noise, leakage of transmitter output noise to the receiver input and...
	(3.5)

	where FRX is the noise factor of the receiver, NTX-RX is the noise leaked from the transmitter to...
	Fig. 3.10. The noise and distortion signals seen at the receiver input.
	NTX-RX is dependent on the isolation of the duplex filter, ISOdupl, and may be expressed as
	(3.6)

	where (in V2/Hz) is the noise at the transmitter output in the receiver frequency band. If it is ...
	The transmitter to receiver leakage is problematic for systems where transmitting and receiving o...


	Transmitter Phase Noise Requirements to meet the Spectral Emission Mask
	The spectral emission mask limits the emission close to the desired signal, and thus limits the a...
	(3.7)

	where Prel is the relative power to the desired signal power at a certain distance Df from the ca...
	Fig. 3.11. Spectral emission specifications determining the phase noise requirements.
	Table 5. GSM TX phase noise requirements to meet the spectral emission mask specifications [7].
	The spectrum mask and spurious requirements for Bluetooth result in the following close-in phase ...
	Table 6. Bluetooth TX close-in phase noise requirements to meet the spectral emission mask specif...

	However, it must be noted that spectral emissions are mainly due to non-linearities in the PA. Th...


	Transmitter Phase Noise Requirements to meet the Out-of-Band Emission Limits
	As explained before, the transmitter out-of-band emissions are limited especially in the receive ...
	Table 7. GSM TX phase noise requirements to meet out-of-band emission specifications [7].

	If a duplex filter is present, the VCO phase noise requirements are eased according to the attenu...
	For UMTS the out-of-band emissions are even specified in the GSM and DCS bands. Both the resultin...
	Table 8. UMTS TX far-out phase noise and output noise requirements to meet out-of-band spurious e...

	Once again, other noise and distortion are not taken into account.
	The out-of-band emissions are related to the problem of neighboring handsets. Taking GSM as an ex...
	. (3.8)

	Because of the separation in frequency between the transmit band and receive band for GSM and UMT...
	Table 9. GSM RX/TX specifications

	This results in a transmitter phase noise requirement of -160 dBc/Hz at 20 MHz. Without a duplex ...
	Arguably the TX output power used in the equation above may be chosen as 0 dBm, since according t...

	Transmitter Phase Noise Requirements due to TX-RX feedthrough
	Besides the output thermal noise, also the transmitter phase noise may disturb a small received s...
	(3.9)

	where Isodupl is the isolation from transmitter to receiver at receive band frequencies. For UMTS...
	Table 10. Additional UMTS Parameters

	These parameters result in a transmitter far-out phase noise requirement of -141 dBc/ Hz at 135 M...


	3.4. Power Amplifiers
	The power amplifier is one of the most crucial building blocks in a transmitter. Its linearity de...
	In this section a brief overview will be given of basic PA parameters, starting with the PA class...
	3.4.1. PA Classes
	The number of classes for power amplifiers and their properties may seem to be exhaustive, with n...
	Fig. 3.12. A general class A through C power amplifier.

	Class A, AB, B and C
	For the classes A through C the PA structure is the same (see Fig. 3.12), the only difference bei...
	Fig. 3.13. PA input voltage waveforms indicating conduction angle a.
	Equations for the DC current IDC, the fundamental output current I1 and second harmonic I2 may be...
	(3.10)
	(3.11)

	and
	(3.12)

	Here Imax is the maximum current drawn by the MOSFET. The ideal DC, fundamental and second-order ...

	Fig. 3.14. Ideal normalized DC, fundamental and second order output current as a function of the ...

	Class D, E and F
	Fig. 3.15. A class D power amplifier.
	A class D power amplifier (see Fig. 3.15) is based on the use of transistors as switches. The amp...
	In a class E amplifier, a single MOSFET is used as a switch. The output network as shown in Fig. ...

	Fig. 3.16. A class E power amplifier and voltage waveform for one period T.
	The principle behind a class F power amplifier is a boosting of the higher-order harmonics in ord...

	Fig. 3.17. A class F power amplifier with ideal voltage over and current through the MOSFET.
	Also for this PA the MOSFET operates as a switch. The theoretical maximum efficiency is 100%. Not...


	Class S
	A class S PA basically is a class D PA with input pulse width modulation (PWM), where a sigma-del...
	3.4.2. Other PA issues

	The knee voltage
	The knee voltage, Vknee, is the drain-source voltage at which the MOSFET starts to operate as an ...
	Traditionally the knee voltage is taken to be the voltage where the PA has reached 90% of its dra...
	One of the consequences of Vknee is a reduction of the maximum voltage swing at the drain, from 2...

	Efficiency
	A key performance measure for power amplifiers is efficiency. Several definitions exist. First, t...
	(3.13)

	i.e. the ratio of the output power to the DC power. Another definition is power added efficiency ...
	(3.14)

	Here the input power is taken into account as well. For a PA with a high power gain, the drain ef...
	For a class A amplifier the maximum fundamental output power Pout,max is given by
	(3.15)

	where and are the maximum amplitude of the current and voltage swing at the drain. It is assumed ...
	(3.16)

	so that the efficiency h = 0.5 = 50%.
	Similar derivations can be made for all classes. In the table below the theoretical maximum effic...
	Table 11. Theoretical maximum drain efficiency for PA classes

	If the input power of the PA is lower than the input power associated with the maximum output pow...
	(3.17)

	Here the knee voltage is ignored, and thus . For class A amplifiers the DC power is given by Eq. ...
	. (3.18)

	For class B, the DC power is
	(3.19)

	resulting in an efficiency of
	. (3.20)

	In Fig. 3.18 the amplitude-dependent efficiencies for class A and B are shown. Assuming the PA is...
	Fig. 3.18. The amplitude-dependent maximum efficiency for class A and B.
	% and %. (3.21)


	Linearity
	As was described previously, PA non-linearity is an important issue in transmitter design, especi...
	AM-to-PM conversion can be defined as an amplitude-dependent phase shift [6]. It is caused by sig...
	The ACLR for a transmitter was already discussed in section 3.3. Also for power amplifiers the AC...


	3.5. Transmitter Linearization
	Depending on the communication system, the linearity of the transmitter may be a crucial issue. I...
	Predistortion
	If the non-linear characteristic of the PA is known in advance, a ’reverse distortion’ may be add...
	Fig. 3.19. Predistortion linearization technique.

	Feedforward
	In a feedforward system, the difference between the undistorted input signal and a fraction of th...
	Fig. 3.20. Feedforward linearization technique.

	Feedback
	PA linearization feedback loops generally incorporate a downconversion mixer, so that the output ...
	Fig. 3.21. Feedback linearization technique.
	For quadrature modulated baseband signals the feedback loop must be expanded into I- and Q paths;...


	Envelope Elimination and Restoration (EER)
	With EER the RF signal is first split into a phase- and envelope signal. The phase signal drives ...
	This technique does not require a linear PA. However, the performance is limited by non-ideality ...
	Fig. 3.22. Envelope Elimination and Restoration (EER) linearization technique.

	Linear Amplification with Non-Linear Components (LINC)
	LINC is based on the notion that an amplitude- and/or phase modulated bandpass signal may be deco...
	Fig. 3.23. LINC linearization technique, a). architecture, b). signal component vector diagram.

	Combined Analog Locked Loop Universal Modulator (CALLUM)
	A feedback variety of LINC is called CALLUM [64]. Like the Cartesian feedback architecture it inc...
	Advantages of CALLUM compared to LINC are that the signal separator is operating at a lower frequ...
	Fig. 3.24. CALLUM linearization technique.

	Cancellation
	Besides transmitter linearization architectures, some work has been done on the building block le...
	The PA described in Paper IV has a similar structure as the PA described in [65], but is more foc...


	3.6. Disturbance Issues in Transceivers
	One of the main issues in integrated transmitter or receiver design is the isolation between diff...
	The isolation on a chip is limited since there are many paths for disturbances, for example throu...
	3.6.1. Disturbance Mechanisms
	Substrate Coupling
	An important source of disturbance in silicon technologies is coupling through the substrate [74]...

	Bondwire Coupling
	Mutual coupling exists between bondwires, depending on the distance and angle between them, their...
	3.6.2. Effects of Disturbance

	Influence on Devices
	Firstly, MOSFETs may pick up disturbances directly from the substrate through the capacitances to...
	Inductors and other passive devices are mainly exposed to disturbances through capacitive couplin...

	Influence on LNA and VCO
	A transceiver as depicted in Fig. 3.25, with a power amplifier (PA), a duplexer for frequency dom...
	Fig. 3.25. A transceiver with disturbance paths indicated.
	Two sources can be pointed out for high power signals reaching the oscillator, namely a signal or...
	If the interferer has a frequency close to fLO, then fLO will move towards the frequency of the i...

	3.6.3. Methods to Reduce the Effect of Disturbance

	Layout
	On a physical layout level, the placement of sensitive parts is crucial, as is the use of guardin...
	A heavily doped substrate behaves more as a single grounded node. The disturbance is much less de...

	Frequency Planning
	The issue of frequency planning for a transmitter is quite different from receiver frequency plan...
	Several strategies may be used to circumvent this problem, for instance using a two-step transmit...
	In Paper V the issue of oscillator pulling is addressed by utilizing a PA with internal frequency...



	Chapter 4 RF CMOS Technology Aspects
	4.1. Introduction
	The utilization of CMOS VLSI technologies for RF applications is becoming more and more establish...
	The advantages of scaling down the transistor dimensions are apparent in digital design, where a ...
	In this chapter CMOS technology and MOSFET operation are briefly discussed [69], [70], [71]. An o...

	4.2. Basic MOSFET Characteristics and Models
	4.2.1. Basic Operation
	For most modern standard CMOS technologies a p-type substrate is used. This is a heavily doped su...
	In Fig. 4.1 the two basic MOSFETs - n-channel and p-channel - are shown for a p-type substrate. T...
	Fig. 4.1. An NMOS (left) and PMOS (right) transistor in a p-type substrate.
	Typically the p-type substrate is connected to the lowest supply voltage, thus keeping the NMOS s...
	The n-channel MOSFET will be considered in more detail. The PMOSFET shows similar behaviour, but ...
	where V, VM < Vth < VH, and Vth is the threshold voltage. This will not be explained further; for...
	where Veff is the overdrive voltage (). For the most relevant regions of operation expressions ca...


	The Triode Region
	Starting from vDS = 0, if vGS is large so that Veff > 0 and Veff > vDS, the MOSFET is in triode r...
	(4.1)

	where
	Fig. 4.2. Schematic representation of charges in the channel for a). triode, b). saturation region.
	The transconductance gm, defined as , then becomes
	(4.2)

	In this region of operation the MOSFET can be seen as a voltage controlled resistance, controlled...
	(4.3)

	Note that only in deep triode region, i.e. vDS << Veff, the MOSFET can be expected to behave as a...

	Fig. 4.3. A MOSFET in triode, modeled as a resistance Ron.
	(4.4)


	The Saturation Region (strong inversion)
	If the drain-source voltage vDS is increased so that , the MOSFET will enter the saturation regio...
	(4.5)

	which appears to be independent of vDS, assuming the effective channel length to be constant. In ...
	(4.6)

	In reality the channel length is not constant, but is dependent on vDS. This so-called channel le...
	The MOSFET can achieve higher gain in the saturation region than in the triode region. Therefore,...
	Fig. 4.4. Basic small-signal hybrid-p model of a MOSFET in saturation.

	The Weak-Inversion Region
	In the weak-inversion region, where Veff is slightly below 0 V, the drain current shows exponenti...
	(4.7)

	where VT is the thermal voltage defined as , which is about 26 mV at room temperature (T=300K). z...
	(4.8)

	and is similar to the expression for gm in a BJT except for the factor z.
	This region is not suitable for high-frequency operation, but is of use in some low-power/low-fre...
	4.2.2. Second-Order Effects
	Two important second-order effects are the channel length modulation and the body effect. As was ...
	(4.9)

	with l µ 1/L. A typical value for l is 0.1. For short-channel MOSFETs this linear approximation i...
	In the previous paragraph it was assumed that the bulk - source voltage vBS = 0. However, this ap...


	Modeling of Second-Order Effects
	In the small-signal model the body effect can be represented by an additional current source cont...
	(4.10)

	where fF is the Fermi potential and g is the body effect coefficient. The channel length modulati...
	(4.11)

	Both the body effect and channel length modulation are taken into account in the small-signal mod...
	Fig. 4.5. A small-signal model where the body effect and channel length modulation are modeled wi...
	A MOSFET quality parameter is gmrds, which is the intrinsic gain of the transistor, or the maximu...
	(4.12)

	and is usually larger than 10 for modern technologies [70]. It is bias dependent, as can be seen ...

	4.2.3. Frequency Dependent Operation
	In this paragraph device capacitances and microwave parameters such as ft and fmax will be consid...


	Device Capacitances
	Based on a quasi-static analysis of the NMOSFET, the major capacitances in the device are shown i...
	(4.13)

	with
	(4.14)

	where er is the relative permittivity of the silicon dioxide (about 3.9), e0 is the permittivity ...
	Fig. 4.6. An NMOSFET with parasitic capacitances.
	The overlap capacitances Cov are due to the physical overlap between the source- and drain areas ...
	(4.15)

	where is the overlap capacitance per unit width.
	Cjs and Cjd are junction capacitances between the n-doped source and drain regions and the p-dope...
	(4.16)

	where Vrev is the reverse voltage across the junction. The value of m depends on the doping profi...
	(4.17)

	It is not straightforward to calculate the zero-bias capacitance Cj0 for small dimensions. Thus, ...
	If the device is on, the inversion layer acts as a shield between the gate and bulk [70]. Moreove...
	(4.18)

	The basic model for a MOSFET in saturation may thus be extended to the model shown in Fig. 4.7.

	Fig. 4.7. Model of a MOSFET in saturation with device capacitances.
	In the triode region, the capacitances as shown in Fig. 4.8 are given by
	(4.19)

	Since the channel is not pinched off, it is assumed that the oxide capacitance (Cox in Fig. 4.6) ...

	Fig. 4.8. A MOSFET in triode modeled as a resistance Ron with parasitic capacitances.

	MOSFET Microwave Characteristics
	A semiconductor technology can generally be characterized by parameters such as fT, the cut-off f...
	or (4.20)

	For CMOS, fT can be calculated as [72]
	(4.21)

	which is independent of the transistor width W. Here meff is the effective mobility, influenced b...
	The maximum oscillation frequency fmax is defined as the frequency at which the available power g...
	(4.22)

	so that
	(4.23)

	where Rg,i is the intrinsic gate resistance which can be expressed as
	(4.24)

	The factor of 3 is due to the distributed nature of this resistance and is the sheet resistance o...
	The model described above is useful for relatively low frequencies. For higher frequencies non-qu...
	Fig. 4.9. A small-signal high-frequency model for a MOSFET in saturation.
	4.2.4. Short-Channel Effects
	There is an ongoing drive to shrink the channel length of MOSFETs [77]. Digital circuits benefit ...


	Scaling
	In order to maintain similar performance or even increase it with decreased channel lengths, idea...
	Table 12. Ideal scaling of short-channel devices

	The two parameters that deviate the most from ideal scaling are the supply voltage VDD and the th...
	The main problem with scaling down MOSFETs is the increased electric field in the devices [71]. S...
	(4.25)

	where Ecrit is the critical field strength, above which the velocity has saturated. Typical value...
	Fig. 4.10. Illustration of the depletion region in a short-channel MOSFET.
	The gate oxide may break down if the electric field across it becomes too high. The reduction of ...



	4.3. Noise Sources in a MOSFET
	In this section noise sources in a MOSFET will be discussed as well as a MOSFET noise model.
	4.3.1. MOSFET Noise Sources
	Since the channel resistance is in fact a physical resistance, a thermal noise current of
	(4.26)

	can be associated to it [29], where gd0 is the channel conductance for VDS=0, and is the spectral...
	In the triode region g is equal to 1, so that with Eq. (4.26)
	(4.27)

	while in the saturation region g can be as low as 2/3 for a long-channel device and as high as 4 ...
	The so-called induced gate noise also originates from the random movements of the charges in the ...
	(4.28)

	Because of the term w2 in the denominator this noise is a problem mainly for high frequencies, bu...
	The gate leakage current IG tunneling through the reverse-biased source-substrate junction causes...
	(4.29)

	Especially for long-channel devices this leakage current is usually quite small. Therefore this n...
	Flicker noise (or 1/f noise) is believed to occur due to the Si-SiO2 interface [70], [29]. Carrie...
	(4.30)

	where K is a process dependent constant. This constant is larger for NMOSFETs than for PMOSFETs, ...
	Noise is also generated in the gate resistance, according to
	(4.31)

	Note that this noise source is highly dependent on the layout: a multi-finger structure will redu...

	4.3.2. MOSFET Noise Model
	In the MOSFET noise model the noise sources mentioned in paragraph 4.4.1 are taken into account: ...
	(4.32)
	(4.33)
	(4.34)
	(4.35)
	(4.36)

	The flicker noise can be modeled as a voltage source in series with the gate (see previous sectio...
	Fig. 4.11. A simplified MOSFET noise model.
	(4.37)
	From Eq. 4.32, Eq. 4.33 and Eq. 4.6 it can be seen that MOSFET design parameters W and L may be u...

	Fig. 4.12. The flicker noise corner frequency.


	4.4. Monolithic Inductors in CMOS Technology
	Monolithic inductors are crucial elements in RF integrated circuits, where they typically are use...
	4.4.1. Monolithic Inductor Physics
	Inductors may be realized in integrated circuits by a simple metal wire on a more or less insulat...
	The inductance and Q depend on various factors such as frequency, geometry of the metal wire, pro...
	The most common geometry for an integrated inductor is depicted in Fig. 4.13 [81], [30]. Between ...
	Fig. 4.13. A typical inductor layout, a). top view, b). through-cut view.
	The most important non-idealities are loss resistance in the metal wire, capacitance between the ...
	Several techniques have been used to increase the Q of integrated inductors:
	Some of these techniques require extra processing steps, which is undesirable if at all feasible.
	In recent years, CMOS processes have developed in order to provide better RF performance, for ins...


	4.4.2. Monolithic Inductor Modeling
	For the circuit designer it is desirable to have a simple and accurate lumped-element inductor mo...
	A suitable lumped-element inductor model is shown in Fig. 4.14. Several methods may be used to ar...
	Fig. 4.14. A standard lumped-element inductor model.
	For the planar rectangular inductor shown in Fig. 4.13, one way to estimate the total inductance ...
	(4.38)

	where Li is the inductance of segment i, Z is the total number of segments, and and are the total...
	(4.39)

	where li is the length of segment i in mm. This is the self-inductance of a metal wire at low fre...
	Some simple equations will now be given to complete the model in Fig. 4.14. These equations do no...
	The series resistance Rs is the physical resistance of the wire, and is thus dependent on the wid...
	(4.40)

	where s is the conductivity of the metal. If the skin effect is included, this resistance can be ...
	(4.41)

	where the (frequency dependent) skin depth d is
	(4.42)

	and m is the magnetic permeability. In Eq. 4.41 it is assumed that and .
	The capacitance CP from port 1 to port 2 is related to the physical capacitance between the two p...
	(4.43)

	where tox1 is the oxide thickness between the two metal layers (see Fig. 4.15). The parasitic fri...

	Fig. 4.15. Detailed through-cut view of a planar rectangular inductor.
	The two parasitic capacitances Cox1 and Cox2 are mainly due to the oxide capacitance between meta...
	(4.44)

	and
	(4.45)

	where Aspiral is the area of the top metal wire, tox is the oxide thickness between the top metal...
	and . (4.46)

	The substrate is modeled as:
	(4.47)
	(4.48)

	where esub and tsub are the permittivity and the thickness, respectively, of the substrate, and r...
	The losses due to eddy currents are not part of the model. They can be included by adding a mutua...


	Quality Factor and Self-Resonance
	The inductor Q (see for example [85]) is determined by the metal losses and by the substrate loss...
	The self-resonance frequency fSR is determined by the total capacitance at the inductor nodes and...



	Chapter 5 Conclusions
	As a result of the rapid development of mobile communication systems in the low GHz range and the...
	One of the most challenging building blocks in a CMOS transceiver is the power amplifier. A brief...
	The papers included in this work relate to many of the above aspects. Paper I, II and III are foc...
	Paper IV and V both deal with transmitter aspects. In paper IV the design of a class AB power amp...
	Future Work
	The development of mobile communication systems is towards higher frequencies, as well as more br...
	The decreasing supply voltage will demand new solutions for well-known problems. This process is,...
	Transistor and inductor modeling remain challenging; good and reliable models are a necessity for...
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	Part II
	Included Papers
	Summary of Included Papers
	In this section a short summary will be given of each paper, and the author’s contribution to eac...
	I. In this paper the design of a CMOS receiver front-end is presented that meets the DCS requirem...
	Contribution: Design, manuscript.

	II. This paper addresses the design and measurement of a fully integrated GSM receiver front-end,...
	Contribution: Design of some blocks (PGA, 2nd downconversion mixer), some analysis (interfering s...

	III. An analysis is made of the impact of spurious signals in a receiver. It leads to an optimal ...
	Contribution: Analysis, most of the manuscript.

	IV. The design of a fully integrated CMOS power amplifier is described. The amplifier uses parall...
	Contribution: Design, manuscript.

	V. In this paper the design and measurement results are presented of a fully integrated CMOS powe...
	Contribution: Design, measurements, manuscript.

	Paper I



	A 0.35 mm CMOS DCS Front-end with Fully Integrated VCO
	Abstract
	The design of a 0.35 mm CMOS front-end is presented which meets the DCS requirements. The front-e...

	1. Introduction
	Recently the market for wireless applications has shown tremendous growth, resulting in an increa...
	An important aspect for a handset is battery lifetime. To extend this, overall power consumption ...
	In this paper a CMOS downconversion front-end is described that meets the DCS-1800 specifications...
	The front-end comprises a low-noise amplifier (LNA), a downconversion mixer and a fully integrate...
	This paper is organized as follows: in Section 2 system aspects will be explained briefly, as wel...
	2. System Aspects
	The channel bandwidth for the DCS system is 200 kHz. With direct downconversion, the 1/f noise of...
	To reduce the number of external components, no filter is used between the LNA and mixer. This im...
	To achieve sufficient image rejection a quadrature mixer in combination with a polyphase filter c...
	Since the DCS noise requirements are stringent, high gain in the RF part of the receiver is impor...
	High-side injection is chosen for the downconversion, so that the VCO must be tunable from roughl...
	The choice for high-side injection is based on two arguments. Firstly, if a GSM/ DCS dual-mode re...
	The front-end was modeled to analyse the effect of interferers and harmonic downconversion [7], t...

	3. Circuit Design
	The LNA consists of a single-ended, cascoded, inductively degenerated common- source stage, with ...
	The LNA is loaded with an integrated inductor, tuning the maximum gain to 1.85 GHz. The parallel ...
	Two parallel bondwires at the source of M1 provide inductive source degeneration.
	Two mixers have been compared: a single-balanced and a double-balanced Gilbert- cell type mixer. ...
	The main advantage of the single-balanced mixer is that a lower power consumption is needed to ac...
	However, since no filter is present after the mixer, a double-balanced mixer is utilized in this ...
	The VCO consists of a differential switching NMOS pair with a tail current source (see Fig. 4). I...
	The inductive load is a differential octagonal inductor with a polysilicon grounded shield used t...
	Tuning is achieved partly by a varactor, partly by switch-controlled capacitors, the latter for d...

	4. Simulation Results
	Both the complete front-end and the individual building blocks have been simulated using SpectreR...
	Assuming the BPF has an insertion loss of 2.5 dB, this will result in a total front- end IIP3 of ...
	The VCO meets the phase noise requirements for the DCS system, as is illustrated in Fig. 6.
	The maximum gain for the total front-end is 26.6 dB. Some loss occurs due to the capacitive coupl...
	A layout of the front-end (see Fig. 7) will be sent to fabrication. For the purpose of measuremen...
	Table 1. Front-End Simulation Results

	.

	5. Conclusion
	A 0.35 mm CMOS front-end has been described, meeting the requirements for a DCS receiver accordin...
	This front-end does not entail a - generally discrete - filter between LNA and mixer. Thus, the n...
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	A 900 MHz Dual Conversion, Low-IF GSM Receiver in 0.35 um CMOS
	Abstract
	A low-power fully integrated GSM receiver is developed in 0.35-um CMOS. This receiver uses dual c...

	1. Introduction
	Mobile wireless transceivers face relentless pressure for low cost, low power, and small size. A ...
	This paper describes a fully integrated CMOS GSM receiver, which we believe is the more challengi...
	2. System Description
	The 900-MHz GSM standard [5] requires receive sensitivity of 102 dBm for a GMSK modulated signal ...
	What distinguishes GSM from other well-known cellular standards is the required receiver immunity...
	Any assessment of candidate architectures for integrated receivers should begin with direct conve...
	Fig. 1. GSM blocker template.
	Alternatively, downconversion to some low IF, such as 140 kHz, positions the signal above dc, obv...
	If low IF is attractive for a GSM receiver, what is the best frequency plan for downconversion? S...
	Fig. 2. Downconverted GSM channel, images of adjacent and alternate channels, and flicker noise.
	This favors a dual-conversion receiver. The entire GSM band is first downconverted to a first IF ...
	Consider, for example, dual conversion to zero IF. This suffers from second- order distortion pro...
	Blockers may also translate to the IF through circuit nonlinearity and mixing with LO harmonics [...
	Fig. 3. Harmonic mixing and front-end nonlinearity translate the blocker (wint) to the same frequ...
	Incidentally, if the receiver front-end were perfectly linear, blockers at could still mix with L...
	Based on these various considerations, with high-side LO injection the IF should lie between 170-...

	3. Receiver Architecture
	Fig. 4 shows the proposed receiver, a dual conversion to low-IF architecture. The signal after lo...
	The receiver is considerably simplified if the two LO frequencies driving mixers at the first and...
	Fig. 4. Architecture of this GSM receiver prototype.
	The gain of the single path (not quadrature) IF1 PGA is chosen so that blockers do not overload t...
	A high IF2 will lessen the impact of flicker noise in the baseband circuits, but the image signal...
	The two LO frequencies are ganged. A divide-by-6 circuit generates the LO2 frequency from the RF ...
	In this frequency plan, it is possible for the fifth overtone of LO2 to couple to the receiver in...
	Gain is distributed between the various blocks to maintain the cascade NF below 6 dB at minimum d...

	4. CIRCUIT DESIGN
	All circuits described here operate from a 2.5-V power supply.
	A. Low-Noise Amplifier
	The low noise amplifier is a single-ended inductively degenerated common-source stage (Fig. 5). A...
	where R is the real part of the LNA input impedance to the right of the parasitic, and Cgs is the...
	Fig. 5. Common-source LNA circuit.
	An on-chip single layer metal-4 spiral inductor tunes the FET drain load to 1 GHz. Inductor Q at ...
	The cascode FET M2 lowers Miller multiplication of the input FETs Cgd and improves LNA reverse is...
	The minimum LNA noise figure of 1.4 dB in the GSM band is obtained at a gain of 25 dB. It rises t...

	B. RF Mixers
	The RF mixers downconvert the input signal to 190 MHz. It is most straightforward to drive a sing...
	Fig. 6. Double-balanced mixer circuit.
	A double-balanced mixer does not suffer from LO feedthrough, but needs a differential input. A di...

	C. Polyphase Filter
	Following the quadrature mixers, a passive RC polyphase filter passes the desired signal with an ...
	Fig. 7. Three-stage passive RC polyphase filter.
	Passband loss in the polyphase filter is lowered by tapering up the resistance in the last stages...
	To reject the image by 40 dB, the components in the four branches of the filter must match to 1%....
	The LO commutates the RF signal current with a square wave. While the main harmonic of LOQ lags L...

	D. Programmable Gain Amplifier
	A programmable gain amplifier (PGA) at IF1 adjusts receiver gain to limit the signal level drivin...
	Fig. 8. Programmable gain amplifier circuit.
	To step up gain to 20 dB, nMOS switches bypass the degeneration resistors. Bias current is steere...

	E. Second Mixers
	Quadrature double-balanced second mixers downconvert the wanted GSM channel to the IF2 of 140 kHz...
	A square-wave LO waveform switches the mixers to lower their output flicker noise. The mixer is l...
	Fig. 9. Second mixer circuit.

	F. Active Polyphase Filter
	At IF2, the image signal is only 280 kHz away from the wanted signal. After quadrature downconver...
	Fig. 10. GSM reference channel downconverted to IF of 140 kHz, and images of the left adjacent an...
	A single passive polyphase filter stage can notch the image by 20 dB or more across a bandwidth a...
	An alternative is the active polyphase filter [14]. This filter’s frequency response is defined b...
	In practice, component mismatch in the filter branches, or phase and amplitude mismatch at the in...
	Fig. 11. Method to synthesize active bandpass polyphase filter from conventional low-pass prototype.
	Active RC and switched-capacitor filters are realized with high-gain opamps and linear resistors ...
	Two-stage opamps drive the resistor loads (Fig. 12). Large FETs in the input stage lower flicker ...
	Fig. 12. Two-stage opamp used in filter, and accompanying common-mode feedback circuit.
	The filter is tuned by a 5-bit array of switchable capacitors in parallel with a fixed capacitor,...

	G. Voltage Controlled Oscillator
	A single voltage-controlled oscillator (VCO) generates both LO frequencies, and complies with GSM...
	Fig. 13. 1.1-GHz VCO.
	Quadrature differential phases are needed to drive I and Q mixers. A quadrature VCO [19] automati...
	Two grounded source FETs with inductive loads buffer the differential VCO output. A narrowband T-...
	Fig. 14. VCO buffer with capacitive impedance transformer.


	5. Experimental Results
	Fig. 15 shows SPECTRE-RF simulations of the entire receiver. The receiver gain from single-ended ...
	Fig. 15. Simulated frequency response and noise figure of receiver.
	In this technology, for nMOS is 8.2E -24 V2F, and for pMOS is 1.9E-24 V2F, and is assumed constan...
	A receiver prototype is fabricated in 0.35-um CMOS in the STMicroelectronics BiCMOS6M process. Th...
	Fig. 16. Chip photograph.
	Fig. 17. Measured input reflection coefficient versus frequency.
	The measured input return loss is 12 dB in the GSM band (Fig. 17). The front end comprising the L...
	Fig. 18. Measured on-chip image rejection at first IF.
	Next, receiver noise is measured up to the channel-select filter input using the HP8870B noise-fi...
	To test the immunity of the receiver to blockers, a single tone at each frequency listed in Table...
	The channel-select filter gives the main amplification in the receiver. Its gain may be swept fro...
	Fig. 19. Measured receiver cascode noise figure.
	Table I. Measured Rejection of Likely Blocking Signals


	Physical Effect
	RF Input
	Frequency (MHz)
	On-chip Rejection (dB)
	Rejection Incl. Prefilter
	1st Image
	(fLO+fIF1)
	1328
	56
	111
	Half IF
	(2fLO+fIF1)/2
	1233
	81.5
	131
	(2fLO-fIF1)/2
	1043
	72
	114
	(3fLO+fIF1)/2
	1802
	>91
	141
	(3fLO-fIF1)/2
	1612
	>109
	159
	Half IF
	(4fLO+fIF1)/2
	2371
	>93
	148
	(4fLO-fIF1)/2
	2181
	>93
	148
	HD3 in balanced
	(2fLO+fIF1)/3
	822
	97
	142
	IF1 circuits
	(2fLO-fIF1)/3
	695
	71
	126
	(3fLO+fIF1)/3
	1201
	76
	126
	(3fLO-fIF1)/3
	1075
	56
	106
	(5fLO+fIF1)/3
	1960
	>116
	171
	(5fLO-fIF1)/3
	1833
	>116
	171
	(3fLO+fIF1)
	3604
	106
	161
	(3fLO-fIF1)
	3224
	>103
	158
	Fig. 21. Measured cascade frequency response of receiver to desired signal and second image.
	The measured VCO phase noise at 1140 MHz is shown in Fig. 22. The VCO meets the GSM phase-noise r...
	Fig. 22. Measured VCO phase noise.
	Table II. Receiver Performance Summary


	NF
	5 dB
	IIP3
	- 16 dBm
	On Chip Image Rejection
	>55 dB @ 1st IF
	>35 dB @ 2nd IF
	Input Return Loss
	>12 dB (GSM band)
	AGC
	> 80 dB
	Current Consumption @ 2.5 V
	22mA (RX only)
	8 mA (LO Generator
	Area
	2.2 x 4 mm
	6. Conclusion
	A fully integrated dual-conversion to low-IF RX is implemented in 0.35-um CMOS process. Dual conv...
	This work illustrates the power of evolving a radio architecture with cognizance of the strengths...
	REFERENCES
	[1]. T. Stetzler, I. Post, J. Havens, and M. Koyama, "A 2.7-4.5 V single chip GSM transceiver RF ...
	[2]. T. Yamawaki, M. Kokubo, K. Irie, H. Matsui, T. Endou, H. Hagisawa, T. Furuya, Y. Shimizu, M....
	[3]. P. Orsatti, F. Piazza, and Q. Huang, "A 20-mA-receive, 55-m A-transmit, single- chip GSM tra...
	[4]. M. S. J. Steyaert, J. Janssens, B. de Muer, M. Borremans, and N. Itoh, "A 2-V CMOS cellular ...
	[5]. "Digital cellular telecommunication system: Radio transmission and reception (GSM 5.05)," Eu...
	[6]. A. A. Abidi, "Direct conversion radio transceivers for digital communications," IEEE J. Soli...
	[7]. H. Darabi and A. Abidi, "Noise in CMOS mixers: A simple physical model," IEEE J. Solid-State...
	[8]. J. Rudell, J. Weldon, J. Ou, L. Lin, and P. Gray, "An integrated GSM/DECT receiver: Design s...
	[9]. S. Fitz, "Receiver architectures for GSM handsets," in IEE Coll. Design of Digital Cellular ...
	[10]. E. Cijvat, "A study of CMOS receiver architectures in mobile commu–nication handsets for GS...
	[11]. F. Stubbe, S. V. Kishore, C. Hull, and V. Della Torre, "A CMOS RF-receiver front-end for 1 ...
	[12]. W. H. Sansen and R. G. Meyer, "Distortion in bipolar transistor variable gain amplifiers," ...
	[13]. F. Behbahani, Y. Kishigami, J. Leete, and A. A. Abidi, "CMOS 10 MHz-IF downconverter with o...
	[14]. J. Crols and M. Steyaert, CMOS Wireless Transceiver Design. Boston, MA: Kluwer, 1997.
	[15]. J. Lee, A. A. Abidi, and N. G. Alexopoulos, "Design ofspiral inductors on silicon substrate...
	[16]. J. J. Rael and A. A. Abidi, "Physical processes of phase noise in differential LC oscillato...
	[17]. M. J. Gingell, "Single sideband modulation using sequence asymmetric polyphase networks," E...
	[18]. A. A. Abidi, C. R. Viswanathan, J. J.-M. Wu, and J. A. Wikstrom, "Flicker noise in CMOS: A ...
	[19]. A. Rofougaran, G. Chang, J. J. Rael, J. Y.-C. Chang, M. Rofougaran, P. J. Chang, M. Djafari...

	Paper III




	Spurious Mixing of Off-Channel Signals in a Wireless Receiver and the Choice of IF
	Abstract
	Circuit nonlinearity and LO harmonics can cause large interferers to translate on to the same int...

	1. Introduction
	It is clear that today’s wireless transceivers for mobile communication, especially those operati...
	A higher level of integration requires the circuit designer to eliminate off-chip filters: for in...
	Fig. 1. GSM blocking signal template.
	Investigating these mechanisms, we find that for a given profile of allowable blockers the proble...
	In Section II, we model the front-end and how it generates harmonics. Then in Section III differe...
	2. Modeling Receiver Front-End
	Fig. 2 shows a generic front-end for a superheterodyne receiver. The RF preselect filter connecte...
	Fig. 2. Generic superheterodyne receiver front end.
	There are three important nonidealities in a receiver front–end.
	(1)

	Therefore, an input interferer at this frequency
	(2)

	where k, m, n are integers, after being subject to these three possible imperfections in the rece...
	In any circuit with kth-order nonlinearity, the difference DP between the fundamental output sign...
	(3)

	where IIPk is the kth-order input intercept point and Pin is the input power. For a wide-band rec...
	(4)

	where the fundamental is located at f1 and the kth-order harmonic at kf1. The relationship betwee...
	(5)

	Since it is customary to characterize nonlinearity in RF circuits in terms of intercept point IIP...

	3. Mechanisms of Disturbance by Spurious Signals
	Different mechanisms are distinguished by combinations of n, k and m. Three separate mechanisms m...
	Mechanism 1: Harmonic Mixing, m = 1, n & k >1: An interferer lying at subject to kth-order nonlin...
	Fig. 3. Harmonic mixing with mechanism 1.
	(6)

	The wanted channel is amplified in the LNA and mixer by power gains of GLNA and Gmxr, respectivel...
	(7)

	On the other hand, the interferer is subject to a different set of gains and losses. An interferi...
	(8)

	where
	By inserting (7) and (8) into (6), we arrive at the minimum of the LNA that leads to the required...
	(9)

	If the circuit properties are known but unalterable, the equation may be rearranged to determine ...
	(10)

	Next, let us find the values of IF which satisfy this inequality for a GSM receiver. To start wit...
	Fig. 4. Typical RF prefilter.
	or (11)

	By stepping through all GSM channels in the range 935 MHz MHz, this leads to undesired ranges of ...
	Table I. Undesired fIF regions (Megahertz) Due to Mechanism 1


	n=2
	13 - 47
	40 - 140
	-
	13 - 57
	40 - 170
	265 - 292
	340 - 377
	n=3
	171 - 285
	15 - 53
	30 - 105
	-
	15 - 68
	30 - 135
	n=4
	340 - 376
	382 - 412
	148 - 180
	199 - 225
	247 - 300
	332 - 375
	-
	-
	n=5
	-
	269 - 310
	322 - 355
	-
	-
	The undesired responses invoked by the special case of have been called "Able-Baker spurs" [6].
	Mechanism 2: Mixing of Interferer With LO Harmonic, m = k = 1, n > 1: Even if the RF front-end is...
	Fig. 5. Harmonic Mixing m=k=1, n>1 (mechanism 2).
	(12)

	In this case, since the interferers of concern lie far away from the frequency band to which the ...
	With high-side LO injection, the interferers in question will lie yet further out in frequency. H...
	It is clear that unless the IF is exceptionally high, mechanism 2 is largely independent of IF. A...
	Mechanism 3: Subharmonics of IF, k = n = 1, m > 1: Interferers may be shifted onto the desired si...
	Depending on m, if the interferers in question initially lie in the RF filter’s transition band t...
	(13)

	This expression imposes lower bounds on the IF. Once again, let us see how this mechanism works w...
	Fig. 6. Downconverted interferer appears at a subharmonic of IF (mechanism 3).
	Table II. Undesired fIF regions (Megahertz) Due to Mechanism 3


	m=2
	0 - 150
	0 - 160
	m=3
	0 - 113
	0 - 105
	Note that a blocker at can be subject to spurious mixing by the first mechanism with n = k, that ...
	The well-known half-IF interferer [3], , is a special case of mechanisms 1 and 3.
	With this background, let us study some previously published GSM receivers to understand their vu...
	A. Example: GSM Receiver With IF of 71 MHz
	This receiver [1] uses a passive RF filter before and after the LNA to cascade the stopband losse...
	Next consider mechanism 3 with m = 3. An interferer at 997 MHz suffers almost no attenuation thro...
	These calculations show that with a 71 MHz IF a post-LNA filter is mandatory, and a GSM receiver ...

	B. Example: GSM Receiver With Low IF of 100 kHz
	Suppose the low-IF receiver for DCS-1800 [9] is re-tuned to 900 MHz GSM. The blocking templates f...
	If mechanism 1 is at work, and assuming n = k, the candidate interferer lies at . This amounts to...
	However, for mechanism 2 and with n = 3, an interferer 0 dBm strong at roughly 2850 MHz + 100 kHz...

	4. Experimental Validation on a Receiver with Optimal IF
	The results of the analysis above were used to develop the frequency plan of a fully integrated 9...
	According to the analysis, with high-side LO injection a first IF in the range of 170-265 MHz is ...
	Mechanism 2 remains a problem. The responsible interferers cannot be adequately rejected by the p...
	The receiver uses a high-side LO and a first IF of about 190 MHz [8]. The second IF is selected t...
	The prototype receiver circuit was subjected to a comprehensive range of GSM blockers. The test c...
	Fig. 7. LNA circuit with notch filter to suppress third harmonic, and associated frequency response.
	Table III. Measured Blocking Signal Rejection for a GSM Receiver [8]



	Physical Effect
	RF Input
	Frequency (MHz)
	On-chip Rejection (dB)
	Rejection Incl. Prefilter
	1st Image
	(fLO+fIF1)
	1328
	56
	111
	Half IF
	(2fLO+fIF1)/2
	1233
	81.5
	131
	(2fLO-fIF1)/2
	1043
	72
	114
	(3fLO+fIF1)/2
	1802
	>91
	141
	(3fLO-fIF1)/2
	1612
	>109
	159
	Half IF
	(4fLO+fIF1)/2
	2371
	>93
	148
	(4fLO-fIF1)/2
	2181
	>93
	148
	HD3 in balanced
	(2fLO+fIF1)/3
	822
	97
	142
	IF1 circuits
	(2fLO-fIF1)/3
	695
	71
	126
	(3fLO+fIF1)/3
	1201
	76
	126
	(3fLO-fIF1)/3
	1075
	56
	106
	(5fLO+fIF1)/3
	1960
	>116
	171
	(5fLO-fIF1)/3
	1833
	>116
	171
	(3fLO+fIF1)
	3604
	106
	161
	(3fLO-fIF1)
	3224
	>103
	158
	These results show the practical outcome of the analysis in the design of an integrated receiver ...
	5. Conclusion
	This paper presents a systematic and comprehensive analysis of how circuit imperfections cause ad...
	Knowing the profile of adjacent channel strengths, characteristics of the antenna filter, and the...
	In a fully integrated receiver which dispenses with fixed external filters to save power and phys...
	We expect that an awareness of spurious mixing will add yet another criterion that guides the cho...
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	A Fully Integrated 2.45 GHz 0.25 um CMOS Power Amplifier
	Abstract
	A fully integrated differential class-AB power amplifier has been designed in a 0.25um CMOS techn...

	1. Introduction
	With the recent emergence of short-range communication standards such as Bluetooth, the research ...
	In most communication systems transmitter output power control is required. In order to increase ...
	For the Bluetooth standard the highest output power is 20 dBm (class I, [14]) which is feasible f...
	In this work a class-AB power amplifier is described that consists of two stages, with the output...
	The paper is structured as follows: First some PA theory is described, then the design itself is ...
	2. Analysis
	In fig. 1 a current source with impedance transformation network T is shown. This serves as a mod...
	(1)
	Thus, for a given VDD, Ropt determines Pout,max assuming a maximum voltage swing. For Pout,max = ...
	The power added efficiency (PAE) is defined as
	(2)
	where PDC is the power supplied by the battery, which is signal-dependent for most types of PAs. ...
	Non-idealities
	For high voltage swings the transistor will enter the linear region, and no longer behave as an i...
	(3)
	Assuming an output stage with an integrated current-supplying inductor and a switch at VDD, allow...


	3. Design
	A fully integrated 2.45 GHz PA was implemented in a 0.25um CMOS technology. In order to implement...
	The matching network was chosen so that a maximum output power of 22 dBm was achieved with both b...
	For the output stage no cascode transistors are used, since this would increase the knee voltage ...
	The input capacitance of the output stage forms a large part of the total capacitance at the drai...
	By connecting the two output nodes as shown in fig. 2, the two parallel stages share L1, C3 and L...
	Generally when parallel output stages are used, power combining is implemented either through a t...
	The matching network for one output stage may be drawn as shown in fig. 3. The two output stages ...
	When for example the lower stage in fig. 2 is switched off, FET Mb is brought into the linear reg...
	The two stages are unequal, having different FET widths and different capacitance and inductance ...
	Comparing fig. 2 with fig. 3 one can see that the matching network includes parasitic capacitance...
	The 5M1P 0.25um CMOS technology offers thick-metal inductors with quality factors ranging from ap...

	4. Simulation Results
	The above described design was simulated using SpectreRF, with BSIM3v3 models. Post-layout parasi...
	In fig. 5 some simulation results are shown. The maximum PAE (22 %) is achieved for Pout slightly...
	Table I. Simulation results, summary

	From table 2 a comparison can be made between this PA and previously published work. It can be se...
	Table II. Comparison of medium power PAs


	5. Conclusions
	A 2.45 GHz power amplifier has been designed in a 0.25um CMOS technology. The PA is fully integra...
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	A Fully Integrated CMOS RF Power Amplifier with Internal Frequency Doubling
	Abstract
	The design and measurement results of a fully integrated 0.18mm 1P6M CMOS power amplifier with in...

	1. Introduction
	In recent years, the wireless communications market has grown significantly. Systems such as GSM ...
	However, for frequencies up to several GHz and low to medium output power, the research interest ...
	When having the PA on the same chip as a VCO (voltage controlled oscillator), one of the problems...
	In mixers, so-called even-harmonic conversion has been widely used [9-10], especially for millime...
	For fully integrated power amplifiers, which include the output impedance transformation network,...
	Since many wireless communication systems operate with an output power in the 10 - 20 dBm range f...
	2. Power Amplifier Analysis
	One of the frequency components automatically generated in a PA biased in non- class A is the sec...
	Fig. 1. a). A single-ended PA stage with cancelled odd harmonics, b). differential version.
	An important issue when using frequency doubling in the PA is signal contents. A narrowband FM in...
	(1)

	As can be seen, the 2nd order harmonic carries the same signal information as the fundamental. Th...
	Ideal PA response
	Assuming that the output stage of the PA can be modeled as an ideal current source with a maximum...
	(2)

	where Imax is the maximum output current and a is the conduction angle (in radians).
	The magnitude of the second order harmonic may be written as
	(3)

	This results in a maximum efficiency for the second order harmonic of
	(4)

	For this ideal PA both the fundamental and second order responses (output currents normalized to ...
	Fig. 2. a). Ideal normalized DC, fundamental and second order output current as function of the c...
	From Fig. 2 it can be seen that the 2nd order response is approaching the fundamental for small c...
	In this deduction it is assumed that the PA does not have a so-called knee voltage Vknee [14], th...

	Maximum output power
	The maximum linear output power for an ideal PA, modeled as a current source with a certain drain...
	(5)

	where Ropt, the impedance seen at the drain, is the load resistance transformed by a transformati...
	Fig. 3. a). A PA with transformation network (shaded area), b). an ideal model.
	The MOSFET DC current is supplied through L1. The section formed by Lbw (the output bondwire indu...
	Assuming all passive components are ideal, the output power will be the same as the power at the ...


	3. Implementation
	The quasi-differential PA as described in the previous section was implemented in a 0.18mm 1P6M C...
	Fig. 4. Simplified schematic of the stand-alone PA including polyphase filter and driving stages.
	The motivation for the circuit in Fig. 4 was to test the concept of internal frequency doubling, ...
	For the VCO core in the circuit of Fig. 5 PMOSFETs were used, so that the VCO output voltage swin...
	Fig. 5. Schematic of the VCO and PA, including the varactor with continuous and discrete tuning.
	Non-idealities of the PA implementation
	The equation for the maximum output power, Eq. 5, is valid under the assumption that the transfor...
	One of the most crucial non-idealities in any PA implementation is the knee voltage, i.e. the min...
	(6)

	For deep submicron CMOS technologies Vknee may be up to 50% of VDD, using the common definition f...
	(7)


	Non-idealities of the transformation network
	The integrated passives that make up the impedance transformation network, including the “RF chok...
	For the transformation network of Fig. 3 with suitable capacitor and inductor values, including a...

	Combined efficiency example
	With a conduction angle a=2.1 (giving the maximum 2nd order output current, see Fig. 2), Vknee/VD...
	(8)

	In the above analysis the impact of FET non-linearity (apart from the knee voltage) and efficienc...


	4. Results
	In Fig. 6 the chip micrograph of the PA with VCO is shown. For the measurements both the stand-al...
	The stand-alone PA
	Fig. 6. A chip micrograph of the PA with VCO.
	The purpose of this circuit was to verify that the internal frequency doubling worked, and to cha...
	In Fig. 7 measurement results for the stand-alone PA are shown,. compensated for the power loss i...
	Fig. 7. Measured results for the stand-alone PA for Vddpa=3.3 and 3 V, a). output power, b). drai...
	Fig. 8. Results for uncompensated and compensated outputs, a). output power, b). drain efficiency.
	The correction resulted in a slight decrease in maximum output power and drain efficiency.

	The PA with VCO
	The differential outputs of this circuit were corrected in order to have approximately equal S22 ...
	In Fig. 9 the output power and efficiency as function of Vdd,vco is shown. Increasing Vdd,vco is ...
	In Fig. 10 the output frequency vs. control voltage is shown, as well as the output power and dra...
	Fig. 9. Measured results for the PA with VCO as a function of Vdd,vco, a). output power, b). drai...
	Fig. 10. Measurements for varying Vctrl, a). output frequency, b). output power and drain efficie...
	The output frequency was measured for a VCO control word of (1111). Maximum VCO oscillation frequ...
	Fig. 10b shows that the output power and thus drain efficiency is varying with Vctrl. This is par...
	Fig. 11. Frequency response of the PA output stage.
	Fig. 12 shows the output power as function of Vdd,PA, illustrating the knee effect, and the drain...
	Fig. 12. Results for varying Vdd,PA, a). output power, b). drain efficiency.
	Measurements of both circuits showed that the gain in each block is less than expected from simul...
	Table I. Summary of measurement results



	maximum PA output power
	15 dBm
	maximum PA drain efficiency
	10.7%
	VCO frequency range
	1.522-1.637GHz
	active area: stand-alone PA
	VCO + PA
	1.44 mm2
	2.25 mm2
	In table 2 this work is compared to other fully integrated CMOS power amplifiers. It must be note...
	Table II. Comparison of fully integrated CMOS PAs


	[2]
	33.4 (@PAEmax)
	2.4
	31% (PAE)
	0.35um (Bi)CMOS
	on-chip
	-
	E/F3
	[3]
	20 (max)
	1.9
	16% (h)
	0.8um CMOS
	on-chip
	-
	F?
	[4]
	17.5 (max)
	2.4
	16.4% (PAE)
	0.35um CMOS
	partly on-chip
	-
	A
	[5]
	9 (@P-5dB)
	2.4
	16% (P-5dB)
	0.18um CMOS
	partly on-chip
	-
	AB?
	[6]
	18.6 (@PAEmax)
	0.9
	30% (PAEmax)
	0.6um CMOS
	on-chip
	-
	C
	this work
	15 (max)
	2.4
	10.7% (h)
	0.18um CMOS
	on-chip
	freq. doubling
	C
	5. CONCLUSIONS
	A fully integrated class-C power amplifier with internal frequency doubler has been designed and ...
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