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Overview of the thesis 

This thesis was driven by a keen interest in testing memory without words, and a 
passion for working with animals. These two driving forces resulted in new 
experimental setups that were tested with five animal species: the common raven 
(Corvus corax), the Goffin’s cockatoo (Cacatua goffiniana), the Sumatran 
orangutan (Pongo abelii), the common chimpanzee (Pan troglodytes) and the 
human (Homo sapiens sapiens). Although from the biological point of view, 
humans are animals, just like the other four species, they will be referred to as 
humans or people, and the other animals will be referred to as animals throughout 
this thesis for the sake of convenience. 

In this thesis, I compared some aspects of attention, working and long-term memory 
across the five species. All these species have something in common: on the one 
hand, they have well-developed senses that allow for acquiring rich and detailed 
information about the environment, and on the other, they also have specialized 
body parts that allow for acting on this information. But between these two steps – 
acquiring the information and acting upon it – this information must be selected, 
processed and prioritised, and this is where the processes of attention, working and 
long-term memory pitch in.  

Having well-developed senses and specialized body parts is a blessing and a curse. 
It allows for rapid and accurate responses to a dynamically changing environment, 
but vastly complicates everyday life; all of sudden, the continuous dynamic changes 
in the environment are revealed, and call for action. The everyday life becomes a 
streak of complex concurrent problems that require rapid solutions. As all problems 
cannot be resolved at once and conflict with one another, they could turn into a 
never-ending cognitive pandemonium, if it was not for efficient information 
processing capacities. Navigating in the continuous flow of information is all about 
resolving the conflicts by sorting, selecting, and prioritising at all steps of 
information processing – from acquiring the perceptual information, through 
comparing it with the records stored in memory, to issuing the accurate behavioural 
response. 

In this thesis, I argue that harnessing the flow of information is what memory has 
evolved for. Memory allows for resolving conflicts that pervade everyday life of the 
five tested species. The capacity for conflict resolution is an inherent part of 
attention, working and long-term memory. This is true both for immediate contexts, 
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when one needs to sort, select and prioritise the information that is currently 
available in the environment, and for delayed contexts, when one needs to sort, 
select and prioritise the information that was available in the past and is now 
retrieved from memory.  

Attention, working and long-term memory are certainly available to the five tested 
species, but it is unclear how each species uses these capacities. In principle, this 
question could be split into four sub-questions: (1) how do these capacities develop 
from birth to adulthood in each species? (2) which mechanisms support these 
capacities? (3) how may they have evolved? and finally, (4) what purpose do they 
serve in everyday life of each of the tested species? (Tinbergen, 1963). However, 
giving an answer to all these sub-questions is impossible at this point in time, and 
certainly would take more than a lifetime of continuous research. For this reason, in 
this thesis, I focus on two of the four questions: of evolutionary function, and of 
mechanisms that may support the capacities of attention, working and long-term 
memory. To answer these two questions, I bring together some ideas developed and 
discussed in several fields of research, such as psychology, animal cognition and 
computer modelling. The introduction to the thesis is a critical collection of those 
ideas that situates the thesis within the previous research and lays out the theoretical 
background of the experimental setups tested within the scope of this thesis, and 
inspired by the issues and findings discussed in the introduction.  
In the first and the second part of the introduction, I argue that long-term memory 
has evolved for problem solving, and that mechanisms of long-term memory have 
evolved under the pressures of dynamically changing environments. Under these 
circumstances, not only attention and working, but also long-term memory had to 
allow for rapid and flexible responses rather than for collecting a perfectly accurate 
picture of what happened in the past. Therefore, I argue that favouring flexibility 
over accuracy may have been built into human long-term memory. This built-in 
support for flexibility over accuracy in long-term memory may have driven 
impressive human adaptation to the ever-changing environment. If this assumption 
- that a demand of flexible adaptation to the ever-changing environment drove the 
evolution of long-term memory - is correct, a shift in thinking about animal memory 
may be justified.  

In the third part of the introduction, I discuss various findings from animal memory 
research, many of which were generated in response to a shift in human memory 
research that occurred in the 1980s. Since that shift, some aspects of long-term 
memory have been considered uniquely human (Tulving, 1985), and a lot of effort 
in comparative behavioural research was put into challenging this hypothesis (e.g., 
Clayton & Dickinson, 1997). In the third part of the introduction, I discuss some of 
these efforts, as wells as other relevant aspects of the current state of knowledge on 
animal memory. I conclude that all aspects of memory – from attention to long-term 
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memory – may be attuned to resolving complex and problematic situations, which 
are a ubiquitous challenge in ever-changing environments. Therefore, focusing 
animal memory research on the function of memory, and memory flexibility, might 
be a good way of moving forward and finding out how memory of different animal 
species actually works. 

The third part is followed by the fourth, with some theoretical considerations behind 
cross-species comparisons of cognitive capacities, and by the fifth, with a brief 
overview of the papers included in this thesis. 

A considerable part of the introduction is built around studies with humans, but I do 
not support the anthropocentric approach to comparative behavioural studies (cf. 
Emery, 2017). I have no interest in whether animals do what humans do, when given 
a similar cognitive task. Whenever animals and humans are tested in analogical 
experimental setups here, the performance of humans is of interest only because 
human memory is far better studied than animals’. None of the experimental setups 
introduced in this thesis were tested before, so it was unclear whether they tapped 
into the desired aspects of memory. Giving the task to humans allowed for 
comparing their scores on the new task with the established scores in other, 
extensively tested tasks, that have previously been shown to tap into the desired 
aspect of memory. 

The main goal was to find out how different species respond to comparable 
experimental setups, and to give as equal opportunities as possible to the individuals 
within each species. Therefore, I adjusted the experimental setups to the 
sensorimotor skills of each species, and attempted to minimize the effect of 
individual variation in such skills on the performance in the task. For instance, 
regardless of how the individual animal was handling the tool – whether with a beak 
and a leg, or with the beak only – or how long it took for the individual animal to 
solve the problem – whether it was slightly afraid of the apparatus and took more 
time to approach it, or immediately explored it - the individuals within each species 
were given as equal chances of succeeding as possible.  

Just like biologists tend to investigate how different animal species solve certain 
environmental challenges with their bodies, I investigated how different animal 
species solved certain problems with their cognitive capacities. “Different species 
have evolved to solve problems of survival that are unique to them” (Schacter & 
Tulving, 1994; p. 30), but, for the five tested species, these problems might have 
been similar enough to drive similar memory capacities. 
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Part 1. What is memory for? 

Memory in every-day life 
Making coffee with an unknown espresso machine, we are reminded of familiar 
espresso machines, even if we have not used them in years. Entering a rental car, 
we are reminded of our own, and seconds after sinking into the seat, we are ready 
to drive off, nervously but usually without scratching the car. Our current situation 
always reminds us of another past experience or experiences because it partially 
overlaps with them. Our past informs our present behaviour on a daily basis. 
Because we have access to memories, we are rarely helpless in new situations.  

We access and retrieve memories so swiftly that we seldom notice our constant 
dependence on memory retrieval. Although most of the time we retrieve past 
situations automatically, we can also travel back in our minds to the original 
situation and then apply its consequences to the current context. This ability, called 
mental time travelling (Tulving, 1985; Suddendorf & Corballis, 1997), has been 
extensively (and fiercely) discussed in the last two decades, and we will come back 
to this issue in the second part of this introduction. In the meantime, let us consider 
another property of our memories. In order for the memories to be stored and 
retrieved, our experiences need to be encoded, and there are two different ways in 
which we do it: first, we scan our surroundings and encode some of their features 
without paying attention; second, once something changes in the surroundings and 
draws our attention, we can concentrate on it and make sure that we remember it. 
This means that we can keep track of the surroundings without concentrating on 
anything particular (Kanerva, 1988). We, by default, continuously scan the external 
world for sensory information and compare it with our internal model of the world, 
that is with “how things were up to now” (Kanerva, 1988). Thanks to the constant 
influx of sensory information (Gibson, 1966), we can build and update the internal 
model of the world, and use it in future situations. 

We will soon need to agree on a set of terms that will be used throughout this 
introduction because without it we will easily confuse memories with experiences, 
experiences with situations etc. I will do so in Terminology, but for now, let us 
consider how we use our memories in everyday life. We do not need a perfect match 
between features of the current situation and the past one. As long as some of these 
features overlap, we can detect this overlap and match the two situations. This 
means that we can operate on incomplete information, so we do not even need our 
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memory of the past to be perfectly accurate: as long as we can extract and use 
relevant features of the past situation in the current context, the irrelevant features 
can even be inaccurately remembered. It does not affect our performance in the 
current situation. All that matters is detecting and matching of the relevant 
overlapping features: it allows us to resolve never-encountered situations because 
they share some relevant features with past situations. 

Memory systems 
Thanks to the ability of matching the overlapping features across situations, we are 
ready for a multitude of situations which we have never encountered, and which 
may never come. But if they do, we will be able to react rapidly, almost as if we 
have already encountered them. It will be possible not because our memories are 
perfectly accurate; but because we can use our memories in a flexible manner. 
Before we move any further, we need to realize that, whenever we use past situations 
to inform our behaviour here and now, we employ the long-term memory system. 
Long-term memories can pertain, for instance, to data- or rule-based information 
(Cohen, Eichenbaum, Deacedo, & Corkin, 1985). Accordingly, two separate and 
distinct systems handle such memories: a declarative system deals with our 
memories for data-based information, e.g., facts and a procedural system deals with 
our memories for rule-based information, e.g., motor skills (Cohen & Squire, 1980).  

In this introduction, we will be particularly interested in the declarative system, 
which deals with “knowing that” something happened in the past. But we could 
know that something happened from two distinct sources: either we witnessed it 
happening, as a mere observer or as a participant, or we were informed that 
something had happened: someone told us or we read about it in the newspaper. 
Witnessing something adds a personal aspect to the knowledge, which hearing 
about/reading about does not add. Therefore, a distinction between these two types 
of declarative knowledge is necessary, if one wants to investigate memory processes 
behind them and communicate with others. To facilitate communication among 
memory researchers in the 1970s and all years to come, Endel Tulving (1972) 
introduced two further terms: of a semantic memory system and of an episodic 
memory system. Although initially these terms signified two complementary 
information processing systems that were neither structurally nor functionally 
separate, such separations have been repeatedly shown in psychological research 
since the introduction of the terms (e.g., O’Reilly, Bhattacharyya, Howard, & Ketz, 
2011). With such structural and functional separation come differences in system-
specific content (what is stored), encoding (how it is written into memory) and 
retrieval (how it is used in the future). The semantic memory system is prerequisite 
for using language and handles structures of concepts. The episodic memory system, 
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on the other hand, operates on personal experience; it records a non-objective 
version of events which, by temporal and spatial relations, are connected to past, 
simultaneous and potential future situations. Because in this introduction we are 
interested in how our past informs our present and our future, we will focus on the 
episodic memory system, especially on its content, ways of retrieval, and function. 

Terminology 
The content of episodic memory is experience-near rather than a precise recording 
of the past situation (Conway, 2008). Therefore, already at the stage of encoding, 
our experience and, thereby, our record of the situation is not perfectly accurate. 
From now on, let us distinguish our “experience” from “a situation”. A situation is 
something that happens in the external world. As witnesses and/or participants, we 
perceive this situation in a certain way, and sensory information that we obtained in 
the situation will be called our experience. A record will signify a sequence of 
information that represents an experience (Kanerva, 1988, p. 1), which can be 
encoded, stored and retrieved in the future. This term, a record, could be also 
substituted by a representation, but a representation can have different meanings in 
computer modelling (e.g., Rumelhart & Norman, 1983), psychology (e.g., James, 
1980; Malcolm, 1970) and philosophy (e.g., Pitt, 2018), so using this term could 
potentially confuse some readers. We will use a record instead. Records are stored 
in our memory, and according to different accounts, can be either stored in single 
locations (localized memory models), or can be distributed over multiple locations 
(distributed memory models; Kanerva, 1988, p. 11) in memory. Because distributed 
models of memory are faster than the localized models and require a simple 
centralized executive system (similar to our prefrontal cortex or ravens’ nidopallium 
caudolaterale, they are perhaps a more accurate model of how human (and animal) 
memory works. Distributing a record over multiple locations creates multiple 
traces, which are parts of the record. In other words, the record is split into several 
traces, which are then stored in different locations. This means that a single location 
can contain traces that belong to different records. 

We have already established that we can use our records of past situations to 
respond to the current situation. This means that something in the current situation 
can act as a cue that triggers retrieval of different traces of our records. For it to be 
possible, the cue and the trace must have something in common. As mentioned 
above, we can exploit the overlap in the features of the current and the past 
experiences, that is these features that are shared by the cue and the trace. Because 
it is difficult to operationalise such features, we will use the term of a pattern. A 
pattern will signify a sequence of information (features) that is shared by the cue 
and the trace.  
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To put less effort into deciphering the rest of this introduction, let us recapitulate 
the introduced terms. We can encode and store a record of our experience of a past 
situation. To do so as efficiently as possible, the record is split into traces which are 
stored in different locations. The traces contain familiar patterns (sequences of 
information) so that when we encounter a cue - an unfamiliar but partially 
overlapping pattern – we can retrieve the traces and get information on our 
(un)successful behaviours in the retrieved past situation or situations. 

These terms – records, cues and patterns are, to some extent, based on Pentti 
Kanerva’s account of sparse distributed memory (1988), which will be more 
extensively described in the second part of this introduction. Because numerous 
accounts of memory have been offered in the past and we will use several as we 
move forward, two problems could potentially emerge. First, some of the terms will 
be used by several accounts, but they will carry different meanings. Second, even 
when the accounts will address the same or similar memory processes, they will 
sometimes employ different terminologies and often disregard distinctions, e.g. 
between memory systems, introduced within other accounts. For instance, in two 
computer-modelling accounts that we will use, first put forward by Pentti Kanerva 
(sparse distributed memory; 1988), and second put forward by Boicho Kokinov 
(associated memory-based reasoning; 1988a, 1988b), we will not find the familiar 
distinction between declarative and procedural memory system. Neither of these 
models contests the existence of such distinction in human memory; but they simply 
choose a holistic approach to our experience, which rarely consists of purely data-
based or rule-based information. Because both models predict how we will use our 
past experiences in a future situation, they operate predominantly on episodic 
memory system. According to Endel Tulving’s definition, episodic memory system 
records a non-objective version of situations which, by temporal and spatial 
relations, are connected to past, simultaneous and potential future situations (1972). 
Therefore, even if Kanerva and Kokinov are not explicitly interested in this 
particular system, they are essentially modelling how the episodic memory system 
may work.  

To figure out how the episodic memory system works, we can use evidence 
generated within several research fields, such as psychology, computer modelling 
and – to a lesser extent – comparative behavioural studies. This means that computer 
models, verbal reports, neuroimaging of brain activity, and human and animal 
behaviour can all provide us with clues on how the episodic memory system works. 
In fact, an abundance of data has been accumulated within each field over the years, 
and it would be impossible here (if it is possible at all) to bring all the data together, 
thoroughly discuss and arrive at some new methods of studying episodic memory 
in animals. Because inventing and implementing such methods, and not a review of 
everything related to episodic memory, is the ultimate goal of this thesis, we have 
to approach it in another way. The challenge of finding this new approach is 
essentially the same as any unexpected situation that we need to resolve in our 
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everyday life. We already know that we can search for and retrieve relevant traces 
from different records in response to a somewhat overlapping cue. We will apply 
the same method in this introduction: we will use some evidence generated within 
the three fields of research – psychology, computer modelling and comparative 
behavioural studies – to figure out (1) how we remember, (2) what makes it possible 
for us to remember in this way, and why it is relevant for animal memory research, 
(3) how animal memory was previously tested and what was found in these tests, 
(4) why would we compare different species in studies of memory, and finally, (5) 
what happened in some actual studies with great apes, Goffin’s cockatoos, ravens 
and people (part 5). 

Memory malfunctions 
Before moving on to the next parts of this introduction, let us consider the following 
question: how accurate is our episodic memory? I have already mentioned that the 
content of episodic memory is a record of our experience, not a precise recording of 
the situation (Conway, 2008). This is the first problem which might lead to a 
somewhat inaccurate account of the past situation when we, for instance, confront 
it with other witnesses or participants who were present in that situation. Further, 
we are sensitive to similarities between patterns of cues and traces, which allows us 
to adequately react to new situations. But this sensitivity to similarities may be a 
double-edged sword; already in 1972, when Endel Tulving proposed his first 
definition of the episodic memory system, he suggested that records encoded, stored 
and retrieved from episodic memory could be prone to involuntary transformation 
and loss of information (1972). This suggestion has been supported by several 
studies of memory malfunctions in the last decades. Some of these malfunctions 
have grave consequences, when, for instance, innocent individuals are mistakenly 
identified and convicted based on eyewitness reports (Hope & Sauer, 2014). But 
many of these malfunctions blend into our everyday experiences and often go 
unnoticed. 

Because the records are split into traces, we need to put them back together if we 
want to retrieve the recorded experience of the past situation. The traces contain 
information on what sensory information was obtained in the situation, how it was 
evaluated and interpreted, and what actions were undertaken to resolve the situation 
(Johnson & Chalfonte 1994; Metcalfe, 1990; Moscovitch 1994; Schacter, 1989; 
Schacter, Norman, & Koutstaal1998). We retrieve the experience from the traces, 
whenever the pattern in the cue overlaps with the pattern stored somewhere in these 
traces. The retrieval of the pattern in the trace is triggered by the pattern in a retrieval 
cue, and leads to a process called pattern completion (McClelland, 1995). Upon the 
cue, a subset of the most overlapping traces is reactivated. Each of these traces may 
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belong to different records of the past experiences. As mentioned above, traces 
belonging to the same record are distributed across different locations in memory, 
and so once the most overlapping traces are reactivated, the activation spreads to 
other traces that originally belonged to the same record.  

A memory system that operates in this way must solve several problems to 
generate mostly reliable records of the past experiences. These problems can occur 
either at encoding or at retrieval of records. For instance, at encoding, the system 
can produce so-called source memory failures. In source memory failures we cannot 
retrieve a complete record from the available traces, which means that our memory 
system failed either of two challenges. The first challenge occurs when a record of 
the experience is formed: traces that belong to the same record must be linked 
together to form a coherent account of what happened in the past (Moscovitch, 1994; 
Schacter, 1989). If this fails, we will retrieve only fragments of sought-after records 
in the future. The second challenge occurs because a record must be sufficiently 
separated from other records, that is traces of one record must be sufficiently 
separated from traces of another record. This is where pattern separation must be 
employed (McClelland, 1995). If two records are not sufficiently separated, we will 
not be able to fully retrieve each of the records. But a failure in pattern separation 
can also lead to another error; when records extensively overlap with each other, we 
may recall the general similarities (Hintzman & Curran, 1994) or gist (Reyna & 
Brainerd, 1995) shared by the records, but fail to retrieve traces that distinguished 
the records from each other (Schacter et al., 1998) 

As we already know, at retrieval the pattern in the cue is matched with the pattern 
in the trace (or traces). But this is only the first step on our way to retrieving the 
complete record. Once we find an overlapping trace, we need to determine whether 
the trace belongs to a record of something that has actually happened (Johnson, 
Hashtroudi, & Lindsay, 1993). To do so, we set up certain criteria, and if the trace 
meets these criteria, we will accept it as reliable. Next, we need to determine if the 
trace belongs to a sought-after record, and then implement a solution found in this 
record. But at retrieval we also risk various memory failures. For instance, we can 
retrieve a matching, but an irrelevant record that will not help us resolve the present 
situation, if retrieval cues match traces belonging both to the relevant record and 
some irrelevant ones (Nystrom & McClelland, 1992). Furthermore, sometimes 
information present in the retrieval cue can overshadow information present in the 
target trace, and alter our report of the past situation (Schacter et al., 1998). For 
instance, in so-called schema-driven recall errors we can generate inaccurate 
accounts of past situations because we can produce and use a cue that, alongside 
sensory information obtained in the present situation, contains often used and easily 
accessible schematic knowledge (Bahrick, 1996). In such case, asked what 
happened in a given situation, we might rely on knowledge of what usually happens 
under similar circumstances instead of retrieving that concrete situation. Most of the 
time using easily accessible schemas will be much faster than retrieving a concrete 
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past situation; but it can also hinder retrieval of a better solution from the sought-
after record. 

Mechanisms of retrieval and their consequences will be described in greater detail 
in part two of this introduction, after I have described what allows our memory to 
work as it works. So far, we learned that memory is prone to several involuntary 
malfunctions that often evade our perception. Most of the time memory is not 
perfectly accurate, but accurate just enough for us to rely on it in everyday situations. 

Adaptation 
Would we be better off without these memory malfunctions? The answer is “no”. 
The same processes that allow us to retrieve records in a fast, efficient and flexible 
way are the ones responsible for these malfunctions (Schacter, Guerin, & Jacques, 
2011). Simply put, such malfunctions reveal ingenious adaptations to demands of a 
fast and unpredictable world. Even if we could ever achieve perfect memory 
accuracy, achieving it would make our behaviour slow and rigid. We would not only 
fail to keep up with the ever-changing environment – we would be completely 
helpless in the face of never-encountered situations. But, as a product of evolution, 
our memory must be a well-adapted tool – perhaps accuracy is just not what memory 
has evolved for. If accuracy is sometimes sacrificed for the sake of flexibility, 
flexibility must be a key function of our memory. In practice this means that some 
cognitive processes have a twofold function: they speed up memory processing and 
responding to new situations, but sometimes produce memory distortions. This 
adaptive account of memory distortion has gained a lot of attention and support in 
the recent years (e.g., Boyer, 2009; Howe & Debrish, 2010; Newman & Lindsay, 
2009; Schacter & Addis, 2007; Sutton 2009; Otgaar, Howe, Smeets, Raymaekers, 
& Beers, 2014). 

Memory has been subject to selective pressures throughout human and animal 
evolutionary history (Murray et al., 2016); memory always depends on neural 
structures which, like all biological structures, evolved over time to support 
adaptation to environmental demands. The more complex these demands become, 
the more complex the neural structures must become, if they are to support an 
adaptive memory system (e.g., Gregory, 2008). Likewise, our episodic memory is 
supported by networks of brain structures whose activation can be investigated with 
various neuroimaging techniques. Thanks to such techniques, a core brain network 
that supports episodic memory retrieval has been identified (e.g., Schacter, Addis, 
& Buckner, 2007). This core system involves medial prefrontal and medial parietal 
areas, medial temporal lobe (including hippocampus), as well as lateral temporal 
and lateral parietal areas (Buckner, Andrews-Hanna, & Schacter., 2008; Schacter et 
al., 2007; Spreng, Mar, & Kim, 2009). 
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Now, under certain circumstances, neuroimaging of activation spreading across 
this network can provide support in favour of the adaptive account of memory: some 
memory malfunctions are produced by the same areas that are, at least most of the 
time, responsible for adequate behaviours. This is what happens, for instance, in 
above-mentioned schema-driven recall errors. These errors are predicted by activity 
in the medial prefrontal cortex and lateral parietal cortex – two areas that are also 
responsible for so-called contextual processing (Aminoff, Schacter, & Bar, 2008; 
Schacter et al., 2011). When items typically co-occur with one another in a specific 
context, we classify them as such; and if we encounter one of the objects in this 
context in the future, we will automatically assume that the other item will occur in 
it as well. Remembering and operating on such contextual associations helps us 
organize the external world and allows for predicting what will likely happen next 
in specific contexts (Bar and Aminoff, 2003). Because a lot of repeatedly 
encountered situations fit well into such schemas, the assumptions save us time and 
energy, which is crucial for efficient functioning in the ever-changing world. But 
this very mode of operation also leads to errors whenever a seemingly familiar 
context contains only some, but not other usually co-occurring items. This adaptive 
cognitive process – of complementing sensory information with schematic 
knowledge – can lead to inaccurate retrieval of a record of our past experience 
because we tend to falsely recognize items which have never been a part of the 
record, but are only contextually associated with items that have (e.g., Gallo, 2006). 

Susceptibility to so-called associative memory errors is what makes us better at 
convergent thinking, that is the ability to generate broad and numerous associations 
(Dewhurst, Thorley, Hammond, & Ormerod, 2011). Simply put, the more creative 
we are, the more we are prone to associative memory errors. Such errors also reflect 
an operation of a healthy memory system; they are reduced in patients with amnesic 
syndromes after damage to the medial temporal lobes, but this reduction comes with 
a considerable memory impairment (review in Schacter, Verfaellie, & Koutstaal, 
2002). The damage to the medial temporal lobes also lowers susceptibility to so-
called gist-based errors. They arise from a malfunction of gist-based processes 
which normally support generalization and abstraction (Brainerd & Reyna, 2005; 
Schacter, 2001; Gallo, 2006), that is transferring responses onto situations 
somewhat similar to stored experiences. Because of these gist-based processes, we 
tend to falsely recognize items which have never been a part of the record, but are 
only perceptually or contextually similar to items that have. Again, neural areas that 
are activated during false recognition, including the prefrontal cortex, the parietal 
cortex, and the medial temporal lobe (Garoff-Eaton, Slotnick, & Schacter, 2006) 
overlap with the areas activated during generalizing and abstracting. 

In the face of a new situation, we can rely on records of actual experiences stored 
in our memory. However, we can expand our pool of available records by imagining 
what may happen in the future, and how we may react to potentially upcoming 
situations. This ability allows us to retrieve and flexibly recombine already existing 
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records to simulate alternative future scenarios without engaging in actual 
behaviours (Schacter & Addis, 2007). But because both imagining and 
remembering recruit the same components of the core network (Addis, Pan, Vu, 
Laiser, & Schacter, 2009), including the medial prefrontal cortex and the 
hippocampus, sometimes traces of actual and imagined experiences can be 
miscombined into inaccurate records (Newman & Lindsay, 2009). Just like in gist-
based errors, the imagined experiences, which share perceptual or conceptual 
features with actual experiences, are most likely to affect the actual records. 

To sum up, several cognitive processes that support an efficient and flexible use 
of memory, are sometimes overtly sensitive to irrelevant similarities between 
otherwise unrelated experiences. In unrelated experiences, perceptual and/or 
conceptual similarities between two situations cannot inform our behaviour: a 
solution that we applied in a past situation will not help us resolve the present one. 
But most of the time, being sensitive to, matching and exploiting such similarities 
is arguably the most adaptive way of dealing with rapid and unpredictable 
environments.  
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Part 2. Which mechanisms support a 
flexible memory system? 

Access 
When we step out of a train in an unfamiliar town to set out for a booked hotel, we 
encode a sequence of images that begins with a view of the platform and ends with 
a view of the hotel facade. This sequence contains numerous items that we encounter 
on our way. Now, should we, during our stay, stumble upon a tourist who would 
show us a photo of an allegedly noteworthy landmark, asking if we have seen it in 
the area, we could immediately give an answer. Sometimes it will be a definite yes 
or a definite no, and sometimes we will only be able to take a guess. We can give 
any of these answers without scanning records of our walk from the platform to the 
hotel. This shows that we can randomly access our records of past experiences. On 
the last day of our stay, to catch a train home, we would need to take a walk again; 
this time from the hotel to the station. But here our memory would fail us if we 
could access the record only in a random manner. Thankfully, we can also retrieve 
past experiences sequentially – remember what happened after we left the platform; 
that we turned left to the park, then right to the market and so on, until we saw the 
hotel facade. All we need to do is follow a reversed version of this sequence, and 
get back to the station. 

To model how our memory works, one needs to take these two ways of retrieval 
into account: that we can retrieve items both at random and in sequence (Kanerva, 
1988; p. 13). This is a premise behind a sparse distributed model of memory which 
was put forward by Pentti Kanerva in 1984. Why would his model, and not others’, 
be relevant for this introduction? First, the sparse distributed model reliably 
predicted phenomena documented years after its initial publication, as it accounts 
for all of the above-mentioned memory malfunctions. Second, it is built on simple 
premises that do not require any uniquely human memory capacities, which means 
that the model allows for evolutionary continuity within memory capacities. Third 
and most importantly, it was successfully used to model cognitive processing behind 
complex behaviours without reliance on complex computation (Kleyko, Osipov, 
Senior, Khan, & Sekercioglu, 2016). For instance, the model was recently used in 
so-called Vector Symbolic Architectures and building an artificial learning system 
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that imitated concept learning in bees (Kleyko, Osipov, Gayler, Khan, & Dyer, 
2015). As this modelling technique can be applied to any processing that involves 
focusing on a limited number of objects at a time, it could in principle be used to 
model complex cognitive capacities, such as mental time travelling. This is what 
boosts the predictive value of this model and sets it apart from others: it is versatile 
enough to accommodate various memory phenomena and grounded enough to 
generate verifiable hypotheses on how animal memory could work. Because 
suggesting and implementing new methods of measuring animal memory is the 
ultimate goal of this thesis, the sparse distributed model is the best fit for the job.  

The sparse distributed model operates on patterns expressed in long vectors of 
bits. We already know that patterns are important for encoding and retrieval of 
records, and that remembering relies on matching patterns in the cues and in the 
traces. The patterns – both familiar (in the traces and already-encountered cues) and 
unfamiliar (in never-encountered cues) – serve as addresses to memory. The 
memory has an autonomous addressing framework within which traces are stored 
and retrieved from the addressed locations in the memory. Addressing the memory 
does not need to be exact; that is, searching for a stored pattern with an address only 
similar to the pattern’s original storage address will still end in the pattern’s 
successful retrieval (for further details see Kanerva, 1988; p. 98). This means that 
to read from the memory, we do not need to know the exact address pattern that was 
used in writing the trace into the memory. We are simply sensitive to similarity 
between the read and the write address. But when many similar patterns have been 
used as write addresses, individual patterns stored under each of these addresses 
cannot be recalled exactly. I have already described this problem in slightly different 
terms as a failure in pattern separation that allows for recovering only the general 
similarities (Hintzman & Curran, 1994) or gist (Reyna & Brainerd, 1995) shared by 
the records of our past experiences. This failure is accommodated by the sparse 
distributed model, which in such cases would, instead of individual patterns stored 
under many similar write addresses, recover only a statistical average of these 
patterns. This shows that the tradeoff between speed and accuracy is at the very core 
of the model: storing patterns under many similar addresses means that activation 
can spread faster, but by default blurs the accurate picture of individual initial 
records. 

The internal model 
Remembering relies on matching the patterns present in the cues with those stored 
in the traces. And that the cues can comprise not only of incoming sensory 
information sought by our perceptual systems (Gibson, 1966), but also some other 
information with which we complete the sensory input without voluntary control. 
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This means that the cue is not a pure reflection of the influx of information from 
external world; we construct the pattern in the cue through meshing the sensory 
input with the internal model of the world. Developing such an internal model does 
not happen overnight; it is constantly shaped in encounters with the external world. 
When individuals, both animals and humans, interact with the external world, they 
learn to deal with it in increasingly efficient ways. They accumulate records of 
previous experiences to make predictions about the future encounters. This principle 
applies not only to episodic or declarative memory, but even to sensory perception: 
learning about the world often requires only repeated exposures to sensory 
information. Simply put, even sensory neurons can change their responses when, 
after behavioural response to a stimulus, the outcome of behaviour is not consistent 
with the expected outcome; that is, when an actual result of a given behaviour does 
not overlap with a predicted result (Guo, Ponvert, & Jaramillo, 2017). Thanks to 
this loop – predict, implement, update, and predict again – the individual can build 
the internal model of the world of the best predictive value. 

Likewise, in the sparse distributed memory, the internal model of the world 
simply picks up statistical regularities in sensory information and uses these 
regularities to build up a dynamic model of the external world (e.g., Zacks & 
Swallow, 2007; Magliano, Radvansky, Forsythe, & Copeland, 2014). The world is 
what our senses report it to be (Kanerva, 1988, p. 99). But although the individual 
continuously builds and re-builds the internal model of the world, the act of building 
and re-building evades the individual’s perception. The distinction between the 
internal and the external is only revealed when discrepancies between the internal 
and the external models occur. There is oneness to subjective experience; even 
though we construct the cues from sensory information (the external world) and, for 
instance, schematic knowledge (the internal model of the world), we perceive the 
cues as one. Most of the time we can estimate how much of our experience comes 
from the internal model and how much from the external world because the 
subjective quality differs for the experiences mediated by the senses and for the 
experiences produced by the internal world based on records stored in memory. This 
means that we are usually able to tell whether something has actually happened or 
whether we have only imagined it happening. And, as we already know, imagining 
possible experiences mediated by the internal model of the world allows us to 
predict (model) possible future situations, simulate our potential behavioural 
responses and consider their outcomes (e.g., Hesslow, 2002). But sometimes the 
product of our imagination can be so rich in sensory detail that we will mistake it 
for something that has actually happened; and sometimes, as mentioned above, the 
imagined experiences can mesh with the actual experiences as long as they have 
enough perceptual and/or conceptual features in common. 
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Learning 
How could this work in practice? In the sparse distributed model, the individual’s 
sensory information at a moment is expressed in a long vector of bits; this vector 
consists of patterns that represent features of perceived items. A sequence of such 
vectors will represent the passage of time. As mentioned above, memory operates 
well on such sequences when matching and retrieving patterns, so it can naturally 
deal with them at any moment. Because information from the senses and 
information from the memory mesh seamlessly together and appear as one in the 
subjective experience, both the senses and the memory must feed into a certain part 
of the model’s architecture, which is responsible for this meshing. In the sparse 
distributed model this part is called the focus, and so the subjective experience about 
the world is represented by a sequence of patterns in the focus. The patterns within 
the focus can be stored as data in memory once they leave the focus, but can also 
be used as addresses to stored memories. When the present situation resembles a 
past one, a sequence created by the senses in the focus resembles a stored sequence. 
And when the sequence in the focus is used to address the stored sequence, it 
retrieves what happened in the past situation. The retrieved information is then 
compared with what is happening now, and used as a criterion for updating the 
internal model of the world (Kanerva, 1988, p. 101). 

However, the updating of the internal model would be of no use, if the individual 
could not act on the newly acquired information. Therefore, to adapt to the incoming 
versions of the world, the individual must be able to act, that is implement motor 
responses; and to implement motor responses and learn from their outcome, the 
individual must be able to model own actions. Memory does not only contain 
information about items and their features; it also contains information which 
behaviours were desirable and which were undesirable in response to these features. 
The sparse distributed model makes an empirically derived assumption that 
individuals have built-in preferences and dislikes; some outcomes are desirable and 
others are not. The individual has also an access to some instinctive responses (ways 
to act) which have been acquired over evolutionary history of the species, and so 
available to the individual without any learning. The responses, that is action 
sequences, that lead to desirable or undesirable outcomes can be likewise called 
desirable or undesirable. Because the sparse distributed model accounts not only for 
acquisition of sensory information, but also learning of actions, it can explain the 
mechanisms behind both simple, slower and more rigid ways of learning e.g., by 
trial and error, and complex, faster and more flexible ways, e.g., learning in social 
settings (for details see Kanerva, 1988). That the model accommodates both 
perceptual and motor learning, increases the model’s predictive value of how 
memory works. It reveals a principle that perhaps pervades all systems involved in 
behavioural responses – from sensory perception (Guo et al., 2017), through 
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memory, to action. This principle, identified here as a tradeoff between accuracy 
and flexibility, and favouring flexibility over accuracy, perhaps also applies to 
episodic memory, as has been already supported by above-mentioned findings from 
psychology. Thinking about episodic memory as a complex proxy of behavioural 
flexibility is perhaps more potent for generating tests of the animal versions of 
episodic memory than focusing on its predominantly verbal expressions in humans 
(contrary to e.g., Tulving, 2002; Mahr & Csibra, 2018; in accordance with e.g., 
Berntsen, 2018). The consummate behavioural flexibility observed in humans is 
most likely driven by human episodic memory, and benefits from verbal processing, 
but these two observations alone tell us little about the animal episodic memory. We 
will return to this issue in part 3, when reporting what is thought and what is known 
about the animal versions of episodic memory. First, however, let us have a closer 
look at mechanisms of updating the internal model of the world through episodic 
memory, revealed by years of studies with humans and a recent study with rats. 

Updating 
We can encode, store and retrieve the records of our past experiences from episodic 
memory. We store them in portions – traces – and putting these portions together is 
a dynamic process, in which we sometimes retrieve only an averaged and 
incomplete version of what has actually happened. But our episodic memory system 
can do more than that – it dynamically matches and incorporates newly acquired 
patterns alongside the stored ones to rapidly update the internal model of the world 
(e.g., Edelson, Sharot, Dolan, & Dudai, 2011). This ability is perhaps supported by 
the medial temporal lobe and the prefrontal cortex as these brain areas are both 
activated in encoding of memories (Okado & Stark, 2005; Baym & Gonsalves, 
2010). 

We have already learned that having an access to records of previous experiences 
allows us to make predictions about upcoming situations, for instance, about 
outcomes of our behaviour. This ability, of making predictions from stored 
information, has been recently considered a general coding strategy (Bar 2007; 
2009; Ouden, Friston, Daw, McIntosh, & Stephan, 2012) and a prominent function 
of a “predictive brain” (Bubic, Cramon, & Schubotz, 2010; Clark, 2013; Dudai, 
2009; Friston, 2012; Hohwy, 2013; Koster-Hale & Saxe, 2013). But making 
relevant predictions requires relevant records; and having relevant records requires 
a mechanism that would allow for maintaining the records’ relevance. To 
understand how this mechanism works, we need to understand three processes that 
support it: memory consolidation, memory reactivation and memory 
reconsolidation.  
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For some period after acquiring a record of new experience, the newly acquired 
record is labile and vulnerable to alteration (Hardt, Einsarsson, & Nader, 2010). In 
this period, known as the consolidation interval, the record can be altered by 
inducing amnesia (Duncan, 1949; Flexner, 1965), introducing a new competing 
experience (Gordon & Spear, 1973) or some enhancing procedures (McGaugh & 
Krivanek, 1970). After a delay, that is outside of the consolidation interval, these 
manipulations are no longer effective because the traces have already been 
consolidated, that is, stabilized and transferred from short-term to long-term 
memory storage. To illustrate how neural networks might deal with this task, a 
synaptic consolidation hypothesis was put forward more than half a century ago 
(Glickman, 1961; Hebb, 1949; McGaugh, 1966). According to this hypothesis, 
traces were captured in the brain through changes in synaptic efficacy which could 
take several hours. This process was supposed to be unidirectional: once the traces 
became stable and transformed into a long-lasting record, there was no way back. 
But this unidirectional character of consolidation was questioned at the beginning 
of the 1970s when several studies showed that even already stabilized traces can be 
altered – impaired, distorted or enhanced – under certain circumstances (Lewis 
1979; Miller & Springer, 1974; Quartermain, McEwen, & Azmitia, 1970; Serota, 
1971; Spear, 1973). Such alterations were considered possible thanks to memory 
reactivation. Reactivation reinstates the traces in their initial unstable, labile state 
which resembles the state of newly acquired traces in the consolidation interval 
(Gisquet-Verrier & Riccio, 2012). This means that the reactivated memory can also 
be impaired (Amorapanth, LeDoux, & Nader, 2000), distorted (Hupbach, Gomez, 
Bootzin, & Nadel, 2007; Walker, Brakefield, & Hobson, 2003) or enhanced (Lee, 
2008), just like a newly acquired one. Reactivation can be triggered by both external 
and self-generated cues, and is prerequisite for any operation that changes or 
modifies the stored records. In the absence of external cues, no new information is 
added to the reactivated traces; this is when we observe a strengthening of these 
traces. But in the presence of the external cues, new information can be added to the 
reactivated traces, and this is when impairments and distortions of the traces can 
occur (Hardt et al., 2010). This means that cue-induced reactivation makes traces 
modifiable. When new information, recognized as relevant for the stored memory 
trace, appears in the environment, we can integrate this information into a 
preexisting trace (Gisquet-Verrier & Riccio, 2012). Therefore, the existing trace can 
be quickly updated by incorporating new information. Because such updating of 
traces presents an opportunity for their adaptive modification, it lies at the core of a 
predictive memory system in which the stored information should be as up-to-date 
as possible to generate accurate predictions about the external world. In other words, 
memory reactivation facilitates maintaining the predictive relevance of the stored 
traces (Lee, 2009), but induces memory malleability, again revealing an adaptation 
that favours memory flexibility over memory accuracy. 



 33 

Record reactivation happens, for instance, when a need for updating of the stored 
record is recognized, that is, when a mismatch between a predicted and an actual 
input occurs. This mismatch, termed prediction error, drives the updating of already 
consolidated memories (Exton-McGuinness, Lee, & Reichelt., 2015; Fernandez, 
Boccia, & Pedreira, 2016; Pedreira, Perez-Cuesta, & Maldonado, 2004; Sevenster, 
Beckers, & Kindt, 2012; 2013; 2014). Because novel and/or surprising situations 
are in general better remembered than expected ones (Tulving, Markowitsch, Craik, 
Habib, & Houle, 1996; Habib, McIntosh, Wheeler, & Tulving, 2003), both novelty 
and surprise perhaps induce a violation of our expectations and, consequently, the 
prediction error. Situations are novel if they have never been experienced, and 
surprising if they differ from what we expected (Fernandez et al., 2016). Being 
sensitive to novelty and surprise can serve a potentially adaptive function of creating 
and updating records: we can detect what is new, and create a new, corresponding 
record; and we can detect what is surprising to update an existing but discrepant 
record, or create a new one.  

Prediction error was initially found and investigated in the context of fear 
conditioning in laboratory animals, in which memories for stimulus-response 
contingencies were reactivated (Diaz-Mataix,, Ruiz Martinez, Schafe, LeDoux, & 
Doyere, 2013; Sevenster et al., 2012; 2013). However, it has been recently shown 
that it can also play a crucial role in reactivation of complex episodic memories 
(Sinclair & Barense 2018; Scully, Napper, & Hupbach, 2017), suggesting that both 
simple and complex memories can be reactivated. In nearly all studies that detected 
such effects, reactivation was investigated conjointly with reconsolidation. 
Reconsolidation, just like consolidation, is a time-dependent process, and happens 
within a certain time interval. It is necessary because after the traces are reactivated 
and their strength and/or content gets updated, they need to be restabilized before 
they can be stored in the long-term memory (Nader, 2000; Przybysławski & Sara, 
1997; Sara, 2000). Memory reconsolidation has been extensively investigated and 
showed in many animal species (Dudai & Eisenberg, 2004; Lee, 2009; Schiller & 
Phelps, 2011). In fact, it has been first detected in laboratory rats treated with 
electroconvulsive shocks in the 1960s (Misanin, Miller, & Lewis, 1968), and, much 
later, with pharmacological manipulations (Nader, Schafe, & LeDoux, 2000). Since 
using electroconvulsive shocks hindered testing reconsolidation in human subjects, 
safe-enough pharmacological and behavioural manipulations were developed for 
this purpose in the 2000s (Brunet et al., 2008; Kindt, Soeter, & Vervliet, 2009; 
Schiller et al., 2010; Walker, Brakefield, Hobson, & Stickgold, 2003). Taken 
together, studies with animal and human subjects reveal that reactivation and 
reconsolidation pertain to a range of memories, from simpler, such as fear and 
appetitive, to more complex, such as procedural and declarative (Agren, 2014). 
Likewise, episodic memories – which are of a particular interest in this introduction 
– can also undergo reactivation and reconsolidation (Sinclair & Barense, 2018), and 
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can be triggered by incomplete and/or surprising cues which are picked up by the 
hippocampus. 

Interference 
Consolidated memories can be reactivated, changed and reconsolidated. 
Reactivation makes them malleable which allows us to use an up-to-date memory 
system, but can also result in memory errors and intrusions which will limit our 
access to the original and correct version of the record in the future. We have already 
learned that we are sensitive to similarity; now we also know that we are sensitive 
to mismatches between the predicted and the actual. And paradoxically, 
susceptibility to both is driven by the hippocampus which, on the one hand, acts as 
a mismatch-novelty detector (Chen, Olsen, Preston, Clover, & Wagner, 2011; 
Kumaran & Maguire, 2007; 2009; Duncan, 2009; Lisman & Grace, 2005), but, on 
the other, acts as similarity detector, being responsible for already-mentioned 
pattern completion and pattern separation (Bakker, Kirwan, Miller, & Stark, 2008; 
Rolls, 2013). The hippocampus monitors the current perceptual input, compares it 
with the predicted outcomes, and generates a mismatch signal when prediction error 
occurs (Long, Lee, & Kuhl, 2016). Interestingly, the hippocampus is especially 
tuned to those unexpected outcomes that are similar to but slightly different from 
the initial prediction, that is, the outcomes that require detection of both similarity 
and dissimilarity.  

The hippocampus needs to complete patterns in the cue, and compare the 
expected pattern sequences with the ones actually available in the perceptual input. 
But, as mentioned above, it can also engage in pattern separation to avoid extensive 
intermeshing between the stored traces. Specifically, it is involved in switching 
between encoding and retrieval of information to avoid overwriting, overlapping or 
excessive interference between similar, new and old, information (Gluck, Mercado, 
& Myers, 2013; Hasselmo 1994; Kumaran & Maguire, 2009; Lisman & Grace, 
2005; Tubridy, 2011; Vinogradova, 2001). While overwriting and overlapping are 
self-explicatory terms, understanding interference may be less straightforward. So 
far, I was able to explain all memory processes without this term, but it is no longer 
possible. 

Interference occurs when two records interact and influence each other, usually 
resulting in an impairment of one of them. In general, some records are more 
susceptible to interference than others, for instance, when they are acquired one after 
another, or when their traces contain similar patterns. In the first case, when records 
are acquired in close temporal proximity, there is a risk or retroactive and/or 
proactive interference. Interference is called retroactive when acquiring new 
information impairs a record of previously encoded information, and proactive 
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when a record of previously encoded information affects acquiring a new 
information. But the term of interference is also used when traces that belong to 
different records overlap with each other, that is, when they contain similar patterns. 
Such interference is a by-product of pattern separation on the one hand, and, on the 
other, of the ability to retrieve traces in response to cues that contain only partially, 
and not fully overlapping patterns. Simply put, it is a by-product of the tension 
between separating and matching similar patterns, which both serve the same 
purpose - of fast and efficient encoding, storing and retrieving information - and 
both rely on the hippocampus, but carry out inherently opposing tasks – of matching 
and mismatching. 

Handling interference is a crucial task of a memory that operates on similarities 
and dissimilarities, and on matches and mismatches. Because interference can 
happen both at encoding and at retrieval of records, our memory is adapted to handle 
it both at encoding and at retrieval. The hippocampus is implicated in resolving 
interference at both of these stages, but is often also supported by the prefrontal 
cortex. At encoding, for instance, the hippocampus can prevent interference without 
engaging the prefrontal cortex through so-called remapping. In remapping, distinct 
records can be produced for similar environments and in response to even minor 
changes in external (sensory) and self-generated (cognitive) inputs (Muller, Kubie, 
Bostock, Taube, & Quirk, 1991; Colgin, Moser, & Moser, 2008), acting as a 
mechanism of pattern separation, and prevention of future interference. But in other 
situations, it perhaps needs to cooperate with the prefrontal cortex.  

In general, creating novel records, that is, encoding experiences that do not 
overlap with the previous ones, relies predominantly on the hippocampus (Preston 
& Eichenbaum, 2013). But when new experiences overlap with the existing records, 
both the hippocampus and the prefrontal cortex are critical to initial encoding of 
experiences. The prefrontal cortex is critically engaged in integration of new 
experiences into the retrieved records because when new experiences occur, they 
often, to a certain extent, conflict with the pre-existing model of the world. This 
conflict can be only resolved by the ultimate conflict resolver in our brain: the 
prefrontal cortex. The prefrontal cortex exerts top-down influence on a range of 
psychological processes, which is called the executive control (Shallice & Burgess, 
1996; Smith & Jonides, 1999; Miller & Cohen, 2001). It serves as a centralized 
executive system from distributed models of memory, which in mammals actually 
comprises of a network of interconnected neocortical areas that send and receive 
projections from both sensory and motor systems (Miller & Cohen, 2001). This 
network involves various areas of the prefrontal cortex, such as medial, anterior, 
posterior and other, but for the sake of clarity, these specific areas will be reported 
in brackets to not confuse less neuroanatomically inclined readers. Overall, the 
prefrontal cortex is responsible for handling such tasks as strategy selection 
(Monsell, 2003; Block, Dhanji, Thompson-Tardiff, & Floresco, 2007), direction of 
attentional resources (Banich et al., 2000; Daffner et al., 2000; Asplund, Todd, 
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Snyder, & Marois, 2010) and inhibiting prepotent behavioural responses (Aron, 
Robbins, & Poldrack, 2004; Chambers et al., 2006; Verbruggen and Logan, 2008; 
Jonkman, Mar, Dickinson, Robbins, & Everitt, 2009). Studies with rats revealed that 
prefrontal cortex (medial) is responsible for shifting attention between competing 
strategies, attentional targets, and behavioural response tendencies (Peters, David, 
Marcus, & Smith, 2013), which means that it is broadly involved in resolving 
competition (Badre & Wagner, 2007; Blumenfeld & Ranganath, 2007). Impairing 
the prefrontal cortex impairs an ability of accurate and rapid resolution of competing 
responses to changing circumstances, which is key for so-called behavioural 
flexibility (Block et al., 2007; Ragozzino, 2007). Because the prefrontal cortex is 
key for resolving competition between behavioural responses to current 
experiences, it was proposed to play a role also in resolving competition between 
records of past experiences. Indeed, the human prefrontal cortex was found to not 
only respond to the existence of competition between memory traces, but also to 
show an increasing activation with an increasing competition between the traces 
(Sohn, 2003). 

Relevance 
Equipped with this information, we can move on to exploring the complex 
relationship between the hippocampus and the prefrontal cortex. I have already 
mentioned that retrieval of stored traces is triggered by a cue that partially shares 
some patterns with the to-be-retrieved traces. When cues enter the sensory input, 
sensory areas in the brain process the information in the cue and transmit it to the 
hippocampus (Anderson, Bunce, & Barbas., 2016). In the hippocampus, the 
information in the cue triggers pattern completion and activates the traces recorded 
in the original past experience (Bartsch, Döring, Rohr, Jansen, & Deuschl, 2011; 
Eichenbaum, Yonelinas, & Ranganath, 2007; Rugg & Vilberg, 2013). What we 
have not learned yet, is that, afterwards, the hippocampus sends the information 
about the retrieved traces to the prefrontal cortex, as was showed both in rats and in 
humans (Preston & Eichenbaum, 2013). Upon pattern completion, a certain part of 
the hippocampus (anterior in humans, ventral in rats) retrieves a general context of 
similar past records, and the information about this general context is sent to the 
prefrontal cortex (medial). Once this information is processed in the prefrontal 
cortex, it is sent back to another part of the hippocampus (posterior in humans, 
dorsal in rats) which, finally, is responsible for retrieving a concrete record of an 
individual most relevant record. 

The hippocampus can retrieve memories without the input of the prefrontal 
cortex, so why would it bother exporting any information to the prefrontal cortex? 
As we already know, we store a multitude of similar past experiences that overlap 
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with each other and because of this overlap, are all potentially relevant for resolving 
the current situation. Since these experiences compete for retrieval and potentially 
lead to conflicting behavioural responses, a third-party conflict resolver must step 
in and decide which experience should ultimately guide our behaviour. This is what 
the prefrontal cortex does. But how does it support the selection of the most relevant 
trace? The prefrontal cortex has at least two mechanisms of doing just that: on the 
one hand, it accumulates and employs contextual information, and on the other, it 
spurs suppression of competing, but less relevant traces. 

The prefrontal cortex needs to cooperate with the hippocampus to build and use 
the contextual information, and subsequently guide the retrieval. A context is a 
specific collection of patterns that is repeated across closely related experiences. 
When experiences occur within a single context, a certain part of the hippocampus 
(anterior in humans, ventral in rats) sends the context-defining information to the 
prefrontal cortex (medial). The prefrontal cortex gathers these pieces of information 
about different contexts and develops distinct records of these contexts. When an 
individual is put into a familiar context, the hippocampal signals with contextual 
information are again sent to the prefrontal cortex (medial), which then matches it 
with an appropriate context, and uses this context to resolve conflicts between 
individual traces stored in the other part of the hippocampus (posterior in humans, 
ventral in rats). The prefrontal cortex thereby engages context-appropriate traces, 
but can also suppress those traces that are context-inappropriate. Because signals 
sent to the hippocampus by the medial prefrontal cortex are also incorporated into 
hippocampal records, the prefrontal cortex (medial) prevents future interference 
between traces by training the hippocampus in retrieving patterns encoded in similar 
contexts (Guise & Shapiro, 2017). 

The prefrontal cortex can decide what is relevant (context-appropriate) and 
irrelevant (context-inappropriate), and so guide the selective memory retrieval 
according to relevance. It can also suppress the competing yet irrelevant traces 
(Hasher, Zacks, & May, 1999; Hasher, Lustig, & Zacks, 2007; Anderson & 
Spellman, 1995; Bjork, 1989; Zanto & Gazzaley, 2009; Healey, Campbell, Hasher, 
& Ossher, 2010), but this suppression comes at a cost because the suppressed 
competitors become less available in the future, falling prey to a mechanism called 
retrieval-induced forgetting (Anderson, 1994). Several mechanisms behind such 
forgetting have been put forward, including the competitive interference account 
(e.g., Raaijmakers & Jakab, 2013), the inhibitory account (e.g., Anderson & Green, 
2001) and the context account (e.g., Jonker, Seli, & MacLeod, 2013), but to 
understand differences between these three accounts, let us first consider a typical 
test of retrieval-induced forgetting. 

In the typical test of retrieval-induced forgetting, individuals first encode 
category-exemplar pairs, such as “fruit – lemon”, “fruit – apple” and “insect-fly”. 
Afterwards, they are cued to retrieve some pairs from some categories, for instance 
by seeing an incomplete pair of “fruit – le___”. In this case, they practice retrieval 
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of “fruit – lemon”, but neither of “fruit – apple” nor of “insect-fly” pair. After a 
delay the individuals participate in a test that measures their recall for the exemplars 
encoded at the beginning of the procedure, that is “lemon”, “apple” and “fly”. Not 
surprisingly, the subjects recall “lemon” more readily than “fly” and more readily 
than “apple”, simply because they have practiced it. But they also recall “fly” more 
readily than “apple”. This tendency has been termed retrieval-induced forgetting. 
In general terms, it arises when individuals practice retrieval of some information 
and so gain a better access to the practiced information upon future retrieval 
(Carpenter, 2012; Delaney, Verkoeijen, & Spirgel, 2010; Roediger & Butler, 2011). 
However, better access to the practiced pieces of information comes at the cost of 
impaired retrieval of other, related pieces of information (Anderson 2003; Storm & 
Levy, 2012). Again, a mechanism that has an adaptive value – of supporting swift 
retrieval of often-used traces, has a darker side, in which competing yet irrelevant 
traces become less and less available, even if they might be crucial at some point in 
the future. 

Three explanations of retrieval-induced forgetting have been put forward. Two of 
them assume that “fruit_le” cues retrieval of two competing exemplars: “lemon” 
and “apple”. According to the first, the competitive interference account, selective 
retrieval of “fruit-lemon” increases the associative strength between “lemon” and 
“fruit” and then, when “fruit_le” cues retrieval of the associated exemplars, “lemon” 
interferes with “apple” and, as a stronger trace, blocks the retrieval of “apple”. 
Retrieving “lemon” does not have any direct impact on the strength of the competing 
“apple”, it is just relatively stronger than “apple” because of the practice. But 
according to the inhibitory account, strength of “apple” is directly weakened 
through suppression that facilitates resolution of competition between “lemon” and 
“apple” upon the retrieval cue. Successful retrieval of “lemon” requires inhibition 
of “apple”. Finally, the context account does not assume that “lemon” and “apple” 
compete for retrieval in its explanation of retrieval-induced forgetting. Instead, it 
suggests that the individual retrieves “fly” from the “insect-fly” pair more readily 
than “apple” simply because the category of “fruit” has appeared in both the 
encoding and the practice context, and the category of “insect” has appeared only in 
the encoding context. And whereas reinstating the encoding context benefits the 
retrieval of “fly”, and reinstating the practice context benefits the retrieval of 
“lemon”, neither of these contexts benefits the retrieval of “apple”. Therefore, 
relatively poorer retrieval of “apple” is a by-product of relatively better recall of 
“fly” after context reinstatement rather than an impairment of retrieving “apple”. 
Interestingly, recent findings revealed that both the context account and the 
inhibitory account may be correct. These two accounts come together in a two-factor 
account of selective memory retrieval (Bäuml & Samenieh, 2012; Dobler & Bäuml, 
2012), in which selective memory retrieval triggers both the inhibition of competing 
memories and reinstatement of the retrieved items’ original encoding context.   
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Using “lemons”, “apples” and “flies” as experimental material could obviously 
only work with human subjects. To test whether retrieval-induced forgetting, just 
like other mechanisms described above, applies to animal memory, these cues need 
to take another form. Therefore, to adapt the above-mentioned procedure to 
sensorimotor skills of rats, Bekinschtein, Weisstaub, Gallo, Renner, and Anderson 
(2018) recently substituted the category-exemplar pairs from human studies with 
pairs of familiar and unfamiliar objects. The results confirmed that rats, like humans, 
have a control mechanism that, triggered by retrieval, initiates adaptive forgetting 
of competing traces. Taken together, these findings show that recalling and 
forgetting of past experiences is not determined solely by encoding, consolidation 
or reconsolidation. Some mammals (and perhaps some birds) dynamically interact 
with the stored records to support both current and upcoming behavioural goals, and 
can selectively retrieve what is usually relevant at the cost of gradual forgetting of 
what is usually irrelevant. 

Survival is a matter of continuous selection. Selecting relevant over irrelevant 
pieces of information – both recorded in the past and available in the current 
situation – should be a basic task of animal and human memory. As Bekinschtein 
and colleagues (2018) have shown, rats could selectively retrieve goal-relevant 
memories: recognize familiar and non-familiar objects, and gradually forget those 
that were repeatedly irrelevant. But being susceptible to competition between 
overlapping memories is one thing, and overcoming such competition is another. If 
an animal could do the latter, it could change the way we think about animal 
memory.  

Resolving memory competition arises when a cue triggers retrieval of at least two 
traces that, to a certain extent, overlap with the cue. Therefore, if we were to test 
whether an animal can resolve memory competition, we would need at least three 
situations: a current situation that would provide the cue, and two past situations, 
each of which would overlap with the current situation. Preferably, one of these past 
situations should be relevant for the resolution of the current situation, and the other 
should be irrelevant. I will return to this issue in the fourth part of this introduction. 

In this part we have learned which mechanisms support a flexible memory 
system, and how their functions and malfunctions come about. Several of these 
mechanisms have been found both in humans and in animals; some, such as 
retrieval-induced forgetting, have been investigated predominantly in humans, and 
other, such as memory reconsolidation, have first been found in animals. All the 
mechanisms described in this section – of updating and resolving competition – 
allow for rapid and flexible adaptation to the ever-changing world; but their 
operation requires some tradeoffs. Memory reactivation allows for updating of the 
internal model of the world, but makes traces malleable. Resolution of memory 
competition allows for acting on relevant memories and not the irrelevant ones, but 
leads to gradual loss of the often-irrelevant memories, even though they might be 
relevant at some point in the future. Both of these mechanisms seem to be conserved 
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across memory domains and mammalian species (reactivation: Agren, 2014; 
competition resolution: Bekinschtein et al., 2018). 

In 1871 Charles Darwin suggested that the difference in memory (like other 
cognitive capacities) between “higher” animals and humans was one of degree and 
not of kind (Darwin, 1871). Two and a half centuries later one would think that we 
would have accepted this suggestion, since an impressive body of supporting 
evidence has been accumulated over the years. But this is not the case. Therefore, 
in the third part of this introduction, we should look at what has been thought and 
what is known about animal episodic memory, before moving on to outlining a shift 
in testing to what degree this memory differs from ours. 
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Part 3. What and how do animals 
remember?  

In the beginning 
The first definition of episodic memory was conceived in 1972, as we might 
remember from the first part of this introduction (Tulving, 1972). Its author, Endel 
Tulving, introduced it primarily to facilitate communication between researchers 
interested in human memory. Back then, as he wrote, “The distinction between 
episodic and semantic memory systems should not [have been] construed as 
representing the beginning of some new theory of memory” (p. 384). But, regardless 
of the author’s intention, it has actually determined the direction of human memory 
research for the next 50 years. Interestingly, two decades after the initial publication, 
the theory of episodic memory was also extended to animal memory research, only 
to drive it – and indirectly taint it – for the years to come. To understand why this 
theory has been so influential, and how it led to everything that we know about 
episodic memory in animals, we need to have a closer look at how the theory has 
developed and changed after 1972. 

That the book chapter from 1972 was a cornerstone of a new approach to memory 
research is perhaps not surprising. Even if it was not intended as a manifesto of the 
new approach, it was followed by a series of well-grounded publications in which 
Tulving and colleagues, on the one hand, continuously developed the notion of 
episodic memory, and, on the other, used it in ongoing debates about the nature and 
mechanisms of human memory. Up till 1979, Tulving and others focused on 
investigating how cues, traces and retrieval could be interrelated, often coming to 
conclusions that would be empirically proven in the years to come, and which we 
have – to a large extent – used in the two previous parts of this introduction. For 
instance, in 1974, Tulving discussed the term of the cue (Tulving, 1974); in 1975, 
with Watkins, he outlined a new theory of memory trace (Tulving & Watkins, 
1975); and a year later, with Watkins and Ho, he discussed how retrieval depended 
on the context (Watkins et al. 1976). Furthermore, in a book chapter from 1979, 
Tulving argued that the retrieval depended on the compatibility between the cue and 
the trace (Tulving, 1979), which proved to be accurate as we have already learned 
in the preceding parts of this introduction. 
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The chapter from 1979 foreran two shifts: one in the theory itself, and another in 
the general approach to human memory research. How memory could operate was 
no longer the sole focus of the emerging theory; now the theory tackled two 
additional questions: how someone would use memory and how she would feel 
while using it. Because such use was necessarily preceded by retrieving the 
information from memory, what was happening at retrieval became more interesting 
than ever before. At that point in time, the notion of consciousness came into play 
for the first time, forerunning another shift – toward juxtaposing human memory 
with animal memory – that would come two decades later. The theory was further 
developed at the beginning of 1980s, thanks to case studies of amnesic patients (e.g., 
Schacter & Tulving, 1982a; 1982b; Schacter, Wang, Tulving, & Freedman, 1982), 
that is, patients that experienced difficulties in remembering past experiences 
induced by a certain event, such as a trauma to the head. These difficulties could be 
temporal or permanent and could either pertain to experiences from before the event 
in so-called retrograde amnesia, and/or, in anterograde amnesia, to those acquired 
after the event. In the first case, patients would not remember what happened with 
them in the past; in the second, they could not consciously retrieve memories 
acquired after the event that induced the memory loss. 

Soon afterwards, and perhaps because of Tulving’s interest in amnesia, 
consciousness started to play a prominent role in his theory; so much so that in 1985 
episodic memory could no longer exist without so-called autonoetic consciousness. 
To understand how grave consequences this co-existence had for the future 
directions in memory research, and how it affected our understanding of animal 
memory, we first need to go back to the year of 1972, when the very first distinction 
between the episodic and the semantic memory system was outlined. 

Episodic memory 
The term of episodic memory is younger than that of semantic memory. Semantic 
memory was introduced earlier, in 1966, and was already quite established by 1972 
(Quillian, 1966). It was defined as a memory structure (Rumelhart, Lindsay, & 
Norman, 1972), or a highly structured network (Collins & Quillian, 1969) that was 
responsible for remembering facts, concepts, words, images, and reasoning based 
on these items. In short, it allowed for understanding and using language. 

However, as this term – of semantic memory – described only the linguistic part 
of memory domain, another term, that would refer to the non-linguistic parts of 
memory, was required. Otherwise, without naming these remaining parts, memory 
researchers could not communicate with each other as to what was common and 
what differed between linguistic and non-linguistic memory domains. Like short-
term memory was juxtaposed with long-term memory, semantic memory also had 
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to be juxtaposed with something. This juxtaposition was filled with Tulving’s 
episodic memory, and therefore the distinction between the semantic and the 
episodic facilitated communication among memory researchers. These two 
memories – episodic and semantic – supposedly relied on two parallel systems that 
shared some common and some distinct characteristics (Tulving, 1972). Both 
systems selectively received information from perceptual systems and stored 
various aspects of the incoming perceptual information; both were also connected 
to other systems that translated this information into motor and cognitive responses, 
such as behaviour and conscious awareness. But each of the systems stored different 
kinds of information, retrieved and used it in different ways, and so was vulnerable 
to transformation and erasure of information to different extents. The original 
definition of episodic memory largely, but not fully, overlapped with what has been 
outlined in the previous parts of this introduction. 

The episodic memory system was supposed to receive and retain information 
about temporally dated episodes and temporal-spatial relations between them. 
Simply put, it stored information on what, where and when happened in the past. 
This “what-where-when” information was not, however, filed as a separate 
experience that had nothing to do with the past ones; quite the contrary – each newly 
acquired record was stored in terms of autobiographical reference to the already 
existing contents of the episodic memory store. As a result, retrieving any record 
from the store had a twofold outcome: it made the record accessible on the one hand, 
and malleable on the other. For this reason, the contents of the episodic memory 
store were supposed to be prone to involuntary transformation and loss, to which 
they were particularly prone at retrieval. However, contrary to Kanerva’s model, it 
was not the overlap in similar yet irrelevant patterns that was responsible for 
memory mistakes. In Tulving’s theory, these mistakes originated from an overlap 
between temporal traces of the records. 

The episodic memory system supposedly handled the experience of the world that 
heavily relied on perceptual information, but could also have been, to some extent, 
influenced by the information stored in the semantic memory system. The semantic 
memory system provided an organized knowledge about words and other verbal 
symbols, their meaning and relations, rules, formulas, concepts and any other 
language-based aspects of human knowledge. The semantic memory system did not 
register the perceptual information, but only its cognitive referent, that is a meta-
level file of the information. Where the episodic system recorded a tiny, grayish and 
fluffy squeaking item with a long pink tail, the semantic system recorded the verbal 
category of the item: a rat. Because the semantic memory system was more detached 
from the perceptual input, this system, on one hand, allowed for the retrieval of 
information that was not directly stored in it, and on the other, was less prone to 
transformation and loss than the perceptually-driven episodic memory system. 

To understand a fundamental difference between the episodic and the semantic 
memory system, we can consider the following example. Some of us drink coffee 
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in the morning, and others do not. Asked, “Did you drink coffee this morning?”, we 
would perhaps give a positive or a negative answer. Regardless of the answer being 
“yes” or “no”, we could arrive at it in at least two different ways. We could have 
replied automatically, based on the knowledge of our morning habits; we usually 
drink coffee, therefore we drank some this morning, or we usually do not, therefore 
we did not drink coffee this morning. But we could have also remembered that, on 
that particular morning, we were sitting at the kitchen table, looking through the 
window and sipping coffee. If we did just that, we used our episodic memory system 
and gave an experience-driven answer. If, however, we gave a knowledge-driven 
answer based on our habits, then we used our semantic memory system. 

This was the original meaning of these terms – of semantic and episodic memory. 
But a decade later, in 1983 and 1984, these meanings changed (Tulving, 1983; 
1984). Now the two systems were not only accompanied by the third, procedural 
memory system, but the relationship between the original two was different as well. 
The three systems were fit into hierarchy with the procedural memory system at the 
bottom, the semantic memory system in the middle, and the episodic memory 
system at the top. The episodic memory system was no longer parallel to, but was 
considered a subsystem of the semantic memory system. The procedural memory 
system, which was introduced soon before by Cohen and Squire (1980), here was 
responsible for acquiring, storing and using perceptual, cognitive and motor skills. 
The semantic memory system dealt with knowledge that was represented 
symbolically, and the episodic memory system was responsible for personally 
experienced events (Tulving, 1985).  

The three memory systems, however, were no longer discussed solely in relation 
to human memory. This time each definition was about “an organism” and its 
knowledge of the world. Because of the outlined hierarchy, the organism could not 
have the top, episodic memory system without having the middle, semantic memory 
system; and it could not have the semantic memory system without the bottom, 
procedural one. Setting the stage in this hierarchical way and referring to an 
organism when describing the procedural and the semantic system, but to a person 
when describing the episodic system, was not accidental. It was intentional and as 
such, it allowed for tying these memory systems to corresponding levels of 
consciousness. Soon afterwards it allowed for drawing a line between animal and 
human memory; a line that would ignite animal memory research in 1997, and fuel 
it for years. 
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Juxtaposition 
Neal J. Cohen and Larry R. Squire were the first to introduce the term of procedural 
memory, based on their work with amnesic patients (1980). It seemed that some of 
these patients could acquire a mirror-reading skill as readily as healthy people, even 
though they had no conscious recollection of the learning sessions. The patients 
were conscious in the sense that they perceptually registered, operated on and 
responded to the situation, that is, they had access to so-called anoetic consciousness 
(Tulving, 1985). They acquired information and acted upon it without knowing that 
they did; this was what the procedural memory system allowed for. This system was 
placed at the bottom of Tulving’s hierarchy in 1985. 

We have already learned that we can give either knowledge-driven or experience-
driven answers when asked about past situations, which we witnessed or 
participated in. The knowledge-driven answers are supported by the semantic 
memory system. We do not need to remember exactly what, how, where and when 
happened; we use our general knowledge to generate the answer. To give such 
answers, we need noetic consciousness. If we were limited to the immediately 
available environment, we could not tell whether we drank coffee this morning. 
Instead, we need to act upon our knowledge of “how things were/could be” that is 
detached from the current situation. Therefore, the semantic memory system 
requires noetic consciousness, the knowing.  

On the contrary, giving the experience-based answer is only possible if we 
remember ourselves being present in the remembered past situation. We, and no one 
else, must have been the ones to sit at the kitchen table, look through the window 
and sip the coffee. To go back to that experience, we need autonoetic consciousness. 
Going back to the past is not available to amnesic patients that lost this kind of 
consciousness; they are stuck in a permanent present (Barbizet, 1970), and cannot 
become aware of own past and, likewise, of own future. Contrary to people with 
preserved autonoetic consciousness, they are incapable of mental time travel 
(Tulving, 1985). Without such consciousness, retrieving records of the past is 
further deprived of two characteristics. First, such retrieval lacks the special flavour 
or feeling that we acquired the retrieved experience; and second, it does not come 
with a sense of subjective certainty that allows us to estimate the likelihood of the 
experience actually belonging to us. Because both the flavour and the sense could 
be only reported verbally, it was assumed that the episodic memory system and 
autonoetic consciousness were available solely to humans. That the system was 
limited to humans was not explicitly uttered in 1985, but, while the procedural and 
the semantic memory systems were available to an organism, the episodic memory 
system was available to a person. 

This version of the episodic memory system and its relation to other memory 
systems remained fairly similar for the next decade. In 1994, Tulving and Schacter, 
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whose multiple studies were cited above, issued a book chapter, in which the authors 
themselves travelled to the distant past and to the near future. They outlined how 
views of memory changed over two centuries of memory-oriented thought and 
briefly discussed whether the distinction between various human memory systems 
could be mapped onto an analogical distinction between animal memory systems. 
The conclusions were rather sceptical. In principle, one could use such mapping to 
model and understand human memory in a better way, but one could not be sure 
how reliable the mapping would be. After all, “different species have evolved to 
solve problems of survival that are unique to them” (Schacter & Tulving, 1994; p. 
30). Although many similarities in animal and human learning were established in 
behavioural and cognitive experiments prior to 1994, little was known about 
functional similarities of various brain areas in the human brain and the non-human 
brain. Direct comparisons were also hindered by the clear qualitative difference 
between the verbal reports and the non-verbal behavioural responses to 
experimental treatments, and by the mismatch between verbal instructions given to 
humans and the non-verbal ones directed to animal subjects. Simply put, too little 
was known about neurobiological differences between animals and humans, the 
animals could not speak, and we could not communicate with them in the same way 
as we could with humans. Therefore, outlining any similarities between human and 
animal memory, although theoretically stimulating, required caution and restraint at 
that point. 

In the same year, in 1994, Tulving, along with Hans H. Markowitsch (1994), 
reiterated the same thought in response to a paper on rat memory published by 
Howard Eichenbaum, Tim Otto and Neal J. Cohen (1994). Because a method of 
getting animals to reflect on their past experiences, or measuring their conscious 
recollection was not around, there was still no reason to attribute the episodic 
memory system to animals. A lack of evidence was taken as evidence of a lack, and 
until an animal would speak up about its personal past or future, it would not have 
been granted the access to the episodic memory system. The response from 1994 
signalled the second and final major shift in the theory of episodic memory: a shift 
from focusing solely on human memory systems to juxtaposing them with animal 
memory systems.  

Tulving, however, was not the first to explicitly express this juxtaposition. He did 
support it in 1999, but only two years after it was voiced by Thomas Suddendorf 
and Michael C. Corballis in a paper on “Mental Time Travel and the Evolution of 
the Human Mind” (1997). In the paper, the authors compared the then-existing 
evidence from animal cognition studies with Tulving’s definition of human episodic 
memory, and did not manage to confirm that any animal had access to the human 
episodic memory system. This outcome was perhaps not surprising, as the author of 
the theory would most likely arrive at this conclusion at any stage from the 1970s, 
through 1980s, to 1994 and his response to Eichenbaum and colleagues’ paper 
(1994). There was no sufficient evidence that animals had autonoetic consciousness, 
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that they could “use their imagination to reconstruct the order of past events” 
(Suddendorf & Corballis, 1997, p. 141) or imagine future events, or that they could 
recognize own memories as memories.  

This was the short story of how the convenient distinction between the semantic 
and the episodic memory system led, a quarter of century later, to the profound 
distinction between the animal and the human memory. The distinction from 1972 
certainly drove animal memory research. But indirectly – through, on the one hand, 
introducing the gap between the organism and the person, and on the other, tailoring 
the definition solely to the human memory system – also somewhat tainted this 
research. The term of episodic memory gave rise to another term, of “episodic-like” 
memory, devised for testing and discussing an equivalent cognitive capacity in 
animals. On the one hand, embedding such “likeness” to human memory already at 
the terminological level, suggested that animal and human memory had something 
in common. However, as the original term of episodic memory had a connotation 
of the emphasis on the gap between animals and humans, using its derivative in 
animal memory research effectively further emphasised the gap between human and 
animal memory. Keeping to the original term, and grounding its definition in purely 
behavioural criteria when referring to animal memory, would perhaps emphasise 
the assumed continuity between animals and humans instead. Such shift – from 
episodic-like (e.g., Babb & Crystal, 2006b; Roberts, 2006) to episodic memory (e.g., 
Crystal & Smith, 2014; Basile, 2015; Crystal, 2018) – happened recently in rat 
memory research.  

Using the term of “episodic-like” memory, and relating the relevant studies 
directly to the semantic/episodic distinction, determined a direction of animal 
memory research for years to come. This direction imposed continuous referring to 
Tulving’s works, even when the experimental setups used in animal memory 
research were not in fact inspired by these works (e.g., Osvath & Osvath, 2008). It 
seems, however, that recently this tide turned, as new directions in animal memory 
research started to emerge (Osvath & Martin-Ordas, 2014; Osvath, 2015; Lewis, 
Berntsen, & Call, 2019).  

Direct comparisons between animal and human memory studies are perhaps 
necessary because they allow for locating different animal species, including 
humans, on a continuum of memory-related capacities. However, as long as these 
comparisons are based on dichotomous criteria, they will tell little about the way, in 
which human and animal memory may work, and how humans and animals use 
various memory-related capacities. Answering such questions should not rely solely 
on human memory studies, but also on computer models which allow for simulating 
how episodic memory may work. In general, these models do not discriminate 
against animals or humans, and already serve similar purposes – of simulating the 
processes behind various cognitive capacities – in psychological research and some 
branches of animal cognition research. Such simulation is used in the following 
way: the results generated in empirical studies are fed into relevant computer 
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models; the models simulate how such results could be obtained, and generate 
certain predictions that follow from the simulation. These predictions are later tested 
in further empirical studies. A similar cycle could allow for shedding the burden of 
semantic/episodic distinction and pushing episodic memory research in new 
directions. 

Even if the direction outlined in 1998 invited years-long critique from Tulving 
and Suddendorf and may have hindered other influences, such as those from 
computer modelling, it led to many illuminating studies of animal memory. Before 
we move away from this direction and toward other sources of inspiration for 
experimental setups, we should find out what was found in the last two decades of 
animal memory studies. We will start with mental time travelling, and then proceed 
to metacognition and monitoring of subjective uncertainty. 

Into the past 
In 1985 and onwards, the episodic memory system has been considered key for 
mental time travelling, for instance, backward in subjective time to remember long-
gone events from the personal past (Roberts, 2002). A smell, a taste, or a sound 
could kickstart this mental time machine, which would then land somewhere that 
we have already been so that we could relive something that has already happened. 

Perhaps the most illustrious example of this ability was offered by Marcel Proust 
in his novel on “Remembrance of Things Past” (1919). One day, after coming home 
from work, the narrator’s mother treated him to a cup of tea and a piece of a 
madeleine cake. Nothing was unusual about the shape of the cake or the dull and 
greyish afternoon, and nothing suggested that the day would get any better. 
However, as it soon turned out, the taste of the cake, soaked in a spoonful of tea, 
was enough to change it: detach the narrator from his surroundings and allow him 
for travelling back to his childhood years. 

After the first bite, the depressing feeling of self-pity faded away, and a mixture 
of detachment, excitement and joy took its place. The familiar yet forgotten taste of 
the cake immediately pervaded the narrator’s senses, but it took him a while to find 
the matching record. Once and only when the present was reconnected to the sought-
after past, the narrator found himself in another place and another time. All of 
sudden he recognized the taste of another madeleine cake; the one that his aunt 
Leonie treated him to in her bedroom after dipping it in a cup of tea. He remembered 
that it took place “on Sunday mornings at Combray (because on those mornings [he] 
did not go out before church-time” (Proust, 1919, p. 70). 

This story has been repeatedly used as generated by the episodic memory system 
(e.g., Yonelinas, 2007; Conway, 2008), although some did not share this view, as 
the childhood memory was, to some extent, involuntarily brought back by the taste 
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and not sought after by the narrator (Neisser & Libby, 2005). However, the 
narrator’s memory would be involuntary and not episodic, only if the taste of the 
cake immediately and directly brought back the recollection of aunt Leonie’s room 
on Sunday mornings. This was not the case; because, upon the feeling of 
detachment, excitement and joy, the narrator actively sought after the relevant 
episode, this example did illustrate an episodic memory. In any case, we will use 
this example to understand the notion of mental time travelling into the past, and 
issues that arise upon closer inspection of the term.  

The temporal dimension of the remembered event was an important aspect of 
Tulving’s definition of the episodic memory system from the very beginning. Each 
past episode was supposedly time-tagged, and the overlaps between these time tags 
could lead to confusion upon retrieval. Such time-tag was present in the Proust’s 
example: the original episode took place on one of the Sunday mornings. Not on a 
specific date, not in a specific month or even year, but a specific time of the day.  

The dates of past situations are actually a very poor cue for the retrieval of the 
records stored in our memory (Barsalou, 1988; Brewer, 1988; Wagenaar, 1986). 
This happens because our records are not commonly time-dated. Such dating would 
make sense only if we thought about our past as a timeline on which the specific 
dates could be marked, but this is not the case (Friedman, 1993; 1996). Just like the 
narrator in Proust’s novel, we usually cannot recall the dates, but we can rather 
precisely remember the time of the day on which something occurred (Friedman & 
Wilkins, 1985). There are at least two explanations of this fact. First, the time of the 
day is as much a matter of perception as objects or space; it can be extracted from 
the record of the past situation. Remembering the light, natural or artificial, dim or 
bright, perhaps reliably tells us something about the time of the day, but not the date. 

Another explanation was put forward by Steen F. Larsen, Charles P. Thompson, 
and Tia Hansen: our memory of time may rely on cyclical temporal patterns such as 
day-night cycles, and therefore is actively reconstructed by applying general 
knowledge of such temporal patterns (Larsen et al., 1995). These patterns are 
relevant for our recurring every-day activities, and so, over time, we develop certain 
schematic general knowledge of these patterns. We perceptually pick up the regular 
occurrence of the every-day activities, which thereby become a part of the scheme 
by relation to the recurrent patterns of the natural environment (Friedman, 1993). 
For this reason, we are more inclined to relate the timing of the situation to these 
cycles rather than the clock or the calendar. 

We are dependent on these cyclically recurring patterns, but our life is not a cycle; 
it is linear. And to make sense of our personal past, we need to somehow organize 
it in a more-or-less chronological, linear manner. For this purpose, we developed 
several ways of guessing an approximate date of the past situations. The dates of the 
past situations are usually reconstructed or inferred from the context in which the 
situation was recorded or from its relation to other components of our memory for 
the structure of time (Friedman 1993, 1996). Alongside the general knowledge of 
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temporal patterns, we develop a personal temporal framework. This framework is 
based on some salient situations or periods in our life, to which we can later relate 
less salient situations that lack the time-date stamp. Within this framework, we can 
infer the approximate time of less salient situations in at least three ways: (1) we 
may remember how long ago the situation occurred from a certain time-dated 
situation (according to trace strength theories); or (2) we may remember when the 
event occurred on a certain time-scale (according to time-tag theories); or (3) we 
may remember the order in which certain situations occurred (according to event-
succession theories; Friedman, 1993; Larsen et al. 1995). However, it must be noted 
that using both general knowledge about temporal patterns and the personal 
temporal framework for time-dating of events should be a domain of the semantic, 
and not the episodic system. It is the semantic system that is responsible for 
knowledge-driven cognitive references (Tulving, 1972), to which such temporal 
structures inevitably belong. 

In 1997 Suddendorf and Corballis listed temporal order among the pre-conditions 
of the episodic memory system (1997). Although it was unclear which temporal-
related capacity should be sought after in an animal – being sensitive to temporal 
order, using knowledge of temporal order, or another – this pre-condition has been 
taken seriously by animal memory researchers. Already a year later, Nicola S. 
Clayton and Anthony Dickinson addressed the notion of the temporal order in the 
first paper on episodic-like memory in an animal species, the Florida scrub jay. Just 
like ravens, jackdaws or magpies, scrub jays belong to the family of corvids and, 
just like the other family members, are food-hoarders. This means that scrub jays 
cache (hide) food in several locations when it is available and retrieve it later, when 
food availability drops (Pravosudov & Roth, 2013). Like other food-hoarding 
species (Hadj-Chikh, Steele, & Smallwood, 1996; Reichman, 1988; Gendron & 
Reichman, 1995), they adapt caching and recovery strategies to perishability of food 
items. They first retrieve the items that are the most perishable (Clayton, Mellor, & 
Jackson, 1996), that is, have the shortest expiry date. To retrieve no longer visible 
food items after a delay, scrub jays perhaps need well-developed memory for what, 
where and when they cached. Remembering the location is crucial for the scrub 
jay’s survival; remembering what was cached allows for extracting the more 
preferred item before the less preferred; and remembering when the item was cached 
allows for extracting the perishable items before the non-perishable ones. Therefore, 
food-caching behaviour makes the scrub jay a good candidate for so-called episodic-
like memory studies, known also as what-where-when studies. 

This term – of episodic-like memory – was introduced by Clayton and Dickinson 
(1998) as an animal counterpart of Tulving’s episodic memory, and resulted from 
an attempt of coming up with purely behavioural criteria of such memory in animals. 
Because autonoetic consciousness could not be shown with an absolute certainty in 
a non-verbal creature, this criterion was excluded from the definition of episodic-
like memory. Instead, the episodic-like memory was operationalized as an 
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integrated memory for “what”, “where” and “when” happened in the animal’s past, 
and was first tested in a cache-recovery setup. This operationalization followed 
Tulving’s definition from 1972, which did not assume that autonoetic consciousness 
was prerequisite for episodic memory. 

In the cache-recovery setup, up to three delays and up to three types of food items 
are introduced. The delay scheme usually includes a short and a long one (e.g., 
Clayton & Dickinson, 1998), or a short, a medium and a long one. The food items 
differ in perishability, that is, the time it takes for them to become inedible. Peanuts 
are typically used as the least perishable food item, crickets as the item that degrades 
sooner than the peanuts, and wax worms as the item that degrades the soonest. The 
delays are then paired with the food items. Without any intervention on the 
experimenter’s part, after the short delay, all of these items would be edible. After 
the medium delay, wax worms would be no longer edible, and after the long delay, 
both wax worms and crickets would become inedible. As fresh wax worms and 
crickets are preferred over fresh peanuts, the birds should have chosen wax worms 
and the crickets over peanuts, whenever all of these items were still edible. 

At the beginning of an experiment with the cache-recovery setup, naïve birds do 
not know about these relationships. Some of them acquire this knowledge in a 
training phase, and others do not. Those that learn the relationship are tested in a so-
called “Degrade” group. Those that do not, belong either to a “Replenish” group, in 
which all food types are present and edible at all times, or to a “Pilfer” group, in 
which the perishable items were no longer present in the caches after the long delay 

Clayton and colleagues carried out a series of studies with this setup (1998, 
1999a, 1999b, 2001, 2003, 2005). In the original study from 1998 the scrub jays, 
that learned the relationship between availability and time delay adapted their cache 
recovery behaviour to maximize the gain from the task. They were more likely to 
go for the more preferred, but quickly degrading wax worms after a short delay, and 
more likely to go for the less preferred, but non-perishable peanuts after a long 
delay. Two further studies published in 1999 confirmed this tendency (1999a, 
1999b), but regardless of the findings, it was still not clear whether episodic-like 
memory was behind the scrub jays’ behaviour. The birds could have used other 
strategies to judge whether the hidden food items were still available after the 
delays. For instance, the scrub jays could have kept track of the time that lapsed 
since caching, and use it as a discriminative stimulus for the choice between the 
peanut and the worm caches (Roberts, 2002). Simply put, they could have used a 
simple algorithm: if little time passed, go for the worms; otherwise go for the 
peanuts. Alternatively, the birds could have gone for worms if no night has occurred 
in between the caching and the recovery, as the short delay equaled only 4 hours. If 
the night occurred (and in fact five did during the long 124-hour delay), they could 
go for the peanuts.  

The studies from 1998 and 1999 could, in principle, measure the use of search-
avoid rules rather than the use of the episodic-like memory system (Clayton, Yu, & 
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Dickinson, 2001). To distinguish between these two explanations, in 2001 Clayton 
and colleagues employed a slightly different experimental design (2001). This time, 
the scrub jays first learned the relationship between three delays and the 
perishability of two food items; some learned on peanuts and wax worms, and others 
on peanuts and crickets. After 4 hours, always both items were edible. But after 28 
hours the birds in the wax-worm group could only go for the peanuts, as the worms 
were already inedible. On the contrary, after the same delay of 28 hours, the birds 
in the cricket group could still go both for the crickets and for the peanuts, as both 
items were in a fine condition. Finally, after 100 hours, in both groups only peanuts 
were a good choice, as all other items had already degraded. 

In the next step, the scrub jays from both groups were confronted with wax worms 
and crickets. Each bird already knew how perishable was one of these items in 
relation to the peanuts, but nothing about the other item. Therefore, the bird had to 
use its knowledge of relative perishability in a new context and act accordingly. 
Repeating a previously learned response associated with the length of delay or the 
presence of night in between caching and recovering was no longer available simply 
because the bird had no previous experience with one of two items. The 
characteristic of the unfamiliar item had to be inferred from another, somewhat 
overlapping experience. The memory of the past situation now had to be used in a 
flexible manner. 

However, this finding again found another explanation. Soon afterwards, in 2002, 
William A. Roberts suggested that the birds perhaps used “some correlate of elapsed 
time to discriminate recent from more distant bouts of food caching” (Roberts, 2002, 
p. 486). The birds could have used the already-mentioned human strategy of 
comparing the relative strength of records; if a trace of worm caches was weaker, it 
meant that the worms had likely degraded; and if it was stronger, it meant that the 
worms were likely still edible. Only later, around 2010, cues of such strength were 
controlled in studies with rats (Zhou & Crystal 2009) and black-capped chickadees 
(Feeney, Roberts, & Sherry, 2011b), and revealed that they remembered at which 
point in time something had happened, even when relying on how-long-ago 
information was no longer possible. 

Showing that the scrub jays could use previous knowledge to solve an 
unpredictable situation, in which they had to infer how long an unfamiliar food item 
would last, provided the first clear evidence of memory flexibility. It was published 
right after Tulving’s assessment of the episodic-like memory studies, in which he 
suggested that they came close to showing that the scrub jays’ memory was indeed 
episodic (2001). Clayton and colleagues were called out to demonstrate whether the 
birds could act flexibly based on “what”-“where”-“when” memory, as such 
demonstration “would constitute another step in the emancipation of birds, or other 
animals, as episodic creatures” (Tulving, 2001, p. 1513). Regardless of Clayton and 
colleagues’ findings, adding the requirement of flexibility to the definition of 
episodic memory was somewhat unexpected. In the original definition from 1972, 
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the episodic memory system did not include any cognitive tools of inferential 
reasoning or generalization. It was the semantic memory system that operated on 
the records of the episodic memory system, and from these records could generate 
something that we did not actually learn (Tulving, 1972).  

This sudden requirement of flexibility perhaps came from the above-mentioned 
paper by Suddendorf and Corballis (1997). The authors wrote, “mental time travel 
by humans (…) allows a more rapid and flexible adaptation to complex, changing 
environments” (Suddendorf and Corballis, 1997, p. 133) and further, that “the 
ability to mentally travel in time is (…) in itself characterized by generativity and 
combinatorial flexibility” (p. 133). Although that memory flexibility would drive 
the rapid and flexible adaptation to complex environments was not Tulving’s idea, 
and its relation to the pillars of the episodic memory system was not clear, we should 
agree that it is perhaps an important aspect of human and animal memory. 

Apparently, the scrub jays could act flexibly in never-experienced situations. And 
even if they did rely on the record strength in 2001, in 2003 and 2005 they no longer 
could. In 2003, Clayton and colleagues showed that the scrub jays could update 
memory with new information that was not available at encoding, but only in the 
delay between encoding and retrieval. In 2005, the scrub jays flexibly adapted own 
caching strategies to the conditions at recovery. And soon, from 2007 onwards, 
Clayton and colleagues’ interests shifted to animal foresight and planning, that is, 
mental time travelling into the future. 

Into the future 
At the beginning of the previous section, only one direction of mental time travelling 
was mentioned – backward, that is, into the past. But, in the earlier parts, we learned 
that memory allows for generating predictions about potentially upcoming 
situations. Therefore, it allows not only for projecting oneself into the past and 
remembering (re-experiencing) the past situations, but also for projecting oneself 
into the future and imagining (pre-experiencing) the possible ones (Raby et al., 
2009). As Tulving wrote in 1985, without this ability, an amnesic patient called N.N. 
was stuck in a “permanent present” (1985, p. 4). This notion – of being stuck in time 
– was later used by Suddendorf and Corballis (1997), and Roberts (2002) – to 
suggest that animals, likewise, lived in the permanent present, as they could go 
neither backward nor forward in their subjective time. We have already learned that 
several experiments were devised in the years to follow, and showed that animals 
could use what-where-when memories of the past to guide own behaviour in the 
present, even if the overlap between the past and the present situation was only 
partial (Clayton et al., 2001). In fact, since 1998, the what-where-when paradigm 
has been translated into a range of experimental setups and tested with a range of 
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animal subjects, such as rats (e.g., Eacott & Norman, 2004; Babb & Crystal, 2005, 
2006a, 2006b, Kart-Teke, De Souza Silva, Juston, & Dere, 2006), mice (Dere, 
Houston, & De Souza Silva, 2005), meadow voles (Ferkin et al. 2007), pigeons 
(Zentall et al., 2001; Skov-Rackette et al., 2006), black-capped chickadees (Feeney, 
Combs, delBarco-Trillo, Pierce, & Franklin, 2009), magpies (Zinkivskay, Nazir, & 
Smulders, 2009), orangutans, chimpanzees and bonobos (Martin-Ordas, Haun, 
Colmenares, & Call, 2010; Martin-Ordas, Berntsen, & Call, 2013), gorillas 
(Schwartz, Colon, Sanchez, Rodriguez, & Evans, 2002; Schwartz, Hoffman, & 
Evans, 2005), and even cuttlefish (Jozet-Alves, Bertin, & Clayton, 2013) and 
zebrafish (Hamilton et al., 2016). Regardless of all these findings, some remained 
unconvinced as to whether animals could travel into personal past and vehemently 
undermined these findings (Suddendorf & Corballis, 2010), until further evidence 
of animal capacity for planning emerged from prospective cognition studies 
(Corballis 2013; 2014). Engaging in prospection, that is, in thinking about possible 
future events, has received various names – of future planning (Clayton, Bussey, & 
Dickinson, 2003), and episodic future thinking (Atance & O’Neill, 2001; Russell, 
Alexis, & Clayton, 2010), but they both refer to an ability of projecting oneself into 
a potential future situation. 

Prospective cognition studies involve testing whether an animal could detach 
itself from its current motivation and act ahead of future needs (Raby, Alexis, 
Dickinson, & Clayton, 2007). That an animal is not capable of such detachment, 
was a hypothesis put forward by Bischof (1978) and Bischof-Köhler (1985), known 
as the Bischof-Köhler hypothesis. According to this hypothesis, all behaviours that 
are performed by animals in the present situation, but would lead to a certain 
outcome in the future, must have been driven by a current need that could be 
removed by this outcome (Roberts & Feeney, 2009). To test whether this statement 
was true, various experimental setups were devised in the recent years, each of 
which falls more or less into one of the following groups: (1) in the first group of 
studies, animals could select one of alternatives that led to different outcomes in the 
future (squirrel monkeys: McKenzie, Cherman, Bird, Naqshbandi, & Roberts, 2004, 
Naqshbandi & Roberts, 2006; black-capped chickadees: Feeney, Roberts, & Sherry, 
2011a); (2) in the second group, animals could save food for the future by moving 
it from one location to another (Correia, Dickinson, & Clayton, 2007, Raby et al., 
2007, Cheke & Clayton, 2012); and (3) in the third, animals could save a tool for 
the future, likewise by moving it from one location to another (Mulcahy & Call, 
2006a; Osvath & Osvath, 2008; Kabadayi & Osvath, 2017). To understand what the 
actual setups looked like, let us consider one setup from each group, starting from 
Naqshbandi and Roberts’s, through Raby and colleagues’, to Osvath and Osvath’s. 

Mariam Nashqbandi and William A. Roberts offered two choices to the tested 
squirrel monkeys: the animals could either choose four dates or one date (2006). 
Eating dates made the monkeys thirsty. They normally preferred four dates over 
one, and when they soon got thirsty after eating the fourth, they could quench the 



 55 

thirst thanks to an unlimited access to water. In the experiment, they were given the 
same choice, but this time the water bottle was not accessible for a certain period 
after the choice; it would be returned either 30 minutes later, if the monkey chose 
one date, or 3 hours later, if the monkey chose four dates. Upon the choice, the 
monkey was not thirsty and so, according to the Bischof-Köhler hypothesis, it 
should not be able to anticipate the future thirst and act ahead of it. The monkey 
should, therefore, choose four dates over one, in accordance with its current lack of 
thirst. However, this was not the case – the monkeys reversed their preference and, 
as long as the water access was limited, they were more likely to choose one date 
over four. 

Further evidence against the Bischof-Köhler hypothesis was provided by 
Caroline R. Raby and colleagues (2007) thanks to a so-called “planning for 
breakfast” experiment with western scrub jays. Normally, the birds had an unlimited 
access to food during the day, but at 17:00 they were separated from their partner 
and introduced to a three-compartment setup, in which the bird could access the two 
side compartments (A and C) from the middle one (B). Overall, the bird spent 2 
hours there, but from 18:30 onwards it could access a bowl with pine nuts; the nuts 
were powdered to prevent the bird from caching. At 19:00 the bird returned to its 
partner and did not receive any food overnight. On the next day, at 7:00, it was again 
introduced to the experimental space for two hours, and was either confined to 
compartment A, or compartment C. In one of these compartments, for instance A, 
the bird would again receive powdered pine nuts; but in the other, for instance C, it 
would not receive any food. After six days, on which the bird spent the two morning 
hours thrice in compartment A, and thrice in compartment C, it was ready for the 
test. Then, in the evening, instead of receiving powdered pine nuts, it received whole 
ones, which it could both eat and cache in the trays available in compartments A 
and C. The scrub jays were more likely to cache the whole nuts in compartment C, 
as if anticipating the risk of hunger on the following morning. Although seemingly 
this experiment allowed refutation of the Bischof-Köhler hypothesis, it was not clear 
whether the birds indeed anticipated the hunger or just cached the food in a place 
that they associated with previous hunger (like rats, Roitman, van Dijk, Thiele, & 
Bernstein, 2001). Therefore, a follow-up experiment introduced another food item 
– kibble – alongside the pine nuts, and this time each food item was served in one 
of the compartments during breakfast, for instance the kibble in A, the pine nuts in 
C. In an analogical procedure to this described above, when given an opportunity to 
cache whole, and not powdered, food items in the evening, the scrub jays were more 
likely to cache the kibble in compartment C, and the pine nuts in A, perhaps to 
ensure the access to both food types in any compartment on the following morning. 

The final experimental setup was used by Mathias Osvath and Helena Osvath 
(2008) to test whether an orangutan and two chimpanzees could choose and safe-
keep a tool that was useless in the current context, but would allow for retrieving a 
reward in the future. This setup, to some extent, would fall into the first group of 
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studies that tackled the Bischof-Köhler hypothesis because in one of the procedures 
it actually offered the animal two choices: either a small reward in the present, or a 
tool that warrants a larger reward in the future. First, the ape learned to use the tool 
– insert a plastic hose into an apparatus and suck a fruit soup out of it; all apes 
mastered it in a single trial, after observing the experimenter’s demonstration. In the 
next phase, while being able to look at but not access the apparatus, the apes were 
allowed to select one object out of four, among which was the functional hose. This 
selection procedure was then repeated in the experimental trials without any, 
including visual, access to the apparatus at the selection. After making the selection, 
the ape left the “selection” room with the tool, went back to its social group, and, 
once 70 minutes passed, was allowed to a separate “reward” room in which the 
apparatus with the fruit soup was available. This procedure was repeated in total in 
four different conditions, but we will focus on the one, in which the apes had to 
choose between an immediate yet smaller and a delayed yet larger reward. Now, 
alongside the hose and random nonfunctional objects, a piece of favourite fruit was 
available for selection, but as only one object could have been selected, grabbing 
the food item would remove the ape’s chance for the access to the fruit soup in the 
future. Overall, the apes were more likely to select the hose and risk its loss in the 
social group, but nevertheless wait for the larger reward that would be accessible 
only after 70 minutes than the piece of favourite fruit. Later, the apes were also able 
to select a novel different-looking functional item, such as a white plastic pipe, a 
hollow aluminium frame, and a hollow bamboo stick, over novel nonfunctional 
items such as discarded wrist watch, green pencil or blue nylon rope (Osvath & 
Osvath 2008, p. 670). Therefore, the apes, similarly to the scrub jays, displayed a 
flexible behaviour which was not constrained only to those situations that fully 
overlapped with the records of the past.  

Osvath and Osvath’s (2008) setup was somewhat similar to a so-called Spoon 
Test, which was earlier put forward by Endel Tulving as a way of testing one’s 
prospective cognition (Tulving, 2005; Scarf, Smith, & Stuart, 2014). This test was 
inspired by an Estonian story, in which a young girl has a certain dream. At her 
friend’s birthday party, the girl is treated to her favourite chocolate pudding, which 
she, to her despair, cannot eat: as everyone but her brought their own spoon to the 
party, she was the only one who could not scoop up the pudding. To avoid the 
disappointment when she falls asleep the next day, she goes to bed with a spoon in 
her hand and with the chocolate pudding in mind. Doing so was supposedly a sign 
of autonoetic episodic memory. If any animal was able to pass this test, even the so-
called Morgan’s Canon could not restrict granting such species the access to this 
capacity. As an aside, Morgan’s Canon is a principle in comparative psychology 
research, according to which each behaviour should be always interpreted as a sign 
of as simple and unadvanced cognitive capacities as possible, before referring to 
more complex and advanced ones (1894). We have already discussed an example 
of the Canon in action: the scrub jays’ performance in one of Clayton and 
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colleagues’ studies could have been interpreted either in terms of record strength 
(the simpler capacity) or episodic remembering of a past event (the more complex 
capacity). In that case, in accordance with the Canon, the record strength 
interpretation was chosen as the more plausible one (Roberts, 2002). Tulving’s 
Spoon Test was obviously passed by the orangutan and the chimpanzees in 2008, 
and later, in another task, again by chimpanzees (Osvath & Persson, 2013), 
orangutans and bonobos (Bourjade, Call, Pele, Maumy, & Dufour, 2014), and, 
recently, also by ravens (Kabadayi & Osvath, 2017).  

The problem is that both passing the Spoon Test and all the other tests that have 
been briefly sketched out, did not convince some of the fiercest critics that the tested 
animals had access to mental time travelling. Quite frankly, it seems that nothing 
could be done within the mental-time-travelling framework that could put a stop to 
the influx of other possible explanations (e.g., Suddendorf & Corballis, 2007, Hoerl 
& McCormack, 2018), in which the results will be essentially boiled down to a range 
of associative learning schemes. However, it seems that, in the recent years, the 
debate around mental travel into the past and into the future shifted toward new 
experimental setups that test animal memory in its own right, allowing the debate to 
evolve in a new direction. As long as the juxtaposition between the animal and the 
human episodic memory lied at the core of comparative memory studies, this shift 
was not possible. 

When in 1998 Clayton and colleagues turned Tulving’s idea of memory for 
“what”-“where”-“when” into an experimental setup, and adjusted it to scrub jays’ 
sensorimotor skills, they straightforwardly engaged in a debate which, from the very 
beginning, was aimed at showing the discontinuity between the animal and the 
human mind. This step has been repeated a decade later by Osvath and Osvath 
(2008) when they, unintentionally (M. Osvath, personal communication, 25 June 
2019), used a method resembling the Spoon Test adapted to the apes’ sensorimotor 
skills. The debate perhaps came to a dead end when both directions of travelling in 
the subjective time have been, to a large extent, explored and yet this exploration 
did not bring about any consensus. Regardless of the above-mentioned results and 
others not reported here, we might never know whether an animal can project itself 
into the past and/or into the future, and travel backward and/or forward in its 
subjective time.  

The definition of episodic memory that lies at the core of the years-long debate 
was devised specifically for humans, and therefore left little, if any, space for 
evolutionary continuity (Cheke & Clayton, 2010; Eacott & Easton, 2012). It was 
only one option out of many, as was hinted in the previous parts, but it just gained 
more attention than others. It might have been more accurate than others were, or it 
might have just been more controversial; maybe it was especially well grounded in 
the empirical evidence, or maybe it offered definitions that were built on 
dichotomies and sold better than the less clear-cut ones. There is no simple answer 
to these questions, but it is perhaps an important issue that was for some years lost 



 58 

in the mental-time-travel debate: Tulving’s theory was, and still is, just a theory. 
And while it offered a lot of insight into how human and animal memory could 
work, even its author changed it several times so that it could not be falsified by the 
incoming results.  

Centering the debate around Tulving’s and Suddendorf’s view on the gap 
between animal and human memory did not allow for drawing on other, perhaps 
more useful sources of inspiration, such as computer models. This debate has been 
fuelled by a competition between the authors of the relevant animal memory studies, 
and the critics of these studies. Outside of such a competitive environment, many of 
the studies might have never been conceived. Heated debates, like any events that 
lead to emotional arousal, may enhance our processing of salient issues (e.g., Lee, 
Sakaki, Cheng, Velasco, & Mather, 2014) that are in the focus of the debate. In this 
case, the dichotomy between semantic and episodic memory, and between animals 
and humans, may have acted as such issues, and therefore gained special attention. 
However, such heated debates may also lead to an impaired processing of less 
salient issues (Lee et al., 2014), such as other, non-dichotomous findings from 
psychology. Therefore, it is perhaps not surprising that, until recently (e.g., 
Bekinschtein et al., 2018; Lewis et al., 2019), other inspirations from psychological 
studies took much less space, if any, in the debate. Reorienting the focus to novel 
influences, from psychology and/or computer modelling, would allow for further 
development of the field through, for instance, generating new empirical data, which 
could be fed into computer models in the future. Modelling of animal cognitive 
capacities (e.g., Kleyko et al., 2015), paired with modelling of equivalent cognitive 
capacities in humans, could shed more light on both the evolutionary continuity 
between different animal species and species-specific differences that underpin the 
observed differences in performance.  

Many of the assumptions, that drove the debate for some years, were, in fact, 
unsubstantiated, as Osvath and Martin-Ordas (2014) pointed out in the recent years. 
For instance, Tulving (e.g., 2005) and Suddendorf (e.g., with Corballis, 2007) 
repeatedly suggested that autonoetic consciousness is prerequisite for episodic recall 
and episodic foresight, and that as long as the access to such consciousness is not 
established in an animal species, this species cannot be granted access to the 
episodic system. However, even in people, the causal link between the capacity for 
autonoetic consciousness and the episodic system is not grounded in empirical 
evidence (Osvath & Martin-Ordas, 2014). Although people report subjective 
experiences that are indicative of autonoetic consciousness, while using the episodic 
system, it remains unclear whether autonoetic consciousness is in fact prerequisite 
for episodic recall and episodic foresight, or is only an epiphenomenon generated 
when one uses the episodic system. Osvath and Martin-Ordas (2014) called for 
using behavioural and neurobiological indicators of the running episodic system 
instead. Turning to such evidence revealed that the core properties of brain areas 
and associations, which support the human episodic system, are in fact shared by all 
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birds and mammals (Allen & Fortin, 2013). Therefore, in principle, the episodic 
system could potentially have evolved in all these animals, and, based on this 
finding, there is no reason for treating the episodic system as “more recently 
evolved” (Tulving, 2005, p. 11) than the semantic system. The assumption that these 
systems may have coevolved for years of evolutionary history (Osvath & Martin-
Ordas, 2014) seems much more accurate, given the above-mentioned bidirectional 
relation between these systems in human memory. This relation was recently 
strengthened by a meta-analysis that showed a considerable neural overlap between 
the two systems (Binder, Desai, Graves, & Conant, 2009; Osvath & Martin-Ordas, 
2014). Taken together, all these arguments reveal several problems of the 
dichotomies that governed the mental time travel debate on the one hand, and 
support the shift toward new, perhaps more fruitful, directions on the other. 

Travelling – through time? 
Do we really travel through personal time when re-experiencing the past or pre-
experiencing the future? Or, in other words, do we use our minds as if they were 
time machines? In a fine-working time machine, we should be able to choose a 
certain year in the past, or in the future to determine our destination (e.g., Wells, 
1895). Then the machine would take us back or forward to the problems of that 
particular situation so that we could tinker with them and change the course of 
history. The “why” and the “how” of our time-travel would then be completely 
different than those suggested by the outlined theory of mental time travelling. We 
would travel in time to deal with the problems of the past or of the future, and we 
would choose a specific time in which dealing with those problems was still 
possible. On the contrary, we use mental time travelling to deal with the problems 
of the present, and we are far too poor at coming up with the calendar referents of 
the situations (Friedman, 1993; 1996) to consider our mind a reliable time machine. 
And we do not store the records of the past on a chronological timeline (Friedman, 
2007); we likely store them in a far more sophisticated way, for instance, split into 
traces and distributed over numerous locations (Kanerva, 1988). Perhaps our mental 
time travelling is not really about time, and neither is the animals’. 

As mentioned above, the “when” aspect of episodic-like memory was the most 
controversial of the three because it could have related to different temporal aspects, 
such as “how long ago”, “at which point in time”, or none, such as “in which 
context”. As we might remember, in 2002 Roberts suggested that if the scrub jays 
tested by Clayton and colleagues (Roberts 2002, Clayton et al. 2001) used the “how 
long ago” information, they did not necessarily engage their episodic-like memory; 
and only if they remembered “at which point in time” something happened, they 
would have used such memory. However, it seems that episodic memory does not 
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necessary involve remembering any temporal aspects of the past situation. Ten years 
later, in 2012, Easton and colleagues found that in humans the recall of “what-
where-how long ago” was associated with feeling of knowing rather than 
remembering, and conversely, the recall of “what-where-in which context” was 
associated with the feeling of remembering rather than knowing (Easton, Webster, 
& Eacott, 2012). Therefore, while recalling “in which context” engaged the use of 
episodic memory, recalling “how long ago” engaged the use of semantic memory. 
The record of the past situation can comprise of various traces, but these traces may 
as well contain no temporal information (Eacott & Easton, 2012). Therefore, it 
seems unlikely that our re-experiencing of the past situations and pre-experiencing 
of the future ones could be described as mental time travelling. 

We do not use this ability to go back or forward to tinker with the long-gone or 
the much-delayed problems; we use the past problems and imagine the forthcoming 
ones to act in the present: to resolve the situations at hand. Although our records are 
for the use in the future at the moment of encoding (e.g., Klein, 2013; Osvath & 
Martin-Ordas 2014; Osvath, 2016), we can actually act upon these records only in 
the present. In other words, it is the present that links the past and the future, and 
gives us an opportunity to benefit from our episodic memory and future episodic 
thinking. If these two abilities rely on shared cognitive resources and/or common 
cognitive mechanisms, they must have more in common than autonoetic 
consciousness (Eacott & Easton, 2012).  

The empirical link between episodic memory and future episodic thinking needs 
to be more robust, for instance, showing some neurophysiological underpinnings, 
accessible through recordings of brain activity (Corballis, 2013). This link has been 
recently identified as the already-mentioned core brain network, which supports not 
only episodic memory (Schacter et al. 2007; Buckner et al., 2008; Spreng et al., 
2009), but also future episodic thinking (Buckner & Carroll, 2007). This network 
overlaps to a large extent with default mode network which has so far been identified 
in humans (Mason et al. 2007), chimpanzees (Rilling et al., 2007), rhesus macaques 
(Arsenault, Caspari, Vandenberghe, & Vanduffel, 2018; Vincent et al. 2007), mice 
(Stafford et al., 2014) and rats (Lu et al., 2012), and is considered responsible for 
various self-referential functions that have been traditionally considered to be 
uniquely human (Lu et al., 2012). Default mode network supports not only 
remembering and imagining (Buckner et al., 2008), but also sustenance of conscious 
awareness (Horovitz et al., 2009) and so-called mind wandering (Kajimura, 
Kochiyama, Nakai, Abe, & Nomura, 2016). We already know what remembering, 
imagining, and awareness mean, but mind wandering has not been defined yet. We 
engage in mind wandering on daily basis, when we do not need to attend to 
immediate goals and get lost in our own thoughts (Lu et al., 2012; Kam & Handy, 
2014), for instance, recalling a conversation with a friend or wondering what we 
will wear to another friend’s party. The extensive structural and functional overlap 
in the default mode networks of the mentioned brains – of humans, chimpanzees, 
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monkeys, rats and mice - could support the evolutionary continuity in the 
underpinnings of human and animal cognitive capacities. Furthermore, the default 
mode network perhaps serves the same function as Kanerva’s memory system 
(1988), namely, it “evaluates internal and external body states by assessing 
information from multiple sensory modalities and, by integrating with past 
experience, anticipates changing environmental contingencies” (Lu et al., 2012; p. 
3983). 

Back to flexibility 
When we think about the future, we can sample and recombine traces of the 
available records of the past (Szpunar, Chan, & McDermott, 2009; Szpunar & 
McDermott, 2008). For instance, when we imagine ourselves on a beach, the 
imagined beach would look like the beaches that we have actually seen before. And 
when we imagine a future event that could take place in a recently visited art gallery, 
it would perhaps be much richer in detail than an imagined event in a long-ago 
visited one (e.g., Arnold, McDermott, & Szpunar, 2011). However, such future 
scenarios cannot be based solely on recombined traces because, after all, we are able 
to imagine a scene that would take place in a jungle, even if we have not been to 
one before (Szpunar & McDermott, 2008). This shows that constructing a potential 
scene does not rely solely on our personal experiences; it can as well contain the 
input from semantic memory (Hassabis & Maguire, 2007; Schacter & Addis, 2007). 
Just like the record of the past has to be reconstructed from the traces that it was 
initially split into, the projection of the future has to be constructed from the 
available information. 

Therefore, both episodic memory and episodic future thinking involve 
recombining the retrieved information, and both are influenced by the input from 
semantic memory. The capacity for such recombination is a cornerstone of memory 
flexibility. If we can select currently relevant components of the past situations over 
the irrelevant ones, we can deal with and prepare for dealing with situations that do 
not fully overlap with these past situations. Two abilities that support such selection 
were identified in the recent years. The first one, called combinatorial flexibility 
(1997, p. 134) or recursion (2007, p. 307), was introduced by Suddendorf and 
Corballis. Recursion allows for generating many possible situations out of a finite 
set of familiar traces, just like many melodies can be generated out of a finite set of 
tones. The second one, called self-control, allows for suppressing immediate 
behavioural tendencies in favour of delayed rewards, and according to the Bischof-
Köhler hypothesis, was available only to humans. In 1997, Suddendorf and 
Corballis suggested that the “animals’ [had a] general problem with simultaneously 
representing conflicting mental states” (p. 145), and that “the flexibility of the newer 
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system allowed [humans] to consider different options, whereas inherited instincts 
or insight-free acquisition of response patterns were effectively fixed by the 
motivational state of the organism and by environmental contingencies” (p. 147). 
Therefore, what actually made animals different from humans was this ability to 
simultaneously consider conflicting options, select one over another and act upon it 
regardless of the current affective state and the misleading aspects of the current 
environment.  

Although Clayton and colleagues (2001), Correia and colleagues (2007), 
Naqshbandi and Roberts (2006), and Osvath and Osvath (2008) all tested whether 
animals could use previously acquired information in a novel context (Salwiczek et 
al., 2010), it seems that these teams tested two different underlying abilities. On the 
one hand, Clayton and colleagues (2001) tested whether the scrub jays had access 
to recursion and could recombine a certain set of information acquired in the past to 
guide behaviour in the present. On the other hand, Correia and colleagues (2007), 
Naqshbandi and Roberts (2006), and Osvath and Osvath (2008) tested whether the 
scrub jays, the squirrel monkeys, and the great apes had access to self-control and 
could use a certain set of currently available information to guide both present and 
future behaviours. In other words, Clayton and colleagues’ study (2001) did not 
induce any conflicts between mental states but involved information acquired in the 
past. On the contrary, self-control studies did induce a conflict between concurrent 
mental states but involved currently available information. Therefore, self-control, 
but not recursion, studies induced the conflict between simultaneously represented 
mental states that would potentially lead to two different responses to the situation 
at hand. However, this conflict was between the present and the potential future. It 
was not about several situations in the past that were partially conflicting with the 
present. That is, the memories of the animals were not in conflict in the self-control 
or recursion studies – there was either a possible future which conflicted with the 
present, or several non-conflicting memories that could be combined. Therefore, 
neither recursion nor self-control studies tested whether the animals could resolve 
conflicts between two records that partially overlapped with the current situation 
but spurred contradictory behavioural responses. This ability – of resolving conflicts 
between partially overlapping records – could drive a different kind of flexibility 
than recursion and self-control, which has been overlooked in animal memory 
research. In this thesis, I suggest that the ability of resolving conflicts between 
partially overlapping records could considerably boost one’s behavioural flexibility. 
First, this ability would allow for choosing the most relevant option from among 
different conflicting ones, generated from the records of the past. Second, this ability 
would allow for choosing the most profitable of two conflicting options that stem 
from the past, and not only from the present and the future. 

Several studies showed that animals were able to apply previously gained 
knowledge about perishability and functionality of certain items to a novel, partially 
overlapping situations (e.g., Clayton et al., 2001; Osvath & Osvath, 2008). 
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However, none tested whether animals could resolve an internal conflict between 
records that partially overlapped with the current situation. How animals deal with 
such internal conflicts has been, to a certain extent, investigated within another field 
of animal cognition research: the one concerned with behavioural indicators of 
metacognition. For instance, as will be revealed in the next section, in some of such 
studies, animals had to classify various items as equal to or different from a given 
benchmark (e.g., Smith et al., 1995). When these items were similar, but not equal 
to the benchmark, the animal would suffer an internal conflict, and, if possible, 
would opt out of the choice, or seek additional information. As the method 
introduced in this thesis should likewise spur internal conflicts in tested animals, it 
may be inspired by the methods that spurred such conflicts in so-called uncertainty 
monitoring studies. 

Uncertainty monitoring 
Most of the time, we scan the surroundings in search of something novel and 
unexpected that would draw our attention. During such scanning, we engage in a 
range of automatic behaviours. For instance, driving the car on our way to work, we 
stop at red lights, and wait till they go orange, and then green to start driving again. 
There is a different response associated with each light colour. Red means ”stop”, 
green means ”start”, orange means “get ready”. We can track these changes and 
react adequately while listening to the news or thinking about an upcoming meeting. 
Now, let us imagine that these signals are no longer clear-cut. There is only a single 
light, which gradually changes from red, through orange, to green, and back. Our 
“start” and “stop” responses will now require us to pay attention and judge whether 
the light is green enough to start, or red enough to stop (Smith, 2005). We would no 
longer be certain which shade of red is already orange enough to press the clutch 
pedal, and which shade of orange is green enough to release the clutch and press the 
gas.  

People can monitor such feelings of uncertainty (Smith, 2005). In an uncertain 
situation, we defer a solution, and first engage in information-seeking behaviours: 
looking around, going back and forth, or getting closer to the source of difficulty in 
search of further perceptual information. That someone is feeling uncertain can be 
inferred from her non-verbal behaviour, but the uncertain person can also report this 
feeling: either verbally or non-verbally. Capability of reporting on own uncertainty 
can be tested in simple experimental setups. These setups consist of two basic 
components; on the one hand, they create a perceptual or cognitive difficulty for the 
participant, and, on the other, provide her with a behavioural response that allows 
her to report such difficulty (e.g., Smith, Shields, & Washburn, 2003). 
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Perceptual difficulties, such as discriminating between shades of colour, or sound 
and silence, were extensively studied in the 20th century. In a series of 
psychophysical experiments, people could respond “Uncertain” when they felt 
unable to classify task material into one of two primary classes, for instance “lighter 
than” and “heavier than” (Angell, 1907; Fernberger, 1914; 1930; George, 1917; 
Watson, Kellogg, Kawanishi, & Lucas, 1973; Woodworth, 1938). It usually took 
longer to issue the “Uncertain” response than to assign the presented items into one 
of the two classes (Angell, 1907; George, 1917; Woodworth, 1938), and issuing the 
“uncertain” response seemed to be more reflective and less automatic than the other 
one (Angell, 1907; Fernberger, 1930; George, 1917). Based on these observations, 
in 1990, Thomas O. Nelson and Louis Narens came up with an idea that cognitive 
processing could operate on two different levels: a lower “object” level and a higher 
“meta” level (Nelson & Narens, 1990). The meta-level, or metacognitive, processes 
were responsible for monitoring and managing the lower-level processes.  

In other words, and according to Nelson Cowan’s model (1988, cf. Kanerva, 
1988), cognitive processing could be carried out by two systems: the central 
executive and the memory system. The central executive would supervise, that is 
oversee and facilitate, processing of information from the memory system, and 
would, for instance, prioritise some inputs over the other, depending on the current 
needs of the individual. Thanks to these monitoring and control mechanisms, we 
can access and judge whether and how well we have acquired, are acquiring and 
could acquire certain information. In practice, we can make a range of judgements 
of own learning; we can, for instance, judge whether we already have some 
information (feeling-of-knowing judgement), how far we have progressed in 
acquiring the information (judgement of achieved level of learning), and how easily 
it could be acquired (ease-of-learning judgement). Making such judgements 
requires the use of our capacity for metacognition: taking stock of the ongoing 
cognitive processes (Smith et al., 2003). Because uncertainty monitoring relies on 
keeping track of decision-making and dealing with feelings of uncertainty when the 
decisions become difficult, it may indicate, according to some (Smith, 2005) but not 
others (Carruthers, 2008), such metacognitive level of cognitive processing. I do not 
attempt to take sides in the discussion on whether uncertainty monitoring requires a 
meta-level representation of own mental processes, or whether it relies solely on 
monitoring of own states, such as feelings of uncertainty. Regardless of this 
discussion, experimental setups used in uncertainty monitoring studies could inspire 
novel setups measuring the conflict-resolving ability, which is investigated in this 
thesis. However, I will come back to this discussion in the next section. 

Uncertainty is associated with observable behaviours, which can be recognized 
as signs of hesitation: deferring a decisive action, and wavering between 
contradictory responses in the meantime, or opting for a response that produces a 
more certain, but potentially less rewarding, outcome. This means that, in principle, 
animal’s uncertainty could be inferred from such behaviours, if they were evinced 
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by the animal put in a difficult situation. Showing behavioural signs of uncertainty 
would, in turn, suggest that the animal had access to uncertainty monitoring.  

To induce feelings of uncertainty in the animal, one could simply combine the 
two above-mentioned rules: create a perceptual or cognitive difficulty and allow the 
animal to report it in its behaviour. This idea gave rise to a so-called comparative 
uncertainty-monitoring paradigm (Smith et al., 2003), which could be applied to 
various species and allowed studying animal self-awareness beyond the mirror-
mark task (Gallup 1970, 1982; Gallup & Suarez, 1986). The mirror-mark task 
typically requires the animal to inspect a spot placed on its face or body, using the 
mirror reflection, but some, including Clayton and colleagues (1998), did not 
consider it a reliable test of self-awareness. The uncertainty-monitoring paradigm 
could offer an additional, perhaps more reliable, test of this capacity. Interestingly, 
the paradigm itself underwent similar shifts in a similar time-span as the mental-
time-travelling paradigm; it started in 1995 with a simple setup derived from human 
psychophysical studies, was further developed in 2003 and 2005, and was later 
transformed to measure flexible adaptation to a dynamic environment.  

Let us imagine that for any given shade from the spectrum between red and green, 
we must classify it as “red” or as “green”, and otherwise report that we are 
“uncertain” to avoid the cost of a potential mistake. This was the task that J. David 
Smith and colleagues gave to five undergraduate students and a bottle-nosed dolphin 
in the first comparative uncertainty-monitoring setup (1995). Smith and colleagues 
used stimuli that were more relevant for a dolphin, namely a spectrum of tones. 
These tones should have been classified as high if equalled 2100 Hz and low if 
between 1200 and 2100 Hz. The dolphin (and the human participants in the 
analogical setup) was given three choices: it should have pressed a paddle located 
on the left wall of the pool if the tone was high, and another paddle located on the 
right wall, if the tone was low. Correct responses always led to praise and fish, but 
incorrect ones ended in a 9-s time-out. However, the dolphin was also given the 
third choice: it could press a third paddle, located on the back wall of the pool to 
refrain from making the “high”-“low” discrimination. Pressing the back paddle 
would discontinue the current trial and replace it with an easy low trial of 1200 Hz, 
which always led to a certain reward. The overuse of the third response increased 
the delays between pressing the third paddle and receiving the easy trial, so the 
animal had to use it sparingly to maintain the profitability of the “uncertain” 
response. Smith and colleagues found that both the students and the dolphin used 
this response in a similar way (1995): mostly for tones around 2070-2075 Hz, which 
were no longer low, but did not yet qualify as high. Therefore, both the students and 
the dolphin were uncertain of own responses in this range, and perhaps both could 
have monitored this state.  

Two years later, Smith and colleagues used a similar setup to compare humans’ 
and rhesus macaques’ performance in the face of a perceptual difficulty (Smith, 
Shields, Shull, & Washburn, 1997; Shields, Smith, & Washburn, 1997), and soon 
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their interest shifted to uncertainty induced by a memory difficulty (1998). In the 
latter setups, they introduced a so-called serial probe recognition task. In the serial 
probe recognition task, each participant first studied a list of four pictures, and 
afterwards had to decide whether a fifth picture was on the list or not. The participant 
could have chosen that the picture was “there”, was “not there” or decline 
completing the task to avoid the cost of the failure. Interestingly, both the humans 
and the rhesus macaques declined the response most often in the area of maximum 
uncertainty, showed some individual differences in the response pattern, and 
performed better when they chose to complete the task than when they were forced 
to complete it by a lack of the “uncertain” response (Smith, Shields, Allendoerfer, 
& Washburn, 1998; Smith, 2005). Another experiment within this paradigm showed 
that the monkeys could, like humans, consult the strength of the available record 
and adjust the “uncertain” response accordingly. To show this ability, Hampton 
(2001) introduced a new version of a delayed matching-to-sample task (Elliott & 
Dolan, 1999; Etkin & D’Amato, 1969; Herman, 1975). In a classical delayed 
matching-to-sample task, the participant first is presented with a certain item, e.g., 
an image, and then, after a pre-specified interval, must choose this item from two or 
more items (for further information see Working memory in animals). In Hampton’s 
version, this second presentation included the original sample and three other items. 
In every two out of three trials, the participant could either accept the choice, and 
engage in the task, or decline it. Declining led to a certain non-preferred food reward 
and no risk of time-out. Accepting could go both ways: if the choice was correct, it 
led to a preferred food reward, but if it was wrong, the participant was not allowed 
to engage in the task for some time. The interval between the initial presentation of 
the sample and the later presentation among the competitors was manipulated in one 
of the experimental conditions. If the participants indeed consulted the record 
strength, first, they should have been more likely to decline the choice as the delay 
got longer; second, they should have been more successful, when they were able to 
choose to engage in the task than when they were deprived of the “decline” 
response. One of the two monkeys indeed behaved this way, showing that it was 
able to keep track of the record strength, and adapt its strategy accordingly. 

Two other issues were not, however, solved by these experiments. First, it 
remained unclear whether the animals’ “uncertain” response was rather reflective 
than automatic, like it was in the case of humans (Angell, 1907; George, 1917). 
Second, so far, the animals were trained to use this response in static environments 
which could foster inflexible and conditioned responses (Zakrzewski, Perdue, 
Beran, Church, & Smith, 2014). The first question was tackled by Smith and 
colleagues, who used a similar setup as in the dolphin experiment (2013). They 
expected that classifying the sample as belonging to a clear-cut category would be 
less affected by participating in another simultaneous and cognitively demanding 
task than issuing the “uncertain” response. To test whether this was the case, Smith 
and colleagues added a fourth choice: a “middle” one. It was associated with the 
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same part of the spectrum that posed the perceptual difficulty and led to the 
“uncertain” response. In each trial, rhesus macaques would see a square pixel box 
that was filled with a number of randomly located white pixels against a black 
background (Smith, Coutinho, Church, & Beran, 2013). The density of the pixels 
was picked from a spectrum from sparse to dense. Accordingly, all monkeys could 
decide whether the pixel distribution in a given trial was “sparse” or “dense”. 
However, some monkeys learned that distributions between these two extremes 
could be classified as “middle”, and others were not trained on this category, having 
the access to the “uncertain” response instead. In between the “sparse”-“dense” 
trials, the monkeys from both groups participated in a simple short-term memory 
task (matching-to-sample) to suffer an additional load on cognitive processing of 
the main task. Smith and colleagues found that the monkeys in the “uncertain” group 
performed worse with the concurrent load than the monkeys in the “middle” group, 
suggesting that the “uncertain” response was perhaps more dependent on the central 
executive and/or required more attentional resources than more automatic and more 
perceptually-driven responses. Therefore, it seemed that the “uncertain” response 
may have a similarly reflective character in the rhesus macaques as in the humans. 

The second issue – of whether animals could flexibly adjust the “uncertain” 
response to a dynamically changing environment – was addressed by Zakrzewski 
and colleagues (2014) in a slightly different experimental setup. This time, humans 
and rhesus macaques again judged whether the pixel-filled rectangle had a “sparse” 
or a “dense” distribution of the pixels, but the simple “uncertain” response was 
replaced with a “cash-out”. Here, the rectangle was presented on a screen along with 
an additional box, in which, after each correct answer, a gold coin would appear. 
The participants could have gathered up to eight coins in the box if they correctly 
answered eight trials in a row; however, upon any wrong answer, the coins would 
disappear, and the participants would lose all potential rewards accumulated up to 
that point. Even if the participants were uncertain of own response, they could not 
decline any trials in this setup. Instead, they were given a cash-out response to 
manage the risk associated with the accumulated rewards and uncertainty of the 
correct answer. They could have chosen to cash out at any trial; upon cashing-out, 
the macaques would receive as many pellets and the humans as many points, as the 
coin number was at that moment. To prevent cashing out after each correct response, 
choosing the cash-out was followed by a temporary inaccessibility of the task, 
lasting 20 seconds for the humans and 8 seconds for the monkeys. Such a token-
bank system allowed participants to, on the one hand, keep track how much was at 
risk, and on the other, to withdraw the accumulated rewards when the outcome of 
the trial seemed too uncertain. Because the participants had to complete the test after 
withdrawal anyway, the experimenter could track the relationship between 
withdrawals and failures on the withdrawn-from trials. Interestingly, both the 
macaques and the humans flexibly adjusted their decisions to balance the cost of 
error against the trail difficulty and the number of rewards at risk (Zakrzewski et al., 
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2014). Both groups were the more likely to use the cash-out response, the more 
rewards were at risk, and, in both, the participants gave answers adjusted to the task 
at hand, flexibly changing own strategy on trial-by-trial basis. Admittedly, there was 
a difference between the two groups: in the trials, in which high numbers of rewards 
were at stake, the humans used the cash-out response more rarely than the macaques. 
This effect was, however, previously found in other uncertainty studies with 
humans, suggesting that human performance can fall prey to a so-called 
overconfidence effect (Galotti, 2008), or associating uncertainty with mental 
weakness (Smith, Beran, & Couchman, 2012), and not pleading “uncertain” even if 
one is uncertain of own answers. Therefore, the macaques were more likely to cash 
out when the risk of losing the rewards was high than the humans. This means that 
they could have monitored both this risk and own uncertainty of the correct answer, 
and so showed a human-like flexibility in decision-making in the face of 
uncertainty. 

The last two examples of experimental setups – by Smith and colleagues (2013) 
and Zakrzewski and colleagues (2014) – had something in common with all setups 
described under the umbrella-term of comparative uncertainty-monitoring 
paradigm: they posed a difficulty for the participants. This difficulty, or conflict, 
had to be resolved on the basis of previous knowledge and the currently available 
perceptual information, but required a certain degree of creativity. Although the 
situation at hand partially overlapped with different records of the past, there was 
no perfect match. On top of that, the imperfect matches were previously resolved 
with various, sometimes even contradictory, behavioural responses, such as 
pressing the left vs. the right paddle, or moving the cursor to “S” for the “sparse” 
vs. “D” for the “dense” distribution of the pixels.  

The uncertainty-monitoring experimental setups involve a simplified version of 
everyday challenges, as both animals and humans encounter situations, in which 
automatic behavioural responses are thwarted, leading to the state of uncertainty. 
“Difficulty and uncertainty imply that the well-learned behaviour, the well-oiled 
habit, will not work and could be dangerous” (Smith, 2005, p. 28). Therefore, when 
records of the past situation map inconsistently and unreliably onto the current 
behavioural responses, a cognitive higher instance has to step in and adjudicate on 
the conflict (Shiffrin & Schneider, 1977). In fact, such conflicts - between goals and 
behavioural responses - drew a lot of attention in psychology (James, 1890; Tolman, 
1932; Karoly, 1993; Gray, 1995). Cognitively challenging situations were supposed 
to induce a unique state that required the metacognitive level of processing. This 
level received different names over the years; William James wrote about 
“agonizingly intense consciousness” (1890, p. 142), Edward C. Tolman about 
“conscious awareness” (1967, p. 217), Paul Karoly about “self-regulation” (1993, 
p. 25), and Jeffrey A. Gray about “special neural circuits that may arrest behaviour, 
increase arousal, and redirect attention and mental resources toward the causes of 
difficulty” (1995; after Smith, 2005, p. 27).  



 69 

Inducing conflicts between goals and responses seems, therefore, to be a 
promising way of testing the metacognitive level of processing in animals. If one 
wants to test whether and how the animal deals with a cognitively difficult problem, 
one needs to create a conflict between at least two different responses and either 
give the animal an opt-out response (“uncertain” or “cash-out”), and/or keep track 
of changes in its behaviour between the presentation and an attempt at the resolution. 
In the first study from 1995, the dolphin did both – pressed one of the paddles on 
the one hand, and swam back and forth, slowed down and wavered between the 
paddles on the other – but only pressing the paddles was a part of the experimental 
design. Because the changes in behaviour were, at least by some (Goldsmith & 
Koriat, 2003), considered more convincing than the paddle-pressing response, 
tracking such changes within an experimental setup could become a more 
convincing measure of conflict resolution and the use of metacognition on the 
animal’s part.  

Metarepresentation 
Zakrzewski and colleagues (2014) showed that the rhesus macaques were aware of 
the risks associated with the task and could flexibly use it to own advantage. Their 
performance in the task required monitoring the internal uncertainty and the external 
magnitude of the reward. However, it is unclear whether the macaques monitored 
own feelings of uncertainty against the risk of losing the reward, or whether they 
could not reliably compare some of the current sample against an internally 
represented spectrum of samples. Simply put, it is unclear whether the animals 
consulted the “hunch” of uncertainty or referred to so-called metarepresentation. As 
Peter Carruthers and J. Brendan Ritchie put it (2012), the animals could rely on non-
metarepresentational uses of feelings of uncertainty. Before moving any further, we 
must consider what metarepresentation is and how it relates to metacognition.  

The term of metacognition could be defined in at least two ways; it can refer to 
the self-evaluative function of cognitive processing, which supports the monitoring 
and the control of ongoing activities; alternatively, it can refer to the self-ascriptive 
function of cognitive processing, which operates on representations of own mental 
states as mental states (Proust, 2012). As mentioned above, only one of these 
definitions qualifies uncertainty monitoring as metacognitive. This definition, used 
by Smith and colleagues (2003) and Couchman and colleagues (2012), assumes that 
one can have access to metacognition without the access to metarepresentations, 
that is, representations about own mental states. For instance, if one can monitor the 
feedback, e.g., feelings of uncertainty, generated in the body while engaging in a 
simple cognitive task, and adjust own behavioural responses accordingly, one is 
endowed with a certain level of metacognition. In other words, the capacity for 
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monitoring of own affective and mental states is considered a metacognitive one. 
This means that, according to this view, metacognition is a spectrum of cognitive 
capacities which may be situated anywhere between monitoring and 
metarepresentation (Couchman, Beran, Coutinho, & Smith, 2012). This view is not 
shared by, among others, Carruthers (2008, 2009) and Crystal (2012), who postulate 
that metacognitive level of processing necessarily requires and operates on 
metarepresentations. In this self-ascriptive view, the access to metacognition is not 
possible without the access to metarepresentations. One cannot select and monitor 
own cognitive activities unless one can represent that one has mental states with 
specific contents (Proust, 2012). And, to represent own mental states as mental 
states, one needs two levels of representation: a primary and a secondary one. When 
one encounters a certain stimulus in the world or in oneself, one creates a primary 
internal representation of this stimulus (Crystal, 2012), which allows for expanding 
or updating the internal model of the world. The stimulus can come from an item, 
an affective state (e.g., a feeling) or a mental state (e.g., belief), and allows for 
noticing than one is encountering the given item or is in the given, affective or 
mental, state. However, in principle, one can act upon such primary representations 
without knowing that one encounters the given item, or is in the given state. One 
can simply engage in an action that is appropriate when the item or the state is 
detected, without creating a secondary representation, that is, a representation about 
knowledge of encountering the item or being in the state. According to the self-
ascriptive view, creating such secondary representations, that is 
metarepresentations, is a necessary criterion of metacognition. 

The capacity for metarepresentation, understood as secondary representation, 
could widen the gap between the human and the animal capacity for mental-time-
travelling (Redshaw, 2014). This idea was put forward by Jonathan Redshaw in 
response to the finding that, according to Michael C. Corballis (2013), strengthened 
the case of evolutionary continuity of mental time travelling. Between 2006 and 
2010, several teams of researchers found that rats could not only mentally represent 
familiar routes an earlier-visited maze and replay them forward and backward 
(Foster & Wilson, 2006), but could also represent novel routes (Gupta, van der 
Meer, Touretzky, & Redish, 2010) and were more likely to follow them in the future 
(Pfeiffer & Foster, 2013; Redshaw, 2014). These findings suggested that at least rats 
could use the already-mentioned default mode network to generate mental 
representations of alternative versions of reality. However, the animals could, as 
Redshaw put it (2014), lack the understanding of the relation between these 
representations and reality; that is, the animals did not need to understand that the 
current reality existed independently of their mind and that they could compare the 
representations of “how things were” to “how things are now”. According to 
Redshaw, this understanding was uniquely available to humans who could “embed 
alternative representations of reality within a specific representational context – 
whether that context be another mind, the past, the future, or mere fiction – and 
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relate these representations to a continuously updating model of current reality” 
(2014, p. 520). Animals, on the other hand, could only form uncontextualized 
representations that would pertain to evolutionarily recurrent themes, such as spatial 
trajectories or potential survival threats, or random recombinations of stored records 
of the past. Therefore, the animals, contrary to the humans, could not understand the 
relation between the record of the past and the view of the current situation and 
could not use the records of the past to exert purposeful constructive control over 
the stored records. They could come up with novel alternative scenarios of what 
happened and could happen, but could not generate such scenarios on purpose to 
deal with a difficult situation at hand.  

The metarepresentational gap between the animals’ and the humans’ cognitive 
capacities seemed to come, again, from an absence of evidence and not an evidence 
of absence. But, in principle, one could perhaps design an experimental setup that 
would allow for testing whether this gap actually exists. This task is tricky because 
comparing the “now” against the “past” or the “future”, or comparing two “pasts”, 
or two “futures” with each other may, but does not need to, require the capacity for 
metarepresentation. Such comparisons can be based on first-order representations 
and misrepresentations of the “now”, the “past” and the “future”, treated as currently 
available affective or mental states. However, these comparisons may also be based 
on metarepresentations of such states, if one knows that representations and 
misrepresentations of the “now”, the “past” and the “future” are indeed 
representations about own affective or mental states.  

Making decisions in the face of conflicting perceptual information does not allow 
for testing whether the participant is capable of metarepresentation because it does 
not require comparing the situation at hand against a record of another reality. That 
is only possible if the task relies on a conflict between how the reality is now and 
how it seems to be (cf. Carruthers, 2008). Therefore, it requires creating a conflict 
between a current representation of the reality and a misrepresentation of this reality, 
spurred by a past reality that looked the same yet was not. Using such conflicts 
between appearance and reality allowed for establishing that children before 4-5 
years of age, that is, before the hypothesised onset of episodic memory and episodic 
foresight (e.g., Lee, 2012), have difficulties in discerning between the perceptual 
appearance and the real properties of same-looking items (Flavell, Flavell, & Green 
1983; Flavell, Green, Flavell, Watson, & Campione, 1986; Moll & Tomasello, 
2012; Proust, 2012). In other words, they have difficulties in discerning between 
how the reality is now and how it seems to be, which shows that, at least in humans, 
the development of metarepresentation might coincide with the development of 
episodic memory. As both metarepresentation and episodic memory were related to 
human mental time travelling, creating similar conflicts could perhaps allow for 
testing the overlap between these capacities in animals. 

In an experimental setup that would operate on the conflict between a current 
representation of the reality and a misrepresentation of this reality, one must be 
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confronted with a problem that looks like another problem encountered in the past, 
but in fact requires a retrieval of another problem that had a similar solution. If the 
animal can realise that the representation of the past is actually a misrepresentation 
of the present, it should be able to move away from this misrepresentation and 
search for another record that may contain the relevant solution.  

In this thesis, I am especially interested in creating this conflict. The participant 
should be initially cued to the representation that is perceptually overlapping with 
the situation at hand. Being cued to that representation should result in a currently 
incorrect behavioural response associated with that representation. Once this 
response proves to be unproductive, the participant should be able to select another 
representation that is not perceptually overlapping with the situation at hand, but 
potentially contains information that is more relevant in the current situation. 
Whether the setup introduced in this thesis could allow for concurrent testing of 
metarepresentation and episodic memory, either in the present form or after certain 
modifications, remains open.  

It seems that the two decades of mental-time-travelling and uncertainty-
monitoring paradigms offer multiple clues as to what such a setup could consist of. 
The first clue relates to the question of flexibility: in both paradigms, after a series 
of static experiments, the researchers shifted their interest to dynamic environments, 
in which the animal had to draw on previous experiences in the face of a never-
experienced challenge. The second clue points to inducing a conflict between 
records of the past and the current reality. And the third, and final, clue suggests that 
one needs to track the animal’s behaviour between the presentation of the conflict 
and the eventual conflict resolution. How could all these clues come together in a 
non-verbal experimental setup? The answer can, perhaps unexpectedly, be derived 
from experimental setups used in another field of research: the field of computer 
modelling. 

AMBR and DUAL 
In 1988, the year in which Pentti Kanerva published his book on sparse distributed 
memory, Boicho Kokinov introduced another model: of so-called Associative 
Memory-Based Reasoning (from now on: AMBR; Kokinov, 1988a, 1988b). The 
AMBR modelled processes behind problem-solving and, contrary to most of the 
models at that time, accounted for many malfunctions of human memory. The aim 
of the AMBR was the same as Kanerva’s: to model how memory worked in 
everyday life. It aimed to accommodate a wide range of empirical findings from 
human memory research, and to generate predictions that could be tested in 
relatively simple experimental setups. The setups used by Kokinov and colleagues 
(Kokinov, 1990; Kokinov & Zareva-Toncheva, 2001; Zareva-Toncheva & 
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Kokinov, 2003; Petkov & Kokinov, 2009; Pavlova & Kokinov, 2014) directly 
inspired a setup that, at least to some extent, accommodated the three above-
mentioned clues and was tested with great apes and Goffin’s cockatoos within the 
scope of this thesis (see Papers I-II). 

Because information processing requires a cognitive architecture that would carry 
it out, AMBR also requires such architecture, called DUAL. DUAL is a network of 
units, similar to a neural network, which carries out cognitive processing gathered 
under an umbrella-term of the AMBR (Kokinov & Petrov, 2001). The AMBR 
consists of a set of parallel processes, such as retrieving, mapping, transferring, 
evaluating and updating, that operate on a network of traces (Kokinov & Zareva-
Toncheva, 2001). Each trace carries a piece of information about a certain item: 
object, concept, rule, fact, or episode. The trace is not a stable tangible entity waiting 
for retrieval in the memory store, but a temporary state constructed on the spot from 
the information available in the system (Kokinov & Petrov, 2001). Therefore, 
memory itself is not a physical space, in which items are stored as static structures 
waiting for future retrieval, but is considered a constructive process instead (Bartlett, 
1932; Neisser, 1981; Brewer, 1988; Schacter, 1995).  

In the AMBR, the traces can be reconstructed upon the cue. Which traces will 
participate in this reconstruction is determined by the context formed by three types 
of input: (1) the perceptual input from the current environment, (2) the input from 
the internal model of the world, and (3) the current state of the system, that is, the 
accessibility of specific information at a given moment. This accessibility depends 
on the current activation of the traces: more active traces are more accessible and 
have more impact on the outcome of processing than less active traces. Which traces 
have been activated in an immediately past situation will influence the activation of 
the new traces and, thereby, the behavioural response to the current situation. In 
other words, what we do before tackling a specific task, influences our performance 
in the task. This is intuitive; for instance, writing a letter feels different after reading 
a book than after making calculations, and driving a rental car feels different after 
driving another car than after reading a book. Activation of some specific 
knowledge and/or skills before a given problem, was found to influence the way in 
which we approach it and whether we solve it or not (Kokinov, 1990). This effect, 
known as priming, has been extensively investigated in humans (e.g., Tulving & 
Schacter, 1990; Roediger & McDermott, 1993; Mulligan, 1996), and was tested in 
some experimental setups within the AMBR, described at the end of this section. 

The outcome of our behaviour depends on the context, because the context of 
retrieval affects which information is activated, accessed and retrieved. To simulate 
cognitive processing that incorporates this idea, one needs to simulate the links 
between context, activation and accessibility. First, the current context must 
influence what is activated. Second, what becomes more activated must also become 
more accessible. Third, the simulation of the first two relations must allow for 
flexible processing of dynamic and unpredictable contexts. These three relations are 
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incorporated into the AMBR model and supported by the DUAL network. However, 
to understand how they operate in practice, we need to understand how the network 
itself works first. 

The network consists of basic computational units called agents. A single agent 
can be responsible for a piece of information about a concept, an object or an episode 
(Kokinov & Petrov, 2001), but neither of the agents has all the information that the 
system has about these items. Like in Kanerva’s model, the record is split into traces, 
and each trace is distributed over a set of agents. Such agents are connected to each 
other and form so-called coalitions. The coalitions usually consist of more-or-less 
stable set of agents, but they are not fixed in advance. This means that each time the 
activation spreads in the network, the coalitions are formed dynamically as the 
agents establish the mutual links anew (Kokinov & Petrov, 2001). Whenever the 
activation of the agents exceeds a certain threshold, they form a working memory of 
the system. The most active agents within working memory will form a focus. It is 
noteworthy that both the working memory and the focus can concurrently include 
agents from different coalitions, which contain information relevant enough for the 
problem at hand. This allows for the above-mentioned combinatorial flexibility, that 
is, combining traces that initially belonged to different records in a novel way. 

Taking notes and using them in the future could serve as a good example of how 
coalitions work. When we take notes, we usually have a series of sentences grouped 
source-by-source, e.g., coming from two different books. The sentences written by 
the first author are internally linked to each other, as are the sentences that come 
from the second author. Each sentence is like an agent; and the group of sentences 
from a single book is like a coalition. The sentences are undeniably linked to each 
other because they share the same author. But they can also be linked to sentences 
that come from another author, if, for instance, they contain different pieces of 
information related to the same topic. Now, if we want to find out what one of these 
authors said about a certain topic, we will need the sentences – the agents – to form 
a coalition similar to the initial one; but if we want to know how the topic is 
addressed by both authors, we will need to rearrange the agents into another 
coalition, more fit for this purpose. This is how the context of retrieval shapes the 
currently available coalitions.  

How is it possible in the DUAL architecture? We have already established that 
accessing agents and provoking them to form coalitions relies on their activation. 
This activation reaches different areas of the network by a spreading activation 
mechanism, which can be directed or automatic (Kokinov, 1990). The directed 
spreading is performed when some pieces of information are directly sought after in 
response to a certain cue, whereas the automatic spreading is performed 
continuously, and parallels all other processes carried out within the network. The 
activation is spread through links from one agent to another. The level of activation 
determines how accessible the agent becomes: as the agent becomes more active, 
the associated piece of information becomes more accessible, and is considered 
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more relevant for the current context. Thanks to these operations, the AMBR can 
model how the changes in the context lead to differences in accessibility of different 
traces, and, as a result, different behavioural outcomes. However, dealing with 
dynamically changing contexts is solved in a slightly different way: with an ability 
of setting up temporary links and agents. 

Each agent has a dual function: on the one hand, it can establish links with the 
neighbouring agents, and on the other, it can interact with them. The links and the 
interactions are possible only when the agent’s activation level exceeds a certain 
threshold. A majority of agents and links comes from records of the past experiences 
and, therefore, is permanently available in the system. Each permanent agent can 
pass signals to other agents with a speed proportional to its activation level. 
However, not all agents are equal. In a majority of the coalitions, such as those 
responsible for concepts and objects, there is a leader agent that contains a list of 
frequent coalition members. The leader agents play a crucial role in setting up 
temporary agents and links, as they can emit a special type of signal. Whenever the 
activation of the leader agent exceeds the threshold, it sends out a signal that the 
item encoded in its coalition has been detected. And once this item is detected at 
least twice, for instance, once in the perceptual input and once in the memory traces, 
the system assumes that an item, similar to the previously encountered one, is 
currently available in the environment. The hypothesized similarity between these 
items becomes a separate temporary agent. If this hypothesis is not rejected, the 
agent will become a permanent one; if the hypothesis is rejected, the agent will 
vanish from the network. Setting up such temporary agents supports a dynamic 
predict-implement-update-predict loop in unpredictable situations, and, therefore, 
facilitates adaptive responses to dynamically changing contexts. 

The AMBR simulates how memory works without distinguishing between the 
declarative and the procedural knowledge, but it accounts for two other distinctions 
between memory processes, discussed in psychological research: (1) between the 
long-term memory and the working memory, and (2) between the semantic memory 
and the episodic memory. (1) All agents, regardless of the current activity level, 
belong to the long-term memory of the system. The agents, whose activation at a 
given moment exceeds the above-mentioned threshold, form together the working 
memory of the system, and the most active agents form the focus. It is perhaps worth 
noting that the term of focus was also used in Kanerva’s model, but had a different 
meaning; working memory and attention (focus) will be discussed below in the 
section on Attention. (2) Furthermore, the AMBR accommodates Tulving’s 
distinction between the semantic and the episodic memory, and explains why the 
episodic memory system might be more useful but malleable dynamic context 
changes. Although many coalitions have the leader agents, this is true only for those 
coalitions that refer to items of semantic knowledge: e.g., objects and facts, as only 
these items tend to have a name that can be associated with the leader (“favourite 
song”, “World War II”). This is not the case for episodes, that are typically more 
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complex and unique, and therefore do not have a specific name which could be 
associated with the leader. Because the traces of episodes lack such leader agents, 
they are more decentralized and distributed in the network than the traces of objects 
or facts, and, therefore, are less stable and more susceptible to the current context 
(Kokinov & Petrov, 2001).  

Context-sensitive and flexible retrieval is key for the constructive character of 
memory as we have already seen in the first part of the introduction, and it seems 
that there is a way of accounting for this flexibility in the AMBR model. The model 
does not assume that our memory is perfectly accurate; it assumes that accuracy can 
be sacrificed, whenever flexibility is at stake. The inaccuracies of our memory are 
driven by the same processes of mapping and retrieval that drive memory flexibility 
(e.g., Petkov & Kokinov, 2009). According to the model, remembering is an active 
process of interpreting the available traces, just like visual perception is an active 
process of interpreting the available visual information (Neisser, 1967). Upon the 
cue, a new episode is constructed from the distributed traces; this new trace should 
be as similar as possible to the original episode, but often is rather a hybrid 
interpretation of several relevant past episodes. In this process, different hypotheses 
are constructed as to what happened in the original episode, and these hypotheses 
are systematically rejected, one after another, in a series of activation changes. 
Because only the most active and the most relevant agents will enter the working 
memory, only few most plausible hypotheses will influence the actual behavioural 
outcome of the process. According to the model, such hypotheses-testing and the 
active construction of the episode allow greater flexibility, but leaves room for 
memory malfunctions. 

Problems after problems 
Those who agree that memory is a constructive process ask different questions than 
those that perceive it as a store (Kokinov & Petrov, 2001). Instead of using simple 
artificial testing material, such as series of words, numbers or pictures and testing 
whether the participant remembers something or not, the proponents of the 
constructive view study memory in more natural settings (e.g., Dunbar, 2001; 
Kokinov & Petrov, 2001). Instead of testing how well someone recalls the to-be-
remembered material, they test what use someone makes of whatever she 
remembers, and how the context affects her performance. These two latter questions 
gave rise to Kokinov and colleagues’ interest in simple experimental setups that 
required problem-solving (e.g., Kokinov, 1990; Kokinov & Zareva-Toncheva, 
2001; Zareva-Toncheva & Kokinov, 2003; Petkov & Kokinov, 2009). In a typical 
setup, participants received a series of simple problems, such as mathematical 
equations, short stories, geometry tasks and other. The experimenter recorded how 
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the participants dealt with the problems after dealing with other, similar, dissimilar, 
or unrelated ones. For instance, in a priming experiment from 1990, each participant 
tackled a certain target problem and belonged to one of three groups: control, near-
priming and far-priming (Kokinov, 1990). What the participants did before tackling 
the target problem, differed between the groups. They solved an unrelated problem 
in the control, a related problem in the near-priming, and a related problem followed 
by two unrelated ones in the far-priming. The target problem was, for instance: 
“Imagine a spring with a weight hung on it; if the original spring is replaced with 
one made of the same kind of wire, with the same number of coils, but with coils 
twice as wide in diameter, will the spring now stretch more, less, or the same amount 
under the same weight, and why?” (Kokinov, 1990). The related problem went as 
follows: “There are two rods made of one and the same material with the same width 
and profile, but with different lengths. Each rod is fixed horizontally by one of its 
ends and a weight (the same for both rods) is hung at the other end. Which rod will 
bend more?” (Kokinov, 1990). Mathematic equations and geometry tasks served as 
the unrelated problems. 

Obviously, this experimental setup cannot be directly translated into a non-verbal 
comparative behavioural study. However, the first principle behind Kokinov and 
colleagues’ efforts can be tied to the three above-mentioned clues. The principle is: 
we never solve a newly encountered problem in a void, and solving similar problems 
beforehand changes the way, in which we tackle the current one. This principle has 
been implemented in so-called transfer studies in animal cognition research, but it 
has usually served testing causal understanding rather than memory. Let us have a 
brief look at those studies, as they tend to show how one deals with a given problem 
after solving another, related and helpful, one. 

Transfer studies in animals 
Solving some problems may improve our chance of solving other, somewhat 
similar, ones. But could any animal benefit from such an improvement? This 
question has been repeatedly addressed in the last 25 years, since Elisabetta 
Visalberghi and Luca Limongelli introduced a so-called trap-tube task (Visalberghi 
& Limongelli, 1994; Martin-Ordas, Call, & Colmenares, 2008). In this task, 
capuchin monkeys, first, learned how to push a reward out of a transparent hollow 
Plexiglas tube with a stick. Once the animals mastered this task, they were 
confronted with a same-looking tube with a hole in the middle, through which the 
reward, if pushed from the wrong side, would drop and disappear in a trap. In the 
first tube, it did not matter through which side opening the stick was inserted and 
pushed. However, in the second tube, the choice of the opening could have had 
grave consequences. If the stick was inserted through the opening closer to the food 
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item and pushed, the reward would fall into the trap. Therefore, to avoid losing the 
reward, the monkey had to insert the stick through the more distant opening and, 
only then, push the reward out of the tube. The monkey should have used this second 
strategy, and so avoid pushing the item into the trap, if it understood the causal 
relationships that governed the task. Three out of four monkeys did not perform too 
well, and only the fourth learned to solve the task over time. However, most likely, 
this monkey just learned that it needed to push the stick through the more distant 
opening rather than the causal relationships that governed the task. 

This task gave rise to a variety of different-looking trap tasks: tubes, tables and 
platforms, all of which shared the same principle: animals had to obtain the reward 
by avoiding a built-in trap (Martin-Ordas & Call, 2009). Although these tasks 
followed a similar idea as Kokinov’s (1990), that is, introduced a series of tasks that 
should have improved the participant’s performance in the test task, they were not 
used to study animal memory. They served another purpose instead: of testing, to 
what extent animals could understand causal relationships that governed a given 
task and transfer this understanding across different looking but functionally 
overlapping tasks. Two tasks were typically considered functionally overlapping, if 
they shared the same principle for solution: in this case, avoiding the trap. In such 
experimental setups, other trap tasks had to accompany the trap-tube task. For this 
reason, trap-table and trap-platform tasks were conceived (Martin-Ordas et al., 
2008). The trap-table was first used by Daniel Povinelli to test causal understanding 
in chimpanzees (2000) and consisted of two sections: a left and a right one, 
separated by a partition wall. Each table came with a reward located in the back of 
the table, and a tool that allowed for raking the reward toward the front. Although 
both table sections shared all these elements, there was a substantial difference 
between them: one of the sections had a cut-out hole on the reward’s way. If the 
animal chose to rake the reward located in the back of this section, the reward would 
fall and disappear into the trap. This task was later transformed by Gema Martin-
Ordas and colleagues (2008) into a trap-platform that consisted of two L-shaped 
elements, forming together a U-shaped platform. The two arms of the apparatus 
were directly adjacent to the animal’s cage. As the reward was in the middle of the 
platform, the animal had to push the reward to the left or to the right, and then rake 
to the front. However, just like in the trap-table, one of the L-shaped sections had a 
cut-out hole on the reward’s way. If the reward was pushed to that side, it would fall 
and disappear into the trap. 

The original trap-tube task likewise underwent some transformations over the 
years (Mulcahy & Call, 2006b; Seed, Tebbich, Emery, & Clayton, 2006; Taylor, 
Hunt, Medina, & Gray, 2009), as it was adjusted to the sensorimotor skills and 
preferences of the tested species. For instance, Nicholas J. Mulcahy and Josep Call 
modified the setup to account for the preference for raking over pushing the rewards 
in great apes (2006b), and Amanda Seed and colleagues adjusted it to non-tool-using 
rooks (2006). Overall, only some animals were capable of transferring between the 
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different looking, yet functionally overlapping tasks. Great apes, such as 
orangutans, chimpanzees, bonobos and gorillas, showed neither transfer between a 
trap-tube and a trap-platform in 2008 (Martin-Ordas et al., 2008), nor between a 
trap-platform and other trap-tasks in 2009 (Martin-Ordas & Call, 2009). However, 
the apes seemed to transfer between a trap-tube and a trap-table (Martin-Ordas & 
Call, 2009). In a similar vein, New Caledonian crows were capable of transfer 
between a trap-tube and a trap table (Taylor et al., 2009), and rooks (Seed et al. 
2006) were also found to transfer across some trap-tube setups.  

In general, the trap-task studies focused on two questions: (1) how well animals 
understood the causal relationships that governed the task (Seed et al., 2006), or (2) 
whether animals could use knowledge obtained in one task in another, different 
looking task (Taylor et al., 2009). While using traps could be informative about the 
first question, it could lead to an unclear and/or misleading answer to the second. A 
negative result, that is the lack of transfer across the trap tasks, could have said more 
about the task itself, rather than the species’ cognitive capacities. This is of course 
true for all tasks designed for animals, but the trap tasks seemed to be especially 
problematic. Poor performance on a trap task could have resulted from physical 
limitations on the task’s and noncognitive limitations on the animal’s part. First and 
foremost, the above-mentioned setups had only one thing in common: if the animal 
executed certain motor actions, the reward would disappear into a trap. While such 
disappearing into a trap might be a sufficient criterion of functional overlap for an 
adult human experimenter, it might not be perceived as such by the tested animals. 
Second, the trap tasks limited the behavioural repertoire of the tested animals and 
did not leave much space for flexible behaviours. Both when the trap tasks required 
tool use, which posed an additional difficulty, even to tool-using animals (Seed, 
Call, Emey, & Clayton, 2009a), and when they required simple movements, such as 
pulling a rod (Seed et al., 2006), the pool of correct motor responses was very 
limited. Third, as we have already learned, some of the tasks were not adjusted to 
the animals’ preferences, and therefore, led to failures that revealed more about 
preferences for certain motor actions than causal understanding. Last, but not least, 
it is difficult to assess whether the animals would experience losing a food item to 
a trap in their natural environments. 

The question of whether animals could transfer knowledge across different 
looking tasks, was also tackled by other, non-trap experimental setups. In some of 
those setups, cotton-top tamarins would distinguish functionally relevant features of 
the task from the irrelevant, and transfer across simple tasks (Hauser 1997, 1999); 
Goffin’s cockatoos would flexibly adjust own responses to various configurations 
of locks (Auersperg, Kacelnik, & Bayern, 2013); and red-shouldered macaws, along 
with black-headed caiques, could transfer across problems that required attending 
to the size of gaps and objects that were supposed to pass through those gaps (van 
Horik & Emery, 2016). However, none of these tasks was used to test whether 
animals could transfer knowledge across different-looking problems after a delay, 



 80 

using long-term memory. This question was addressed only in 2012, as Gill L. Vale 
and colleagues retested chimpanzees on a familiar tool-use task from 2008, and then 
confronted them with another, functionally overlapping task (Vale et al., 2016). In 
the original task, the chimpanzees were supposed to obtain a grape, available in one 
of two locations – a closer or a more distant one – using the available toolkit. The 
toolkit consisted of a 28 cm rod and a 39 cm hollow polycarbonate tube, and, in this 
form, allowed only for the retrieval of the closer rewards. To reach the more distant 
rewards, the chimpanzees had to obtain a longer tool by combining the rod and the 
tube. This procedure was carried out in 2008 and the chimpanzees had no access to 
the setup until 2012. In 2012, they received the task again, and not only retained the 
previously used tool-combining techniques but were also faster in obtaining the 
rewards. Once the chimpanzees completed the familiar task, they proceeded to 
another task, in which they received the same toolkit. The new task consisted of a 
box with two openings in the front and two protruding tubes on the top. In each trial, 
one of the tubes was filled with a bunch of grapes. Each opening contained a sliding 
mechanism that, if pushed, would release the grapes from these tubes. However, 
again, the sliding mechanism in one of the openings was closer, and the other was 
more distant, so that pushing the more distant one required the combined tool. The 
chimpanzees were, again, able to combine the tools and use them effectively in this 
task, using a skill that was first acquired three years and seven months earlier.  

However, retesting the chimpanzees in 2012 on the familiar task slightly blurred 
the result in the transfer task. The chimpanzees certainly transferred between the 
two functionally overlapping tasks, but would they be able to do so without the 
retest? Only solving the unfamiliar task without the retest would suggest that the 
chimpanzees retrieved a record of the familiar task from episodic memory. Even if 
they were able to succeed without the retest, the result would reveal that the tested 
chimpanzees, like scrub jays (Clayton et al., 2001) and other great apes (Osvath & 
Osvath, 2008), were capable of using relevant, previously acquired, information in 
a different-looking situation. However, the success would not reveal that the 
chimpanzees had access to memory flexibility, investigated in this thesis. Such 
flexibility would require extracting different pieces of information from at least two 
records of the past and putting them together to resolve a certain problem at hand. 
If any animal could do just that, it should use this ability to own advantage. In other 
words, if the animal solved two helpful problems, each of which could inform the 
current solution, it should be able to extract the relevant pieces of information out 
of those problems and apply them to the current context. However, this ability 
should also have a downside: if any of these problems only seems to be relevant, 
but in fact is misleading and irrelevant, the animal should suffer a conflict between 
the relevant and the irrelevant information. If the animal has a relevant and an 
irrelevant record in long-term memory, it should be hindered by the irrelevant record 
until the conflict between these records is resolved. Therefore, in an experimental 
setup that could address this issue, the animal must be confronted with a problem 
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that would partially overlap with both the relevant and the irrelevant record, 
acquired in the past. Preferably, the irrelevant record should falsely represent the 
current reality, and the relevant record should have little to do with the current 
reality at first glance. For instance, the irrelevant record could overlap perceptually 
with the current problem. Such perceptual overlap would result in an immediate 
cueing to the irrelevant record, which would be associated with a stronger feeling 
of accuracy and falsely represent (misrepresent) the current reality. The other record 
should contain information on the correct solution of the problem at hand, so, in 
other words, it must overlap functionally with the current problem. 

Creating a conflict 
None of the above-mentioned transfer tasks tested what would happen, if solving a 
related and helpful problem was followed by a related yet hindering one. This could 
be a good way of testing whether any animal had access to combinatorial flexibility. 
If this was the case, they should be able to select the relevant helpful problem over 
the hindering one and use it to resolve a novel problem at hand. Creating an 
experimental setup that would allow for investigating this question requires tying 
the three clues derived from the mental-time-travelling and uncertainty-monitoring 
paradigms and two clues derived from Kokinov and colleagues’ experiments. The 
three clues were as follows: (1) in the test, an animal must receive a never-
encountered problem, (2) in the test, one must create a conflict/a difficulty for the 
animal, (3) in the test, one must track the changes in the animal’s behaviour after 
the presentation of the conflict until the animal solves or abandons it. The two 
further clues from Kokinov and colleagues’ experiments are as follows: (4) one must 
use a setup that involves problem-solving, (5) previously solved and related 
problems influence, that is, enhance or hinder, solving the current problem.  

Therefore, in a simplest possible setup, one needs to create a conflict between two 
problems solved in the past, both of which would somewhat overlap with the test 
problem at hand. For instance, the conflict between the problems could come from 
solving two related problems beforehand: one that would facilitate, and another that 
would hinder solving the test problem. If the first problem should facilitate solving 
the test, it could overlap functionally, as then the motor action that led to solving 
that problem would lead to solving the test. And if the second problem should hinder 
solving the test problem, it must be solved with another motor action, but as it must 
be also somehow related to the test problem, it must look more-or-less the same 
(overlap perceptually) as the test problem. This is how one could implement the 
fourth clue in a non-verbal experimental setup. However, in such a setup, the test 
problem could not be completely new; after all, the animal might be able to solve 
the problem spontaneously without any help. Therefore, one must first make sure 
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that the animal could not solve the problem spontaneously by presenting the animal 
with the test problem at the beginning of the experiment. One could not fully 
implement the first clue, but instead, one could test how the animal would perform 
on the same test problem after a delay, without solving any problems – neither 
helpful, not hindering – before another exposure to the same test problem. If the 
animal managed to solve the test problem upon the second exposure, we could not 
say that any problems in between were prerequisite for succeeding in the test. This 
conclusion would only be right, if the animal could not succeed without any training. 
Regardless of the outcome, one could record how the animal behaved and what it 
did until solving, or abandoning the problem, or declining further participation. 
Afterwards, based on the recording, one could code how much time the animal spent 
on interactions with specific components of the problem, and thereby obtain a 
continuous measure of behavioural changes throughout the performance, in 
accordance with the third clue.  

To implement the rest of the clues, that is, the second and the fifth, one would 
need to introduce some problems before the second presentation of the target 
problem. Specifically, first, one should teach the animal how to solve a functionally 
overlapping problem, and only then how to solve another, perceptually overlapping, 
problem. This is how one would create the conflict for the animal: upon the second 
presentation of the test problem, it should be cued to the solution of the perceptually 
overlapping problem, which, however, would not allow for solving the current one. 
Instead, to resolve this conflict, the animal would need to use the functionally 
overlapping problem. Again, regardless of whether the animal could resolve this 
conflict or not, the animal’s performance could be continuously coded as it would 
interact with the problem. In principle, one could also introduce the overlapping 
problems in another order: the perceptually overlapping first, and then the 
functionally overlapping one to compare how the order of presentation influenced 
the performance in the test. However, as the number of animals involved in such 
experiments is usually limited, such comparisons have lower priority than the 
comparison between having the two conflicting trainings and having only a helpful 
one. Finally, following the Kokinov’s priming experiments, one should test, how 
the animal would perform, if it received just one helpful training. Again, in 
principle, one could also test how the animal would perform only after a hindering 
training instead, but this could be as well tested in the future. 

These ideas were transformed into an experimental setup for great apes and 
Goffin’s cockatoos within the scope of this thesis. The experiment comprised of 
three conditions: a control, in which there was no training in between the two 
exposures to the test problem; a no-conflict condition, in which there was a helpful 
training before the second exposure to the test problem; and a conflict condition, in 
which there was a helpful training, followed by a hindering one, before the second 
exposure to the test problem. To ensure that the animals used long-term memory 
upon the second exposure, there was always a 24-hour delay between any 
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experiment-related activity and the second exposure to the test. For details of the 
procedure and the results please see Papers I and II. 

Until now, we have discussed what memory is for, which mechanisms could 
support it and what is known about animal memory. In fact, we focused 
predominantly on retrieval from long-term memory. This retrieval is subject to 
executive control, relies on cooperation between the prefrontal cortex and the 
hippocampus, includes different types of information and can be simulated by 
computer models. However, neither of the models – Kanerva’s sparse distributed 
memory and Kokinov’s AMBR – could model how long-term memory operated 
without the focus – a temporary resource responsible for dealing with currently 
relevant information. On the one hand, in Kanerva’s model, focus was defined as a 
part of architecture tasked with meshing and matching between information 
acquired by the senses and information available in the memory. On the other hand, 
in Kokinov’s model, focus was defined as the most active part of architecture, and 
the most active part of so-called working memory, that is a set of agents whose 
activation exceeded a certain threshold. Both of these definitions point to the same 
function of the focus: active processing of the ever-changing influx of information 
to meet the goals of the system on the one hand, and the dynamically changing 
environmental demands on the other. The capacity for meeting these demands has 
been repeatedly investigated in the last decades in humans and some animals, under 
the names of attention and working memory. Without the processes of attention and 
working memory, we could never deal with the information obtained in immediate 
contexts and build up our long-term memory. In other words, many of our long-term 
memories would never be formed, if it was not for working memory and attention. 
The answer to the question tackled in this part of the introduction, that is, what and 
how animals remember, would be greatly incomplete without considering how 
animals acquire and process information in immediate contexts. For this reason, we 
first need to understand what working memory is, how it is related to long-term 
memory, and how the prefrontal cortex and the hippocampus are involved in the 
processing of the immediate contexts, just like they were in the retrieval from long-
term memory. Hopefully, before we move on to part 4, we will have a better 
overview of how various aspects of memory serve the same function: of flexible 
adaptation to the dynamically changing environment. 

Attention 
We deal with dynamically changing environments on a daily basis. As we are 
equipped with complex perceptual systems (Gibson, 1966) that grant access to 
abundant and detailed information about the continuous changes in the environment, 
we have access to a multimodal perceptual input: a teeming variety of sights, 
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sounds, smells and sensations (Buchsbaum & d’Esposito, 2008). Because we cannot 
process all the information available at any given moment, we need mechanisms 
that will select important pieces of information over other, less important ones. 
Further, this selected information needs to be processed: cut into processable units 
(Pöppel, 2004), compared with memory traces (e.g., Kanerva, 1988), and, under 
certain circumstances, incorporated into long-term memory. These mechanisms – 
of dealing with the influx of perceptual information – are termed attention. Without 
attention, learning and memory would be significantly crippled, if not impossible. 

The attentional mechanisms carry out multiple processes that serve three general 
functions:  basic, selective and executive (Sarter & Demeter, 2008). On the first, 
basic level, the attentional mechanisms support our alertness, that is, general 
readiness for input processing. We must be alert to pick up and keep up with the 
influx of perceptual information coming from the environment. Once the 
information can flow into the system, the attentional mechanisms take on the 
second, selective function, and select the more important pieces of information over 
the less important ones. This selection can be guided by either the perceptual or the 
memory input. Whenever a certain salient or unexpected object in the environment 
would catch our attention, the object was selected in a bottom-up way: something in 
the perceptual input guided the attentional mechanisms to direct the available 
resources toward that particular object (Theeuwes & Burger, 1998; Yantis & 
Hillstrom, 1994; Sarter & Demeter, 2008). Alternatively, we can also use previous 
practice, knowledge or expectations to come up with a certain object template 
(Duncan & Humphreys, 1989; Soto, 2005) and seek after this template by sieving 
the perceptual input. Whenever we use the memory input to search for specific 
information, we engage in a top-down selection. Selecting information – both in the 
bottom-up and in the top-down way – leaves us with a pool of unsorted information, 
all of which was important enough to enter the system. To deal with this pool 
effectively, the attentional mechanisms have to play a third, executive role: they 
need to sort and prioritise some pieces of information over the other. This 
prioritisation must be aligned with the limited attentional resources, the current 
goals of the organism and the ongoing environmental challenges. 

Both the selective and the executive functions determine what will survive the 
immediate moment and enter long-term memory, which, as we have already learned, 
relies on the hippocampus and the prefrontal cortex. But accumulating information 
in long-term memory would not be possible if it was not for brainstem and basal 
forebrain ascending systems. These systems are responsible for the basic function 
of the attentional mechanisms, as they modulate general readiness of the forebrain 
(including the hippocampus and the prefrontal cortex) for input processing (Sarter 
& Demeter, 2008). However, in the recent years, it became clear that these systems 
are equally crucial for learning and memory-based tasks that require detection, 
selection and processing of the perceptual information. They modulate which 
information will be integrated into the processing stream, and so influence the 
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following behavioural response (Sarter & Demeter, 2008). Specifically, the 
ascending systems include the noradrenergic and the cholinergic system, both of 
which play a crucial part in the predict-implement-update-predict loop. On the one 
hand, the noradrenergic system is responsible for selective responding to stimuli and 
a shift in alertness whenever new events or unexpected behavioural outcomes occur 
(Aston-Jones, Chiang, & Alexinsky, 1991; Foote, Berridge, Adams, & Pineda, 
1991; Usher, Cohen, Servan-Schreiber, Rajkowski, & Aston-Jones, 1999). To serve 
these two functions, it can encode the outcome of behavioural responses, and 
support adjusting the performance to the ever-changing external challenges 
(Clayton, Rajkowski, Cohen, & Aston-Jones, 2004). On the other hand, the 
cholinergic system facilitates the executive control exerted by the prefrontal cortex, 
as it supports detection of cues, disengagement from ongoing activities and 
orientation toward the source of the cues (Sarter & Demeter, 2008). Removing the 
cholinergic inputs to the prefrontal cortex results in a persistent and profound 
disruption of several attentional mechanisms (Voytko et al., 1994; Chiba, Bucci, 
Holland, & Gallagher, 1995; McGaughy, Everitt, Robbins, & Sarter, 2000; Turchi 
& Sarter 1997, 2000; Burk & Sarter 2001; Burk, Herzog, Porter, & Sarter, 2002; 
Berntson, Shafi, Knox, & Sarter, 2003; Dalley et al., 2004; Martinez & Sarter, 
2004), such as sustenance of attention (McGaughy, Kaiser, & Sarter, 1996) and 
detection of cued stimuli (Chiba, Bushnell, Oshiro, & Gallagher, 1999), showing 
that the cholinergic inputs are crucial for accurate prefrontal processing. 

Top-down selection of information in the perceptual input relies on memory: 
previous practice, knowledge and experience. In sparse distributed memory model, 
the information retrieved from memory met the information received within the 
perceptual input in a part of the architecture called focus. This definition was quite 
narrow: it was constrained to the top-down selection, as the focus comprised of 
potential cues from the perceptual input and traces from the memory input. On the 
other hand, in the AMBR model, focus was defined as the most active set of all 
agents that exceeded a certain activation threshold and entered working memory. 
The term of focus of attention has also been repeatedly used in psychological 
literature, but there is no consensus as to what this term means. Its definition can be 
similar to Kokinov’s; for instance, Nahid Zokaei and colleagues defined it as a 
“more prioritised state” of some pieces of information, out of all the information 
currently available to the attentional mechanisms (Zokaei, Ning, Manohar, 
Feredoes, & Husain, 2015). According to this definition, the information can be 
brought to the focus of attention both in the above-mentioned bottom-up and top-
down ways. However, others, such as Nelson Cowan and Klaus Oberauer, defined 
the focus in another way (Cowan, 1995, 1999; Oberauer, 2002). According to the 
AMBR model, neither the focus nor long-term memory was limited. However, 
according to Cowan’s and Oberauer’s approach, whereas the activated part of long-
term memory is not capacity-limited, the focus of attention has a limited capacity 
(Cowan, 1995, 1999; Oberauer, 2002). Regardless of this difference, both this 
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approach and the AMBR model agree that both the (sufficiently) activated part of 
the long-term memory and the focus of attention constitute working memory. 

The interplay between attentional mechanisms and working memory has again 
been explained in different ways in psychological research (Zokaei et al., 2015). 
These explanations, in general, come from one of two approaches: in the first, 
developed by Cowan (1988, 1995, 1999) and Oberauer (2002, Oberauer et al., 
2009), working memory emerges from selective attentional mechanisms directed 
toward information stored in long-term memory; in the second, initiated by Alan 
Baddeley and Graham Hitch in 1974, the attentional mechanisms relate to a central 
executive that controls and supervises several working memory resources (Baddeley 
& Hitch, 1974; Baddeley, 2000; Abrahamse, Majerus, Fias, & van Dijck, 2015). To 
understand how the concepts of attention, working memory and long-term memory 
relate to one another, we first need to have a closer look at how the concepts of 
working and short-term memory evolved over the years. 

Working memory 
The terms of working and short-term memory emerged in the 1950s, and have both 
gone a long way since then. Initially, they described a passive store-like memory 
resource: a place in or a part of the memory system, in which information was 
temporarily stored for immediate use (Newell & Simon, 1956; Miller, Galanter, & 
Pribram., 1960). Then, in the 1970s, the emphasis shifted for the first time: working 
memory was no longer merely a passive store, but a combination of storage and 
processing (Daneman & Carpenter, 1980). And after the 1980s, the emphasis shifted 
again, toward a more processual approach, as working memory became more and 
more tied to executive functioning (Cowan, 1988; Engle, 2002). 

That memory is not a uniform construct, and comprises of at least two distinct 
systems, became clear in 1957, when William B. Scoville and Brenda Milner (1957) 
described a case of H. M.’s memory. H. M. was a 29-year-old motor specialist who 
suffered from epileptic seizures since he was 10, after being knocked down by a 
bicycle at the age of 9. As he did not respond to maximum doses of conventional 
medication, he underwent a so-called bilateral medial temporal-lobe resection. In 
practice, this meant that he lost large parts of the hippocampus, and, as a result, the 
ability to permanently store new pieces of information, such as facts and events. H. 
M.’s long-term memory was profoundly disturbed; but his short-term memory 
seemed intact, as he was still able to temporarily store and repeat back, for instance, 
a series of digits (Buchsbaum & D’Esposito, 2008). This distinction between 
temporary and permanent storage in the behavioural outcome spurred a distinction 
between short-term memory, responsible for temporary maintenance, and long-term 
memory, responsible for permanent maintenance of information.  
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The term of short-term store was first used by Donald Broadbent in 1958, 
followed by George Sperling’s short-term memory in 1960. They used this term to 
describe a decaying sensory trace (Cowan, 2017), which today would be described 
as sensory memory. The short-term store gained a new meaning in 1968, when 
Richard Atkinson and Richard Shiffrin put forward their influential multistore 
model of memory (1968). According to their model, the short-term store received 
selected information from the sensory registers (perceptual input) and from long-
term memory store (memory input). In other words, the short-term store was a 
passive middleman between the sensory registers and long-term memory, and, to 
reach the long-term memory store, the newly acquired pieces of information had to 
pass through this middleman. In this model, only the sensory registers were 
specialized in dealing with a specific sort of input, for instance, visual, or auditory, 
or haptic (domain-specific). These different sorts of inputs ended up in the short-
term store, which was not specialized (domain-general) in the model; although the 
authors did not exclude the possibility that the short-term store likewise comprised 
of more specialized sub-stores, they decided that there was no sufficient empirical 
evidence at that time to support the existence of such sub-systems and their inclusion 
in the model. Such subsystems were introduced six years later, in 1974, when the 
short-term store became a part of working memory (Baddeley & Hitch, 1974).  

The very term of working memory was introduced in the 1950s, and was first used 
in relation to computer memory. Namely, in 1956, Allen Newell and Herbert A. 
Simon wrote about a computer working memory, which was basically a place that 
temporarily stored information for immediate use (Newell & Simon, 1956; Cowan, 
2017). The term was soon adopted by psychologists, and in 1960 Miller and 
colleagues used the term of working memory to describe a part of the mind that 
stored information about goals that were prerequisite for carrying out actions in the 
environment (1960). Then, fourteen years later, working memory met short-term 
store in a multicomponent model put forward by Alan D. Baddeley and Graham 
Hitch (1974). The multicomponent model evolved from the multistore model 
introduced by Atkinson and Shiffrin (1968). It was no longer a storage-based 
system; now it included passive stores that held currently available information for 
active processing that would extend longevity of the held information. The short-
term store itself was no longer unitary; now it comprised of two specialized stores: 
a phonological and a visuospatial one (Baddeley, 1986). In this model, the sensory 
information was first analysed in perceptual modules (earlier: sensory registers), and 
then transferred into specialized stores that temporarily held this information 
(earlier: a domain-general store). These stores would hold information for a certain 
limited time regardless of the processes that could extend such maintenance. Each 
of these passive stores was accompanied by an active process that perpetuated the 
held information and prevented its decay (Cowan, 2017). The first process, so-called 
articulatory rehearsal, operated on the information in the phonological store; 
together they formed the phonological loop that stored and maintained information 
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in a verbal form. The second process, so-called saccadic rehearsal, operated on the 
information stored in a passive visual store, with which it formed the visuospatial 
sketchpad that stored and maintained visuospatial information. Senses other than 
vision and – to some extent – hearing - were not introduced the model. With only 
two systems – the phonological loop and the visuospatial sketchpad - the 
multicomponent model accounted only for the perceptual input into working 
memory, and not for the input from long-term memory. It changed in 2000, when 
Baddeley, alongside the two already-mentioned systems, introduced a third one: a 
so-called episodic buffer. This additional system could store and maintain 
associations between different kinds of information and opened the model up for 
the input from long-term memory. In all versions of the model, the operation of the 
sub-systems – the phonological loop, the visuospatial sketchpad, and later the 
episodic buffer – was controlled and supervised by a so-called central executive that 
managed the flow of information in and out of the sub-systems. 

The idea of passive store-like character of working memory did not hold for long. 
In yet another approach to working memory, Cowan put forward a more generic 
definition (Cowan, 1988; 2017), according to which, working memory was 
composed of any information temporarily held in any form. As it was unclear which 
and how many working memory modules existed, there was no point in speculations 
about the number and the character of the hypothesized stores. To avoid such 
speculations, working memory became solely an information-processing system. 
The perceptual input entered a stream of information processing through a brief 
sensory store and joined the activated information from long-term memory. 
Together, these pieces of information – from the senses and from long-term memory 
– formed a pool of currently available information. Within this pool, executive 
processing could bring different pieces of information to the focus of attention. 
Because this focus of attention had a limited capacity and could process roughly 
three to four items, only some of the currently available information could be 
simultaneously analyzed (Cowan, 1988; 2017).  

The role of central executive was prominent in both Baddeley’s and Cowan’s 
models, but only Randall W. Engle equaled the concept of working memory to so-
called executive attention, blurring the line between the two (2002). In his 
definition, working memory was described as the use of attention to manage goals 
and select some over the other. Executive attention operated in conjunction with 
short-term storage mechanisms that held relevant information, but did not require 
attentional processing. In this model, the specialized stores were back in place to 
hold information, which was efficiently used by the executive attention processes. 
However, Engle and colleagues (e.g., Engle 2002; Engle & Kane, 2004; Kane & 
Engle, 2002; McVay & Kane, 2009) were no longer interested in the short-term 
storage processes, as they were no longer a part of working memory. Working 
memory was now solely about attention-control processes, that is, the operation of 
the central executive in the previous models. Further, Engle suggested that working 
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memory capacity, or executive attention, was particularly important in situations 
that required a resolution of conflicting response tendencies, retrieved from long-
term memory (2002). Therefore, working memory capacity was crucial for issuing 
a flexible behavioural response to a problematic situation that partially overlapped 
with some previous situations that led to contradictory behavioural responses. In 
other words, working memory capacity was crucial for dealing with the conflict at 
hand, even if the conflict was spurred by the records retrieved from long-term 
memory. Before we further explore the links between working and long-term 
memory – let us have a closer look at the issue of capacity and capacity limits within 
working memory. 

Capacity limits 
We have already learned that the focus of attention has, at least according to some, 
a limited capacity of three to four items (Cowan, 2001). However, whether such 
capacity limits exist, and how large they are, is a much-debated issue. According to 
Cowan, already in 2001, there were at least seven different answers. Those that 
contested the existence of such limits, contested the very existence of short-term 
memory (Crowder, 1982; Cowan, 2001). And those that accepted the existence of 
the latter, in general agreed that some capacity limits were in place. Some of the 
short-term memory proponents argued that different types of material (Wickens, 
1984) and different tasks (cf. task-specific account, Cowan, 2001) had different 
material-specific or task-specific limits; others offered different capacity limits for 
storage and processing (Daneman & Carpenter, 1980; Halford, Wilson, & Philips, 
1998). And finally, the last group, including George A. Miller (1956) and Nelson 
Cowan (2001) favoured fixed capacity limits. They both also proposed that this 
fixed limit can be overridden by a cognitive strategy, called chunking. Chunking 
allows for cutting a series of information into smaller portions, for instance, when 
we group a long phone number into two- and three-digit chunks. The digits that end 
up in one chunk will be more related to each other, for instance, follow each other 
in closer temporal and spatial proximity, than to the digits that belong to other 
chunks. Chunking strategies can be applied to different sorts of information. For 
instance, Miller suggested that a sequence of inputs can be recorded under a concise 
name, turning it into a single input freeing up space for other inputs. Because 
assigning the name to the sequence of inputs relied on records associated with this 
name in long-term memory, the contents of long-term memory could influence the 
contents of working memory. According to this approach, working memory could 
hold from 5 to 9 chunks at any given moment. 

Cowan (2001) supported a smaller capacity limit – of 3 to 5 chunks – but, as we 
have already learned, agreed that the contents of long-term memory influenced the 
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contents of working memory. After all, working memory consisted, to a great extent, 
of an activated portion of long-term memory. According to Cowan’s approach, this 
activated portion of long-term memory was not limited by capacity, but by time and 
susceptibility to interference between concurrently activated items. The capacity 
limit was only imposed on the focus of attention, in which it could be, like in 
Miller’s approach, overridden by chunking. Although the number of chunks was 
limited to a maximum of 5 chunks, the amount of information available in these 
chunks could, in principle, remain unlimited (Cowan, 2001). The size of chunks 
was, for instance, dependent upon long-term memory, as Gobet and Simon (1996, 
1998) showed in expert and non-expert chess players. While the number of chunks 
was the same for all players, the degree of expertise correlated with the size of the 
chunks; namely, the expert players could hold more information within each chunk 
than the non-expert ones. Recently, Thalmann, Souza, and Oberauer (2018) 
confirmed this finding experimentally, as they showed that chunking could indeed 
reduce the load on working memory and rely on long-term memory. The authors 
suggested the following relation between these two memories. When individual 
items are encoded into working memory, they may be compared with records of 
previous chunks detected in long-term memory; if a matching record is found, it is 
retrieved and encoded into working memory.  

Let us imagine that the individual items are like eggs that are being put into an 
egg shelf in the fridge. Some of these shelves have an egg rack, that is, a piece of 
wood, plastic or metal with cut-out holes, which can securely hold a bunch of eggs. 
Using the egg rack – a chunking template retrieved from long-term memory – allows 
for putting together a number of eggs which would otherwise fill up the whole shelf, 
changing position with each opening of the fridge. The relevant templates retrieved 
from long-term memory are encoded into working memory, just like the egg-rack 
is inserted into the fridge shelf. The templates put the items together and, in a sense, 
create an egg-rack with six eggs instead of six single eggs, freeing up space for 
inserting the next ones. 

However, it seems that these chunking templates may apply rather to complex 
real-world objects than to simple stimuli, such as colours or orientations (Brady, 
Stormer, & Alvarez, 2016). Because such templates for simple stimuli are not 
available in long-term memory, the capacity limit for simple stimuli may be filled 
up more rapidly than for the real-world objects. For instance, Brady and colleagues 
found that when participants had more and more time for acquiring information 
about the simple stimuli on one hand and the real-world objects on the other, they 
showed a small capacity limit for the simple stimuli, and virtually no limit for the 
real-world objects. As the participants were given more and more time, they were 
able to acquire and store more and more detailed information about the real-world 
objects. This was not the case for the simple stimuli: already within the first 100 
milliseconds of the encoding time, the participants’ working memory filled up, and 
the capacity limit was reached. Therefore, Brady and colleagues (2016) showed that 
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the relevance of the presented stimuli played a role in encoding into working 
memory, just like it plays a role in encoding, storage and retrieval from long-term 
memory (Konkle, Brady, Alvarez, & Oliva, 2010; McWeeny, Young, Hay, & Ellis, 
1987; Bower, Karlin, & Dueck, 1995). In a similar vein, the capacity limit for 
complex-but-meaningless objects may be even lower than the limit for the simple 
stimuli (Luria, Sessa, Gotler, Jolicoeur, & Dell’Acqua, 2010).  

It seems the participants could actively operate on a greater amount of 
information in working memory when they dealt with meaningful and relevant 
objects. But meaningfulness might not be the only aspect that supports such 
encoding. In fact, cross-modal objects, that is those that engage more than one sense, 
e. g., vision and hearing, are remembered better than modality-specific objects 
(Thompson & Paivio, 1994; Goolkasian & Foos, 2005; Delogu, Raffone, & 
Belardinelli, 2009), and, likewise, working memory capacity for such cross-modal 
objects can be greater than for unimodal ones (Saults & Cowan, 2007; Fougnie & 
Marois, 2011). Therefore, both robust cross-modal information and meaningfulness 
may contribute to complex high-resolution bindings, which are supported by the 
hippocampus (Yonelinas, 2013). The role of the hippocampus in working memory 
is not as straightforward as it was in long-term memory. Nevertheless, a damage to 
the hippocampus can disrupt performance on some working memory tasks, which 
suggests that it must be somehow responsible for the related information processing. 
As we might remember, the hippocampal damage did not affect H.M.’s short-term 
memory, and in fact, it seems that working memory for digits and other single items, 
such as words or locations, could remain unaffected by such damages. However, 
real-world objects and events do not comprise of single features or simple 
associations; they are multimodal and require remembering multiple features and 
complex associations between these features. For instance, on a daily basis, we need 
to remember precisely where objects were when we last saw them, or how different 
objects or people were located with respect to one another. When we recall what 
exactly happened between two people in the street, one of whom is now covered in 
blood, we need to report precise information about what, where and how happened, 
who was involved, and which objects were used to cause the resulting effect. This 
ability – of binding all these features of a certain past situation – relies on the 
hippocampus. But to remember this binding after a delay, we need to encode it in 
working memory first, and it seems that the ability of such complex and high-
resolution binding within working memory is impaired after hippocampal damages 
(Jeneson, Mauldin, & Squire, 2010; Watson, Voss, Warren, Tranel, & Cohen, 2013; 
Warren, Duff, Tranel, & Cohen, 2010; Hannula, Tranel, & Cohen, 2006; Quak, 
London, & Talsma, 2015). 
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Working versus long-term memory 
There is no consensus as to what working memory is, and whether it is limited or 
not. Likewise, there is no consensus on the relationship between working memory 
and long-term memory. The views on this relationship range from complete 
independence (e.g., Baddeley, 1986; Barrouillet & Camos, 2015), through partial 
dependence (e.g., Cowan 1999; Oberauer, 2002), to no distinction between working 
memory and long-term memory whatsoever (Crowder, 1982; Nairne, 2002). 
According to the view of complete independence, working memory and long-term 
memory serve two non-overlapping functions, and therefore represent two 
functionally distinct aspects of memory (Unsworth, 2010). Specifically, working 
memory is responsible for storing and manipulating a small portion of information 
relevant in the immediate context; conversely, long-term memory is responsible for 
storing all previously acquired records of the past. Because of this functional 
difference, the information stored in each of these two systems is prone to different 
mechanisms of transformation and loss: decay over time in working memory, and 
interference in long-term memory (Unsworth, 2010). This view was, for instance, 
shared by Baddeley (1986, 2007) as well as Schacter and Tulving (1994). According 
to another extreme view, in which there is no distinction between working and long-
term memory, dealing with immediate and delayed contexts relies on a single 
unitary memory system (Crowder, 1982; Melton,1963; Nairne, 2002; Surprenant & 
Neath, 2008). 

However, based on the above-mentioned findings, it seems that the lack of 
distinction between working and long-term memory is not consistent with H.M.’s 
selective disruption:  a complete loss of long-term memory and a retention of more-
or-less intact working memory skills (perhaps with a limited access to high-
resolution binding). Complete independence between working and long-term 
memory also does not seem to hold, as records stored in long-term memory can 
influence the size of chunks and facilitate processing of real-world objects over 
simple stimuli. Therefore, the intermediate view, in which working memory 
comprises of sensory information and the activated content of long-term memory 
(Cowan, 1999; Oberauer, 2002), seems to fit best with the above-mentioned 
findings. According to this view, there is a partial overlap between working memory 
and long-term memory, and, therefore, they are used conjointly in everyday 
situations. However, as they do not overlap fully with each other, the overlap in 
neural networks that support working vs. long-term memory should only be partial, 
and, likewise, working and long-term memory should have both overlapping and 
unique properties.  

Working and long-term memory should be related, but somewhat distinct 
(Unsworth, 2010). In accordance with this approach, the relationship between 
working and long-term memory seems to be bidirectional (Loaiza & Camos 2018; 
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Loaiza & Halse, 2018). Working memory influences episodic long-term memory 
(Camos & Portrat, 2015; Loaiza & McCabe, 2012, 2013; McCabe, 2008), and long-
term memory in turn influences working memory (Loaiza & Camos, 2018; Loaiza, 
McCabe, Youngblood, Rose, & Myerson, 2011; Rose, Buchsbaum, & Craik, 2014). 
First, increasing the number of distractors in a working memory task facilitates 
better retrieval of this task from episodic long-term memory after a delay (Loaiza & 
Halse, 2018). Second, when participants encode a list of consecutive items while 
solving non-related problems, they also remember those items better after a delay, 
than when they encode the list without such concurrent problem-solving. This 
relationship is called McCabe effect. Third, a similar effect was also detected in 
another task, in which participants encoded twice-presented target items. Some 
target items were presented twice with an unfilled interval in between, and for the 
remaining target items some distracting items were presented in the interval. 
Interestingly, right after the presentation, participants remembered the two targets 
that were not separated by the distractors better than those that were separated by 
the distractors. However, after half an hour, the participants showed better recall for 
the items separated by the distractors. All in all, putting an additional load on 
working memory, and forcing the immediate processing to resolve interference 
between competing items, improves delayed recall. In other words, dealing with an 
immediate conflict in working memory supports later retrieval from long-term 
memory. 

Back to the central executive 
In part 2, we learned that the prefrontal cortex was responsible for resolving 
conflicts between the newly acquired experiences and the records retrieved from 
long-term memory, and, in general, worked as the ultimate conflict resolver in our 
brain. Therefore, we might expect that resolving conflicts in immediate contexts 
likewise engages the prefrontal cortex. This intuition is correct, as this brain area is 
crucial for prioritising and selective allocation of attentional resources to currently 
relevant goals (Rossi, Pessoa, Desimone, & Ungerleider, 2009). In fact, the concept 
of working memory as executive attention, introduced by Engle in 2002, may, to a 
large extent, overlap with the concept of executive functioning (2002), which was 
likewise described in part 2. 

The prefrontal cortex oversees the executive control, a top-down influence on a 
range of psychological processes (Shallice & Burgess, 1996; Smith & Jonides, 
1999; Miller & Cohen, 2001). The mechanism that supports such executive control 
received two different names in experimental psychology and neuropsychology. 
Experimental psychologists assigned the executive control to working memory 
capacity (Baddeley, 1986), and investigated the role of working memory capacity 
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in controlling attention under conditions of interference and distraction (Engle & 
Kane, 2004). Conversely, neuropsychologists assigned the executive control to 
frontal-lobe, or executive, functioning (Carlson, 2005; Fuster, 1997; McCabe, 
Roediger, McDaniel, Balota, & Hambrick, 2010; Salthouse, Atkinson, & Berish, 
2003; Stuss & Knight, 2002), and investigated the relationship between the frontal-
lobe functioning and the control of goal-directed behaviour, especially under novel 
circumstances (Banich, 2009; Lezak, 1995; Fuster, 1997).  

Despite this terminological difference, both concepts – of working memory 
capacity and frontal-lobe functioning – put emphasis on the same function: control 
of attention directed at conflict resolution. Moreover, both working memory 
capacity and frontal-lobe functioning were central to theories of episodic memory, 
and both were strongly related to episodic memory performance (McCabe et al., 
2010). Specifically, both working memory capacity and executive functioning 
predict performance on several attention-demanding episodic memory tasks 
(Oberauer, 2005; McCabe et al., 2010), and both mediate age-related differences in 
episodic memory (Park et al., 1996; 2002; Bugaiska et al., 2007; Ferrer-Caja 
Crawford, & Bryan, 2002; McCabe, Roediger, McDaniel, & Balota, 2009; 
Taconnat, Clarys, Vanneste, Bouazzaoui, & Isingrini, 2007; Troyer, Graves, & 
Cullum, 1994). Based on these findings, David P. McCabe and colleagues suggested 
that these concepts may also share a common underlying attentional ability (2010) 
called executive attention after Engle and colleagues (Engle & Kane, 2004; Kane & 
Engle, 2002; McVay & Kane, 2009). After comparing performance on several 
working memory capacity, executive functioning and episodic memory tasks in 18- 
to 90-year-old participants, they found that the tasks that supposedly tapped into 
working memory capacity and executive functioning, in fact measured a very 
similar construct of the executive attention. They hypothesized that executive 
attention had two main responsibilities: maintaining a goal throughout the task and 
resolving interference, particularly when a prepotent behavioural response and task 
demands were in conflict. They also showed that age-related decline in episodic 
memory was driven by age-related declines in working memory and executive 
functioning, confirming that both constructs were profoundly related to episodic 
memory. 

Age-related decline in performance on working memory and executive 
functioning tasks has also been found in some animal species, such as rats and 
pigeons (Bizon, Foster, Alexander, & Glisky, 2012; Coppola, Hough, & Bingman, 
2014). This decline has been tied to changes in the prefrontal cortex and the 
hippocampus in rats (Bizon et al., 2012), and the functional analogue of the 
hippocampus in pigeons, the hippocampal formation (Coppola et al., 2014). The 
pigeon’s functional analogue of the prefrontal cortex, called nidopallium 
caudolaterale, has not been tied to this age decline yet; however, as the nidopallium 
caudolaterale was linked to working memory in carrion crows (Veit, Hartmann, & 
Nieder, 2014; Hartmann, Veit, & Nieder, 2018) and executive control in pigeons 
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(e.g., Rose & Colombo, 2005), it is only reasonable to suspect that this area may 
also be involved in age-related decline of performance on the corresponding tasks. 

Comparative studies of the interplay of working memory, executive functioning 
and long-term memory can reveal cross-species similarities and differences as to 
how animals and humans use their memory. But such comparative studies can also 
serve another purpose – of investigating which aspects of working memory, and so 
memory in general, may be available to all animals with the prefrontal cortex or the 
nidopallium caudolaterale, and which may be available uniquely to humans. 
Speculating about the uniquely human aspects of cognition does not belong to the 
scope of this introduction because, on one hand, too little is still known about animal 
memory, and on the other, recent findings point to more similarities than differences 
in some memory processes in animals and humans (Roberts & Santi, 2017). Taking 
the lack of evidence for the evidence of the lack could only lead to unsubstantiated 
claims about differences between animal and human memory and could potentially 
hinder the investigation of similarities between the two. Before we proceed to 
exploring possible similarities between animal and human working memory, let us 
find out how one can test working memory without words. 

Working memory in animals 
Although the term of working-memory was first used only in the 1950s, the interest 
in animal memory for immediate contexts dates back at least to 1913 and Walter S. 
Hunter’s delayed-response task (Dewsbury, 2000; Hunter, 1913; Roberts & Santi, 
2017). In this task, an animal was typically constrained to a compartment with an 
outlook at three nearby doors. Above each door, there was a switched-off light, one 
of which would switch on in full view of the animal at a certain point during the 
experiment. The light above one of the doors signalled that behind this door and this 
door only, a reward was waiting for the animal. The light soon would switch off, 
and after a certain delay, the animal would be released from the compartment and 
could choose one of the doors. Obviously, the choice was correct only if the animal 
chose the baited door. Hunter (1913) tested three animal species in this setup: a rat, 
a raccoon and a dog, finding that each of the species started to make mistakes after 
a varying delay. This delay, called retention interval, equalled 10 seconds for rats, 
25 seconds for raccoons and impressive 5 minutes for dogs. The differences in the 
retention interval played well into contemporary efforts of establishing a hierarchy 
of animals, with those that could wait longest at the top, and those that would fail 
after shortest intervals at the bottom. However, establishing such a hierarchy proved 
difficult, if not impossible, as the performance was found to depend more on setups 
and experimental procedures than on the choice of species (Roberts, 1998). For 
instance, in Hunter’s study from 1913, the dogs simply oriented the body toward the 
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correct door when the light was switched on and remained in this position for several 
minutes, contrary to the rats and the raccoons that did not orient the body toward 
the signal. Once the dogs were released from the compartment, they headed in the 
direction that overlapped with their body orientation.  

Before the 1950s, the delayed-response task, in various versions, was tested with 
a range of animals, such as primates, from lemurs to orangutans and chimpanzees 
(Harlow, 1932; Harlow, Uehling, & Maslow, 1932; Maslow & Harlow, 1932; Yudin 
& Harlow, 1933; Tinklepaugh, 1932), New World monkeys (Harlow & Bromer, 
1939), and rats (McAllister, 1932). This task was not only used to test memory skills 
in healthy animals; it was also adopted by Carlyle F. Jacobsen to study memory 
impairments in chimpanzees with lesions of the prefrontal cortex (1936). He used a 
version of another task introduced by Hunter (1913), in which an animal observed 
hiding of a food reward in a certain location and could search for it after a certain 
delay. The item was hidden in one of the wells (Hunter, 1913) or boxes (Jacobsen, 
1936) in a full view of the animal, but to later find the hidden food reward, the 
animal had to operate on items that were no longer available in the visual field. 
Specifically, while the reward was still visible at the beginning of the trial, the 
animal had to encode the item and the location in which it was subsequently hidden; 
once the item was no longer visible, the animal had to hold it “online” in working 
memory; and once the opportunity of getting the item appeared, the animal should 
have engaged in a motor action: seek after the reward in the correct location 
(Buchsbaum & D’Esposito, 2008). The healthy chimpanzees could carry out all of 
these three steps; but those that suffered a lesion to the prefrontal cortex, were not 
capable of fulfilling the second step and therefore failed the task (Jacobsen, 1936). 

The delayed-response task belongs to a larger family of delay tasks, in which a 
retention interval is administered between the exposure to certain stimuli and the 
opportunity of behavioural response on the animal’s part. All tasks in this family 
require the same general three steps – encoding, “online” maintenance, and issuing 
a behavioural response; however, some rely on encoding and maintenance of spatial 
information, and others require operating on non-spatial information instead. The 
spatial (navigation) tasks include the already-described delayed-response task and 
the delayed-alternation task; the non-spatial tasks may require delayed-matching-
to-sample or delayed-non-matching-to-sample tasks (Funahashi, 2017).  

The delayed-alternation task was first used in rats by Harvey Carr in the early 
1900s (1917, 1919), and was later picked up in the 1930s in tests of rats (Loucks, 
1931), raccoons (Elder & Nissen, 1933), and chimpanzees (Nissen & Taylor, 1939). 
In a typical delayed-alternation task, an animal needs to navigate in a maze 
consisting of at least three arms. The maze can be T- or Y-shaped, or radial. 
Regardless of the maze’s shape, the animal should enter the arms, one after another, 
to retrieve food items from the farthest ends of these arms. In T-shaped and Y-
shaped mazes, the animal typically starts the task from the longest arm and can 
choose either of the two shorter ones; conversely, in the radial mazes (first in Olton 
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& Samuelson, 1976; Zoladek & Roberts, 1978), the animal usually starts from a 
central hub and then proceeds to the eight arms that radiate outward and so create 
an asterisk-like shape with the hub in the center. In the delayed-alternation task, the 
animal should typically explore the available arms, one after another, without 
coming back to any already-explored arms. This task has become increasingly 
popular since the 1970s and Atkinson and Shiffrin’s model of short- and long-term 
storage (1968; Honig & James, 1971).  

The radial maze became perhaps the most popular setup in spatial memory studies 
after the 1970s, as another task from the same family, called delayed matching-to-
sample, prevailed in non-spatial setups. Although the delayed-matching-to-sample 
was initially designed for chimpanzees in the 1940s (Finch, 1942), it has since been 
tested in a range of animals, such as mice (e.g., Yhnell, Dunnett, & Brooks, 2016), 
rats (e.g., Wallace, Steinert, Scobie, & Spear, 1980; Winters, Matheson, McGregor, 
& Brown, 2000), pigeons (Roberts, 1980; Roberts & Grant, 1976; Zentall, Hogan, 
& Moore, 1978), jungle crows (Goto & Watanabe, 2009), scrub jays (Olson, Kamil, 
Balda, & Nims, 1995), rhesus macaques (e.g., Davachi & Goldman-Rakic, 2001; 
Lee, Conroy, McGreevy, & Barraclough, 2004; Scott, Mishkin, & Yin, 2012), 
chimpanzees (e.g., Finch, 1942; Beran & Washburn, 2002), gorillas (Vonk, 2003), 
orangutans (Vonk, 2003) and other. In a typical delayed matching-to-sample task, 
an animal is first presented with a certain to-be-remembered item. After this 
presentation and a given retention interval, the animal is exposed to a set of at least 
two items, including the already seen one. Now, in the matching-to-sample task, the 
animal, upon this second exposure, needs to choose the to-be-remembered item 
from among the distractors to obtain a reward. Conversely, in another variant of this 
task, so-called non-matching-to-sample, the animal should now choose an item that 
is different from the to-be-remembered one. 

Using such delay tasks allows for investigating whether animal and human 
working memory are enhanced or hindered in similar experimental procedures. If 
similar procedures triggered similar improvements or impairments of performance 
in mammals, birds and humans, one could infer that mammalian, avian and human 
working memory could rely on similar mechanisms. It seems that there are several 
parallels between mammalian, avian and human working memory, as numerous 
studies showed in recent years (Roberts & Santi, 2017). These studies usually 
introduced diverse versions of delayed matching-to-sample setups to induce either 
enhancing or hindering effects on working memory of the tested species. Some 
animals, like humans, improved on working memory tasks after practice. For 
instance, pigeons trained on fixed delays in a delayed matching-to-sample task 
could retain the sample and make a correct choice in the test after longer and longer 
delays (Grant, 1976). This effect – of extending the retention interval after training 
– suggested that information loss in the pigeons’ working memory did not simply 
result from decay in a passive short-term store, but was subject to active processing 
that likely became more and more efficient over time. Two other findings from 
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pigeon studies showed that the animals indeed actively processed the acquired 
information. Pigeons, like humans (Tulving et al., 1996; Habib et al., 2013), showed 
better memory for surprising or novel samples than for expected ones (Maki, 1979), 
and, further, this advantageous effect of surprise and/or novelty was more 
pronounced after a delay than in the immediate context (Grant, 1983). Specifically, 
pigeons were more accurate in delayed matching-to-sample when the samples were 
surprising than otherwise (Maki, 1979), and this effect of surprise and/or novelty 
was stronger after 5 and 10 seconds, than immediately after encoding the sample.  

However, some animals share the human susceptibility to not only memory-
enhancing, but also memory-hindering procedures. For instance, both pigeons 
(Grant and Roberts, 1976; Roberts and Grant, 1978) and capuchin monkeys 
(D’Amato, 1973) can suffer a hindering interference effect and suffer a higher 
forgetting rate, when light is turned on in a dim experimental space at the end of the 
retention interval, soon before the matching-to-sample test. Interestingly, if the light 
was turned on at the beginning of the interval, that is right after encoding of the 
sample, the animals could recover from the interference effect (White & Brown, 
2011). When the light was turned on, the animals perhaps acquired new visual 
information that interfered with the sample maintained in visual working memory. 
If this interference occurred at the end of the retention interval, the animal had too 
little time to resolve the interference and recover from forgetting; conversely, when 
such interference occurred at the beginning of the delay, the animal had much more 
time to resolve the interference and recover. A similar interference effect was found 
in rats, although inducing this effect in rats’ spatial working memory proved to be 
much more difficult (Roberts 1981; Roberts & Santi, 2017) than interfering with 
visual working memory of the pigeons and the capuchins. Neither turning on the 
light, nor introducing the rats into another similar maze in the retention interval 
interfered with the rats’ memory; these procedures perhaps did not compete for the 
same working memory resource that was involved in the encoding of the original 
information. The light could have been encoded as a change in the hue of the 
environment, and the new maze could have been encoded as a separate “cognitive 
map” that did not overlap with the map constructed during the initial encoding 
(Tolman, 1948). Only something that disrupted this original map, could induce the 
interference effect. When the rat encoded the map, it started from the central hub of 
the radial maze and always entered the arms through the inner end that was directly 
attached to the hub. Then it ran to the outer end of the arm, returned to the central 
hub, entered another arm and so on. To disrupt the map constructed in this way, in 
the retention interval, William A. Roberts (1981) temporarily introduced the rats to 
the outer ends of some arms and allowed them to eat up food rewards found in those 
locations. When the rats entered the maze again after the retention interval, the rats 
avoided the arms which still contained a reward, but had already been visited within 
the other procedure in the retention interval. 
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Some working memory tasks involve encoding of a list of samples instead of a 
single sample. When human participants later judge which samples belonged to the 
list and which did not, they usually remember some of the samples better than 
others. A better recall of some samples depends on the order in which they were 
presented. Specifically, the participants often remember the first and the last 
samples better than the middle ones, exhibiting so-called primacy and recency 
effects. These effects have been so far established, among others, in chimpanzees 
(Buchanan, Gill, & Braggio, 1981), rhesus macaques (e.g., Basile & Hampton, 
2010; Wright, Santiago, Sands, & Cook, 1985), capuchin monkeys (Wright, 1999); 
dogs (Craig et al., 2012), rats (e.g., Harper, MacLean, & Darlymple-Alford, 1993; 
Williams, McKoy, & Kuczaj, 2000), black-capped chickadees (Crystal & 
Shettleworth, 1994) and pigeons (Santiago & Wright, 1984, Wright et al., 1985). 
Interestingly, in one of these studies, Anthony A. Wright and colleagues compared 
rhesus macaques’, pigeons’ and humans’ performance in the same setup, and found 
both primacy and recency effects in all three species (Wright 1985, 2007, 2013). 
Right after the encoding, the recency effect was stronger than the primacy effect, 
but as time went by, the recency effect got weaker and weaker, contrary to the 
primacy effect that got stronger over time. In other words, right after the encoding 
of the list, the participants remembered the last seen items best; but after a delay, 
they started to forget the last seen items, and remembered the beginning of the list 
better instead. This relationship was found in all three species, but the moment in 
time, at which the first items began to prevail over the last ones, differed between 
the species: it was shortest in the pigeons and had only 10 seconds, a bit longer in 
the rhesus macaques – of 30 seconds, and the longest in humans – of 100 seconds 
(Wright et al., 1985). Although the retention time for specific items differed between 
the species, it seems that the primacy and the recency effects are a ubiquitous aspect 
of both human and animal working memory. This, in turn, suggests that these effects 
may come from a similar underlying mechanism in both animals and humans.  

The serial-position effects, that is the primacy and the recency effects, were 
initially considered to come from a rehearsal of the encoded items in the short-term 
storage (Atkinson & Shiffrin, 1968). Atkinson and Shiffrin (1968) suggested that 
the participants may have more time for rehearsal of the first items on the list than 
the middle ones, and therefore the first items are more frequently transferred to long-
term storage, saved from the decay in the short-term one. On the other hand, the last 
seen items had the least time for such rehearsal, but, as they have just entered the 
short-term storage, they were simply most available right after encoding. While this 
rehearsal theory could hold for humans, it could not explain Wright and colleagues’ 
findings, as the pigeons and the rhesus macaques were considered unlikely to be 
capable of such rehearsal (Tulving, 2008). Therefore, two other theories seemed to 
explain these results in a more parsimonious way, in line with above-mentioned 
Morgan’s canon. The first alternative, a so-called discriminability theory, held that 
the serial position effects arose because the items at the beginning and at the end of 
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the list were more distinctive than those in the middle, and therefore were 
remembered better than the others (Johnson, 1991; McGeoch, 1942; Murdock, 
1960; Ribback & Underwood, 1950). However, the discriminability theory alone 
failed to account for the shift from recency to primacy as the delay increased 
(Tulving, 2008). This issue was addressed by Tulving (2008) who suggested that 
there was no reason to treat the primacy and the recency effects as two sides of the 
same coin, as they did not need to rely on the same mechanism. In fact, the primacy 
and the recency effect are affected in different ways by certain experimental 
procedures, e.g., by the level of alcohol in blood (Jones, 1973; Tulving, 2008). If 
these two effects – of primacy and recency – rely on two separate mechanisms, it is 
possible that right after encoding, the primacy effect is present but simply 
overshadowed by the recency effect; and as the recency effect wears off, the primacy 
effect becomes more and more pronounced. According to Tulving’s hypothesis, the 
primacy effect does not appear after a given interval – of 10, 30 or 100 seconds, but 
only resurfaces from underneath the recency effect. The primacy effect emerges in 
both animal and human memory because it depends on the activity of neural 
networks that are responsible for encoding the list. Once the first sample is encoded, 
the network uses up a certain amount of energy and suffers fatigue. If the second 
sample on the list requires the activity of the same neural network, the network 
cannot deal with it as efficiently as with encoding the first sample; therefore, the 
recall for this and all other subsequent samples is worse than for the first sample on 
the list. The same mechanism could underlie the already-mentioned surprise/novelty 
effect (Kormi-Nouri, Nilsson, & Ohta, 2005), resulting in a better memory for the 
first surprising and/or novel item than the following ones. 

It seems that animal and human performance in at least some working memory 
tasks relies on the same principles: it can improve or decline under similar 
circumstances, and so it perhaps relies on similar mechanisms. Animals, just like 
humans, seem to process and lose information in various ways, and are not 
constrained to passive storage and decay. If this is indeed the case, animal working 
memory should also require neurocognitive machinery that would be, at least to a 
certain extent, analogical to that of humans. In fact, several studies, especially with 
rats and pigeons, revealed such similarities. As we have already learned, both rats 
and pigeons have been used as models of human cognitive aging (Bizon et al., 2012; 
Coppola et al., 2014), as they showed age-related decline in working memory which 
paralleled that of humans. This decline relied on the prefrontal cortex, the 
hippocampus, and the interaction between these two areas. In some delayed 
alternation tasks, rats with lesions to the prefrontal cortex showed impairment in 
both spontaneous and learned alternation between two arms (Wikmark, Divac, & 
Weiss, 1973; Divac, Wikmark, & Gade, 1975; Delatour & Gisquet-Verrier, 1996), 
revealing that they were no longer able to maintain the information on the already 
visited arm in working memory. And in some electrophysiological studies, rhesus 
monkeys, rats, pigeons and crows displayed neural activity in the prefrontal 
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cortex/the nidopallium caudolaterale during the retention interval, revealing the 
“online” maintenance of the to-be-remembered information (Baeg et al., 2003; 
Browning, Overmier, & Colombo, 2011; Milimine, Watanabe, & Colombo, 2008; 
Rainer, Rao, & Miller, 1999; Rose & Colombo, 2005; Veit et al., 2014). Another 
study revealed a strong link between the rats’ prefrontal cortex and the 
hippocampus, which was especially active before correct choices in a delayed-
alternation task (Liu, Bai, Xia, & Tian, 2018), suggesting that the connection 
between these areas may be crucial for successful behavioural outcomes of the 
information processing in working memory. Likewise, the hippocampus itself was 
found to play an important role in working memory performance, as permanent 
lesions or inactivation of the hippocampus impaired rats’ performance regardless of 
the retention interval (Bizon et al., 2012), and lesions to the hippocampal formation 
in pigeons (Colombo, Cawley, and Broadbent, 1997) and black-capped chickadees 
(Sherry & Vaccarino, 1989) impaired their performance on working memory tasks. 

Mammalian, avian and human working memory seems to follow similar rules and 
rely on analogical neural principles (Balakhonov & Rose, 2017). But it seems that 
these memories have something else in common, too: they are capacity-limited and 
governed by chunking strategies. For instance, rats, when compared to humans in a 
17-arm radial maze, showed the same working memory capacity of 5 to 9 items 
(Glassmann, Garvey, Elkins, Kasal, & Couillard, 1994; Olton, Collison, & Werz, 
1977; Olton & Samuelson 1976). In two recent studies, the human-like capacity of 
four items was found in carrion crows (Balakhonov & Rose, 2017) and rhesus 
macaques (Buschman, Siegel, Roy, & Miller, 2011), although humans remain to be 
tested in the setup used in these two species. In another setup, rhesus macaques and 
pigeons were found to have a capacity of maximum one item, and humans of 2.5 
items (Wright & Elmore, 2016). However, as mentioned above, comparing different 
species in a seemingly similar setup can be misleading, and yield results that will 
reflect the task differences rather than species differences in working memory. Some 
animals, such as rats, pigeons and rhesus macaques, have also been show chunk 
sequences of items into smaller portions (e.g., Fountain, 1990; Terrace, 1991; Scarf, 
Smith, Jaswal, Magnuson, & Terrace, 2018), and even alter performance in working 
memory tasks based on the records retrieved from long-term memory (e.g., 
Templer, Gazes, & Hampton, 2019). 

How much does mammalian and avian working memory differ from that 
available to humans? According to Peter Carruthers (2013), there are at least eight 
different answers to this question, ranging from a complete lack of working memory 
abilities in animals to a qualitative difference between the contents of animal and 
human working memory. Before we move any further, let us briefly consider these 
answers in the light of the above-mentioned findings. (1) The first answer suggested 
that animals lack working memory abilities altogether, which seems highly unlikely, 
based on the above-mentioned studies. (2-3) The second and the third answer 
granted animals the access to working memory; the second limited the working 
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memory capacity in animals to two chunks, and the third – to four chunks, but only 
in the absence of interference (Carruthers, 2013). It is difficult to discuss these two 
answers, as such capacity seemed to differ between tasks; at least in two experiments 
crows and macaques were found to have the human-like capacity of four items, but, 
on the one hand, humans have not been tested in an analogical setup yet, and, on the 
other, these experiments did not introduce interfering items that could restrict the 
working memory capacity. (4) The fourth answer admitted that animals could 
operate on information brought into working memory in a bottom-up way, but are 
not able to use top-down attention to bring back relevant records from long-term 
memory. This, again, seems highly unlikely, as some animals can use chunking 
strategies that rely on such records (e.g., Templer et al., 2019). (5) The fifth answer 
suggested that animals are not capable of “off-line” retrieval of the records of the 
past and so are not able to practice possible behavioural responses to the past 
situations. However, this answer, again, does not seem to be plausible, as we have 
already learned that at least some animals have the access to mind wandering that 
relies on the default mode network and allows them to, for instance, revisit a 
previously explored maze and even plot new routes that they will follow upon the 
next visit to the maze (e.g., Gupta, van der Meer, Touretzky, & Redish, 2010). This 
finding eliminates the sixth answer, (6) according to which, animals are not capable 
of transforming the retrieved records in working memory and organizing them into 
effective problem-solving sequences. This answer is also inconsistent with Clayton 
and colleagues’ study with scrub-jays, in which the birds had to infer relative 
perishability of one familiar and one nonfamiliar item, based on the previous 
experience of the familiar item and another, now absent, one (Clayton et al., 2001). 
(7) The seventh, next-to-last answer suggested that animals can use working 
memory to a smaller extent than humans and only when they need to solve a certain 
task at hand; this answer could not hold, as at least some animals are capable of 
mind wandering, even though this mind wandering has no implications for the 
current immediate environment. This seventh answer is also inconsistent with some 
planning studies (Osvath & Osvath, 2008; Kabadayi & Osvath, 2017), in which 
animals needed to choose a certain tool that was not functional in the immediate 
context and required safe keeping for the eventual future situation. (8) The eighth 
and last answer postulated that animals and humans share and make frequent use of 
similar working memory abilities; however, the content of animal and human 
working memory is different, and the conceptual breadth of animals’ working 
memory is more restricted than that of humans. Because animals lack the access to 
linguistic abilities, they also lack the verbal processing of the acquired information. 
This, in turn, must limit their reasoning and decision-making ability in some ways 
that call for further investigation. 

Although many aspects of working memory have already been investigated in 
comparative setups, it seems that little, if anything, is known about the interplay 
between working memory and sociality across species. Sociality is thought to have 
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driven the evolution of complex cognitive skills (for details see Distant yet close). 
As living in a social group requires keeping track not only of own, but also others’ 
actions, working memory abilities may be especially pronounced in the social 
species. An attempt of initiating this line of research is described in Paper III; in this 
attempt, humans and ravens were, for the first time, compared in a novel 
experimental setup that allowed for simultaneous testing of working memory and 
sociality. Likewise, little is known about the way in which the attentional 
mechanisms chunk the perceptual input, and whether this chunking is revealed in 
observable behaviour. Therefore, in Paper IV another group of humans and the same 
population of ravens were tested in a novel decision-making setup that allowed for 
comparing the length of gazes in both species. 

In this part of this introduction to the thesis, several aspects of animal memory 
were discussed and related to relevant aspects of human memory. We learned how 
the term of episodic memory was conceived and how it shaped the debate on the 
cognitive gap between animals and humans. This debate led to multiple studies of 
animal long-term memory and related cognitive capacities, ultimately expanding 
our knowledge of what and how animals may remember. In this part, we also found 
out why and how attention and working memory support long-term memory, and 
that the prefrontal cortex and the hippocampus play a crucial role in memory-driven 
responses to both immediate and delayed contexts. Putting together findings from 
psychology, animal cognition and computer modelling hopefully gives us a broader 
perspective on the papers gathered within this thesis. These papers report on 
empirical studies with great apes, Goffin’s cockatoos, ravens and humans, that 
participated in certain experimental setups. All these setups had a comparative 
aspect, as one was tested with the great apes and the Goffin’s cockatoos (Papers I – 
II), and two others were tested with humans and ravens (Papers III – IV). Although, 
by now, we would understand how these setups fit into the bigger picture of animal 
and human memory research, we might wonder why one would compare these 
particular species in the first place, and whether such comparisons make any sense. 
As we have already seen, testing two or more species with similar setups can yield 
results that may well tell us more about the task limitations than the cognitive 
limitations of the tested species. 
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Part 4. Why would one compare 
memory across species?  

Different means, similar results 
On the 3rd of March 2019, BBC Two, one of the British TV stations, broadcasted 
the first episode of a competition series called “Race Across the World”. The 
premise of the series is quite simple: the contestants race around the world to reach 
consecutive checkpoints, and ultimately arrive at a final destination before others 
do. They can choose any means of transport but a plane; they can also choose any 
route as long as they get where they were supposed to get, and they do that on time. 
To cut the long story short, the contestants’ goal can be reached in different ways 
and with different means, as long as those means serve the same function: of moving 
toward the goal. The contestants may take different roads, as long as they arrive at 
the same observable outcome, that is, physical presence in the desired location. 

Throughout this introduction, we have learned that animals of different species 
may arrive at similar behavioural outcomes when tested in similar tasks. To reach 
subsequent locations in the “Race Across the World”, the competitors needed access 
to a certain limited pool of means that would eventually lead them to those locations. 
Likewise, to solve a given task, the animals need an access to a certain pool of 
cognitive capacities that would eventually allow for solving that task. Although the 
means of transport would serve the same function, they could look different: a ferry, 
a train, and a bus would have little in common visually, but they would all have 
some sort of engine and would all transport the passengers in the desired direction. 
This also applies to the cognitive capacities: although they all would serve the same 
function, they could rely on different-looking brain architectures that would share 
some sort of association between sensory and motor brain areas, and a central 
executive that would maintain the direction toward the goal. Investigating how 
animals with different brain architectures may have access to similar cognitive 
capacities, is a crucial step toward a better understanding of (1) which cognitive 
capacities are shared across various animal species (including humans), and which 
are not, (2) which mechanisms support common and specific cognitive capacities, 
and (3) how cognitive capacities may have evolved over time, reaching the current 
form.  



 106

Comparative studies of cognition in general, and memory specifically, can be 
conducted at least in two ways: in a top-down and a bottom-up way, following the 
analogical distinction to the one introduced in part 3. In the top-down mode of 
investigation, one uses tests of human cognition as the templates, gives them to 
animals, and reports whether the animals could perform on a par with the humans 
(cf. Emery, 2017). This top-down, anthropocentric approach, reiterates an outdated 
view of scala naturae – a hierarchy of animals with the simplest forms at the bottom 
and the most complex forms at the top (Hodos & Campbell, 1969; Emery, 2017), in 
which complex human cognition is a pinnacle of evolution, against which other 
species are compared. In this anthropocentric approach, different animal groups are 
usually compared with each other for the sake of emphasizing qualitative 
differences in their cognitive capacities and drawing sharp dividing lines between 
the worse and the better performing groups (De Waal & Ferrari, 2009). It does not 
matter how different animal species tackle similar challenges; it only matters which 
species can resolve these challenges, and which cannot. To avoid pitting some 
species against the other, one can choose the bottom-up mode of investigation 
instead. In this bottom-up, ecological approach, one confronts different animal 
species with ecologically valid tasks, that is, setups which resemble the challenges 
faced in the wild. The focus is shifted from whether the animal can perform on a par 
with the human to how and why the animal performs in a certain way. However, 
this approach to comparative studies is problematic as well. For instance, such 
studies tell us little on how animals tackle novel problems, and how flexible they 
are in responding to unfamiliar setups; and this approach does not allow for 
comparing species that live in vastly different habitats. In other words, while the 
top-down approach sacrifices the insight into cognitive capacities of specific species 
for the sake of comparison, the bottom-up approach sacrifices the comparability of 
performance across species for the sake of the insight into cognitive capacities of 
specific species. 

The discussion of two contradictory and extreme approaches – the 
anthropocentric and the ecological one (cf. Emery, 2017) – sheds some light on 
generic problems of virtually all comparative behavioural studies. (1) First, they 
rarely can escape from transplanting terms used in psychological research with 
humans to animal cognition research (Chittka, Rossiter, Skorupski, & Fernando, 
2012). This problem underpinned the debate between Tulving and Suddendorf on 
one side, and Clayton, Osvath and colleagues on the other, as the term of “episodic 
memory” was not only transplanted into animal cognition research under the slightly 
changed name of episodic-like memory, but even changed its definitions several 
times during the debate. The same critique could be obviously applied to this 
introduction to the thesis, and the papers that follow. However, it is difficult to 
escape from using established terms when reporting research results, as these results 
must be related to the bigger picture of the current state of knowledge in the field. 
To alleviate the problems that arise from using psychological terms in animal 
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cognition studies, this introduction shows a variety of definitions and approaches to 
memory in general, and long-term and working memory specifically. All of these 
terms are used to describe certain constructs, and their definitions differ between 
fields and authors, which is not a perfect situation. However, the current thesis 
would only add to general confusion around these terms, if it proposed another 
nomenclature, that would not be grounded in the previous works. (2) Second, a 
certain task can play better into biological predispositions of some species than 
others and could therefore favour some species over others (Chittka et al., 2012). 
This is an important problem in comparative studies of cognition, which must be 
recognized and accounted for whenever two animal species are compared in a 
certain experimental setup. To compensate for this issue, one could confront the two 
species with a task that, while adjusted to the senses and motor abilities of the 
species, is somewhat artificial and perceptually different from the tasks encountered 
in the natural environments. In such situations, both species would suffer a certain 
disadvantage, but both would be in principle capable of perceiving and solving the 
task with the available appendages, such as hands, fingers, or beaks. (3) Third, when 
an animal fails a certain task, it does not necessarily mean that the animal does not 
have the prerequisite cognitive capacity; it might mean that some aspects of the task 
hinder accurate performance (Bitterman, 1965; Chittka et al., 2012). For instance, 
this was apparent when Mulcahy and Call (2006b) showed that the apes were more 
likely to succeed in the trap task, if they could rake, and not only push the reward; 
and likewise, when Seed and colleagues (2009) showed that the apes were more 
successful on a trap task when tool use was eliminated from the setup. (4) Fourth, 
using the results from comparative tasks to decide whether some cognitive traits 
were inherited from a common ancestor or evolved in two unrelated species can be 
misleading, as similar cognitive traits may either rely on similar or different 
mechanisms; to establish whether some cognitive traits evolved independently in 
two species, or were inherited from a common ancestor, the mechanisms behind 
cognitive traits must be investigated before any conclusions about the evolution of 
cognition are made (Chittka et al., 2012). To alleviate this issue, comparative 
behavioural studies can be supported by comparative studies of the underlying 
neural circuitry, and comparative genetic studies (e.g., Wirthlin et al., 2018). 
Although, in this thesis, only comparative behavioural studies were carried out, the 
other two branches of research would certainly help to pinpoint the cognitive 
mechanisms behind the behavioural performance in the compared species in the 
future. 
  



 108

Distant yet close 
Despite the problems that come with comparative studies of cognition, these studies 
did not appear out of thin air. The memory studies carried out by Clayton and 
colleagues from 1997 onwards, showed that corvids paralleled primates in 
performance on similar memory tasks. Similar parallels were soon drawn in regard 
to biology, socioecology, behaviour and psychology of these animals (Emery, 
2017). Both corvids and primates (1) were highly visual; (2) had appendages for 
fine manipulative actions (beaks and legs vs. hands and feet);  lived in complex 
social groups, formed long-term alliances, and flexibly adapted own behavioural 
strategies to the current social context; (3) had a complex diet, and (4) seemed to 
share such cognitive capacities as flexible memory or means-end understanding, for 
instance, in the already-mentioned transfer studies. On top of that, both primates 
and corvids seemed to outperform other animals in cognitive tasks (e.g., MacLean 
et al., 2014, Kabadayi, Taylor, von Bayern, & Osvath, 2016). Soon this exclusive 
group of cognitively complex animals was joined by parrots that performed 
similarly to corvids in a range of cognitive tasks (Lambert, Jacobs, Osvath, & von 
Bayern, 2019) and, therefore, were supposed to possess similar cognitive capacities 
(Emery & Clayton, 2004, 2015; Emery, 2006; Güntürkün & Bugnyar, 2016; van 
Horik, Clayton, & Emery, 2012). 

Although corvids, parrots and primates solve social and physical problems with 
similar speed and flexibility (Seed, Emery, & Clayton, 2009b), they reach similar 
behavioural outcomes with different means. These means serve the same function 
but look different: the avian brain of corvids and parrots looks different than the 
mammalian brain of great apes, but both brains contain some sort of a central 
executive and rely on common allometric principles (Güntürkün, 2012). At first 
glance, the avian and the mammalian brain have little in common, and even upon a 
slightly closer inspection, their forebrains vastly differ in terms of anatomic 
organization, which initially led to an assumption of profound differences between 
the more developed mammalian and the less developed avian brain (Edinger, 
Wallenberg, & Holmes, 1903). In mammals, the forebrain pallium consists mostly 
of a laminated cortex, but in birds, the forebrain pallium does not follow this laminar 
organization, and is organized in nuclei instead. Song birds, to which corvids 
belong, and parrots have smaller brains than primates in absolute terms (Olkowicz 
et al., 2016). However, in the recent years, these birds were found to have a higher 
packing density of pallial neurons compared to primates (Olkowicz et al., 2016), 
and to have relatively large brains for their body size. Therefore, regardless of the 
differences in organization of the pallium and absolute brain size, the brains of 
corvids, parrots and primates follow similar principles. These brains are relatively 
large for the body size, and the areas that are responsible for complex cognitive 
operations are disproportionally enlarged in corvids, parrots and primates. These 
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enlarged areas consist of associative forebrain regions and mammalian 
striatum/avian striatopallidal complex (Stephan, Baron, & Frahm, 1988; 
Rehkämper, Frahm, & Zilles, 1991; Keverne, Martel, & Nevison, 1996; Barton & 
Harvey, 2000; Sol, Bacher, Reader, & Lefebvre, 2008; Mehlhorn, Rehkämper, 
Hunt, Gray, & Güntürkün, 2010; Güntürkün, 2012). Furthermore, both mammalian 
and avian brains include neuroanatomical equivalents of the central executive: the 
prefrontal cortex in mammals and the nidopallium caudolaterale in birds (Hartmann 
& Güntürkün, 1998; Güntürkün, 2005; Kirsch, Güntürkün, & Rose, 2008). Both of 
these areas share a range of anatomic, physiologic and functional similarities 
(Güntürkün, 2012), and they both mediate executive functions, crucial, for instance, 
for dealing with conflicts in both immediate and delayed contexts. 

So far, we have learned that some complex cognitive capacities may be shared by 
corvids, parrots and primates, and could be unique to these groups, as they often 
outperform other birds and other mammals in various experimental setups. We have 
also learned which aspects of neuroanatomic organization are present in these 
groups and could support the information processing behind complex cognitive 
capacities. Just like comparing bodies and biological mechanisms of different 
animal species allows for figuring out how these species evolved over time, 
comparing their cognitive performance allows for finding out how cognition may 
have evolved, and ultimately, which claims of cognitive uniqueness in humans may 
be substantiated, and which may not.  

Based on biological similarities and differences, all animal species are organized 
into so-called phylogenetic trees. The phylogenetic trees resemble family trees that 
list our family members - ancestors and descendants – and relationships between 
them. Likewise, the phylogenetic trees arrange different species into branches. Each 
branch starts with the last common ancestor of a given species and splits into the 
descendants, including this and all other species that likely came from the same 
ancestor species. Whenever an ancestor species splits into new ones in the 
phylogenetic tree, the two groups of descendants will share some common traits – 
sets of features – just like we share some traits with our siblings and cousins. 
However, sometimes species that shared the last common ancestor many, many 
branches ago, share common traits that were not retained from that last common 
ancestor. These traits evolved independently, when two animal species gained 
access to a similar solution in response to a common selection pressure. For 
instance, both sea lions and penguins have fin-like forelimbs that allow them to 
swim and forage under water, but their last common ancestor did not have such 
forelimbs. The forelimbs of sea lions and penguins were shaped by the selection 
pressure imposed by underwater environments. Although sea lions’ and penguins’ 
last common ancestor lived some 300 million years ago, their bodies converged on 
a similar solution in a similar environment, becoming an example of so-called 
convergent evolution. By analogy, although the last common ancestor of birds and 
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mammals lived some 300 million years ago, the cognitive capacities of these groups 
may have likewise converged in response to similar environmental challenges. 

Several environmental challenges, that could have driven the evolution of 
complex cognition, may be common for primates, corvids and parrots. These 
pressures could pertain to the physical environment, in which the animal forages, 
and to the social environment, in which it interacts with conspecifics. The first 
challenge was identified as seasonal variability and dispersion of food resources 
(Milton, 1981). Primates, for instance, rely on tropical plants, which are patchily 
distributed in the rainforest and only seasonally provide edible food items. As, over 
time, individuals could learn where and when these items would appear, they could 
have developed efficient foraging strategies that required complex levels of memory 
and planning. This might have been the case for parrots, too; and while corvids 
inhabit a much wider spectrum of habitats – from temperate to desert – they likewise 
learned to deal with the seasonal abundance of food; their strategy involves caching 
the food in multiple locations in the periods of availability, and retrieving it later, 
when the availability drops (Pravosudov & Roth, 2013). Primates, corvids and 
parrots are also often dietary generalists and extractive foragers; this means that they 
eat a range of different food items, both plant-based and animal-based, that require, 
for instance, digging in different substrates or cracking hard-shelled items open. As 
extracting these items may even require multi-step, hierarchically organized 
strategies and tool use, relying on such a diet could have supported the emergence 
of means-end understanding and active selection of some behavioural goals over the 
other, and executive control of fulfilling multi-goal action sequences. Primate, 
corvid and parrot cognition may have also been shaped by the demands of living in 
a complex social group, such as engaging in competitive and cooperative 
interactions, and learning from observing how other members of the social group 
solve various problems (e.g., Aureli et al., 2008; Szipl, Ringler, & Bugnyar, 2018). 
Keeping track of own and others’ actions, both with respect to food resources and 
social interactions, is crucial for adjusting own behavioural strategies to the rapidly 
changing physical and social landscape. These strategies may not only rely on well-
developed long-term memory, but also executive control over behavioural 
responses to the actions of different members of the social group. As such groups 
are usually hierarchically organized, the animals must remember who is who in the 
group, and, for instance, refrain from some actions towards the animals that are 
higher in the hierarchy to avoid repercussions, or form alliances with the powerful 
in the group. Living in a complex physical and social environment requires a great 
deal of behavioural flexibility, as the animal must adapt to a range of rapidly 
changing physical and social circumstances by switching between diverse goal-
appropriate strategies. 

The access to complex cognitive capacities, that afford flexible behaviours, 
comes at a cost: on one hand, these capacities require time-consuming development 
and learning, and on the other, they require information processing that consumes a 
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lot of energy which could otherwise go into foraging or reproduction (e.g., Seed et 
al., 2009b). Therefore, for complex cognitive capacities to evolve, having them must 
have, under certain circumstances, outweighed the related time and energy costs. 
Peter Godfrey-Smith (2001) and Kim Sterelny (2003) suggested that only living in 
an unstable, ever-changing environment could have inverted the unfavourable 
expense ratio of the complex cognitive capacities and allow for them to evolve. 
Therefore, behavioural flexibility might have been driven by environmental 
complexity and variability (Seed et al., 2009b). However, such behavioural 
flexibility might have, as well, originally evolved under other selective pressures, 
and later allowed for taking over complex and variable environments. In immediate 
contexts, such behavioural flexibility is supported by efficient information 
processing in attention and working memory, as the animal must select and pursue 
some more important goals over the less important ones. However, this flexibility 
can be further boosted by selective retrieval of information from long-term memory 
and recombining it into innovative solutions to novel problems. Whether animals, 
that are currently considered as cognitively complex, are capable of such 
combinatorial flexibility, calls for further investigation. Hopefully, future 
investigations could draw on some ideas put forth in this thesis. 
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Part 5. Which studies were carried 
out within this thesis?  

This introduction is followed by four reports from empirical studies. The studies 
reported in Papers I and II involved great apes and Goffin’s cockatoos and addressed 
the combinatorial flexibility within their long-term memory. The studies reported in 
Papers III and IV involved humans and ravens; Paper III addressed the interplay of 
memory and sociality in the context of caching, and Paper IV addressed the role of 
attention in information processing and behavioural segmentation, in the context of 
simple decision making. Short summaries of these papers are available below. 

Paper I  
Great apes resolve competition between conflicting memories and selectively 
retrieve relevant memories to guide action  
 
Memory allows us to draw on past experiences to inform behavior in the present. 
When the past guides actions, memories rarely match exactly the situation at hand, 
and new situations regularly trigger multiple related memories where only some are 
relevant to act upon. The flexibility of human memory systems is largely attributed 
to the ability to disregard irrelevant, but salient, memories in favor of relevant ones. 
This is considered an expression of an executive function associated with the 
prefrontal cortex. It is unclear to what extent animals have access to this ability. 
Here we demonstrate that great apes suffer conflict between memories, and that they 
are able to resolve this conflict by selecting relevant memories over competing yet 
irrelevant ones. Such mnemonic flexibility is among the most advanced expressions 
of executive function shown in animals to date and might explain several behaviors 
related to tool-use, innovation, planning and more. 
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Paper II 
Goffin’s cockatoos (Cacatua goffiniana) can use conflicting past experiences to 
solve a novel problem 
 
Novel problems often partially overlap with familiar ones. Some of their features 
match the features of previous situations stored in long-term memories and therefore 
trigger their retrieval. Such memories can overlap in different ways with the current 
problem; for instance, they may share a visual or mechanistic similarity. When the 
visually similar memory is irrelevant for the correct solution, another, functionally 
relevant memory should be selected instead. Selecting relevant over irrelevant 
memories is a hallmark of behavioural flexibility in humans, and has recently been 
shown in great apes. However, it is unclear whether any species that are distantly 
related to us are capable of such memory recombination. As recombining familiar 
solutions in the face of novel problems has been linked to technical innovativeness, 
other highly innovative species may also have access to the capacity. In the current 
study, we show that Goffin’s cockatoos, an innovative tool-using bird species, use 
previous experiences to solve novel, partially overlapping problems, and also 
selectively recombine relevant and irrelevant experiences when doing so. The result 
supports the hypothesis that technical innovations depend on flexible memory 
functions. 

Paper III 
Social context motivates ravens but hinders humans in a short-term memory 
task 
 
Using resources shared within a social group – either in a cooperative or a 
competitive way - requires keeping track of own and others’ actions, which, in turn, 
requires well-developed short-term memory. Although short-term memory has been 
tested in social mammal species, little is known about this capacity in highly social 
birds, such as ravens. We compared ravens (Corvus corax) with humans in spatial 
tasks based on caching, which required short-term memory of the actions of others. 
Human short-term memory has been most extensively tested of all social mammal 
species, hence providing an informative benchmark for the ravens. A recent study 
on another corvid species (Corvus corone) suggests their capacity to be similar to 
the humans’, but short-term memory skills have, to date, not been compared in a 
social setting. We used spatial set-ups based on caches of foods or objects, divided 
into individual and social conditions with two different spatial arrangements of 
caches (in a row or a 3x3 matrix). In each trial, a set of three up to nine caches was 
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presented to an individual that was thereafter allowed to retrieve all items. Humans 
had better scores on average across trials. However, the ravens performed relatively 
better than the humans, when they had to keep track of a partner’s actions; and 
contrary to the humans, the ravens only maximized their success in those conditions. 
That is, they were better in the social than in the individual conditions, while the 
opposite was true for humans. It appeared as if the social context was more 
motivating for the ravens leading to better attention towards the task. The tasks had 
a competitive element, and one might speculate that ravens’ attention and memory 
strategies are more attuned to such situations, in particular in caching contexts, than 
is the case for humans.  

Paper IV 
Cognition in the fast lane: Ravens’ gazes are half as short as humans’ when 
choosing objects 
 
Time cannot be directly perceived; instead, its flow is inferred from the influx of 
sensory information. To prevent sensory overload, attentional mechanisms split up 
information into processable units. This portioning remains imperceptible to the 
individual. However, the length of these units still influences the speed of perception 
and the speed at which behaviors are performed. Previous studies have focused on 
establishing the length of these units in various mammalian species – mainly 
humans – by measuring different types of behaviors, including gaze. However, no 
such studies have been conducted on birds. We measured duration of ravens’ 
(Corvus corax) single gazes towards selectable objects before a choice was made, 
and compared it with that of humans in a similar set up. The raven gaze durations 
were approximately half those of humans (which fell slightly short of previously 
established ranges). We hypothesize that these differences are mainly due to the 
much higher so-called flicker-fusion-frequency in birds, which makes their vision 
faster in the sense that it picks up more information per time unit than mammalian 
vision does. We further discuss that the speed of perception might influence the 
general speed of cognitive processing in more complex tasks as well, and suggest 
that the addition of a temporal component in comparative cognitive studies might 
be informative. 
 



 116

  



 117

References 

Abrahamse, E., Majerus, S., Fias, W., & Dijck, J. P. v. (2015). Editorial: Turning the 
Mind’s Eye Inward: The Interplay Between Selective Attention and Working 
Memory. Frontiers in Human Neuroscience, 9.  

Addis, D. R., Pan, L., Vu, M.-A., Laiser, N., & Schacter, D. L. (2009). Constructive 
episodic simulation of the future and the past: Distinct subsystems of a core brain 
network mediate imagining and remembering. Neuropsychologia, 47, 2222-2238.  

Agren, T. (2014). Human reconsolidation: A reactivation and update. Brain Research 
Bulletin, 105, 70-82.  

Allen, T. A., & Fortin, N. J. (2013). The evolution of episodic Memory. Proceedings of 
National Academy of Sciences of the United States of America, 110(10), 10379-
10386.  

Aminoff, E., Schacter, D. L., & Bar, M. (2008). The Cortical Underpinnings of Context-
based Memory Distortion. Journal of Cognitive Neuroscience, 20(12), 2226-2237.  

Amorapanth, P., LeDoux, J. E., & Nader, K. (2000). Different lateral amygdala outputs 
mediate reactions and actions elicited by a fear-arousing stimulus. Nature 
Neuroscience, 3, 74-79.  

Anderson, M. C. (2003). Rethinking interference theory: Executive control and the 
mechanisms of forgetting. Journal of Memory and Language, 49, 415-445.  

Anderson, M. C., Bjork, R. A., & Bjork, E. L. (1994). Remembering can cause forgetting: 
Retrieval dynamics in long-term memory. Journal of Experimental Psychology: 
Learning, Memory & Cognition, 20, 1063–1087.  

Anderson, M. C., & Green, C. (2001). Suppressing unwanted memories by executive 
control. Nature, 410, 366-369.  

Anderson, M. C., & Spellman, B. A. (1995). On the status of inhibitory mechanisms in 
cognition: Memory retrieval as a model case. Psychological Review, 102, 68-100.  

Anderson, M. C., Bunce, J. G., & Barbas, H. (2016). Prefrontal–hippocampal pathways 
underlying inhibitory control over memory. Neurobiology of Learning and Memory, 
134, 145-161.  

Angell, F. (1907). On judgements of “like” in discrimination experiments. American 
Journal of Psychology, 18, 253.  

Arnold, K. M., McDermott, K. B., & Szpunar, K. K. (2011). Individual differences in time 
perspective predict autonoetic experience. Consciousness and Cognition, 20, 712-
719.  

Aron, A. R., Robbins, T. W., & Poldrack, R. A. (2004). Inhibition and the right inferior 
frontal cortex. Trends in Cognitive Sciences, 8, 170-177.  



 118

Arsenault, J. T., Caspari, N., Vandenberghe, R., & Vanduffel, W. (2018). Attention Shifts 
Recruit the Monkey Default Mode Network. The Journal of Neuroscience, 38(5), 
1202-1217.  

Asplund, C. L., Todd, J. J., Snyder, A. P., & Marois, R. (2010). A central role for the 
lateral prefrontal cortex in goal-directed and stimulus-driven attention. Nature 
Neuroscience, 13, 507-512.  

Aston-Jones, G., Chiang, C., & Alexinsky, T. (1991). Discharge of noradrenergic locus 
coeruleus neurons in behaving rats and monkeys suggests a role in vigilance. 
Progress in Brain Research, 88, 501-520.  

Atance, C. M., & O’Neill, D. K. (2001). Episodic future thinking. Trends in Cognitive 
Sciences, 5, 553-539.  

Atkinson, R. C., & Shiffrin, R. M. (1968). Human memory: A proposed system and its 
control processes. In K. W. Spence & J. T. Spence (Eds.), The psychology of learning 
and motivation: Advances in research and theory (Vol. 2, pp. 89-195). New York: 
Academic Press. 

Auersperg, A. M. I., Kacelnik, A., & Bayern, A. M. P. v. (2013). Explorative learning and 
functional inferences on a five-step means-means-end problem in Goffin's cockatoos 
(Cacatua goffini). PLoS ONE, 8, e68979.  

Aureli, F., Schaffner, C. M., Boesch, C., Bearder, S. K., Call, J., Chapman, C. A., . . . 
Schaik, C. P. v. (2008). Fission-Fusion Dynamics: New Research Frameworks. 
Current Anthropology, 49(4), 627-654.  

Babb, S. J., & Crystal, J. D. (2005). Discrimination of what, when and where: Implications 
for episodic-like memory in rats. Learning and Motivation, 36, 177-189.  

Babb, S. J., & Crystal, J. D. (2006a). Discrimination of what, when, and where is not based 
on time of day. Learning & Behavior, 34, 124-130.  

Babb, S. J., & Crystal, J. D. (2006b). Episodic-like memory in the rat. Current Biology, 16, 
1317-1321.  

Baddeley, A. D. (1986). Working Memory: Clarendon Press. 
Baddeley, A. D. (2000). The episodic buffer: A new component of working memory? 

Trends in Cognitive Sciences, 4(11), 417-423.  
Baddeley, A. D. (2007). Working memory, thought, and action. New York: Oxford 

University Press. 
Baddeley, A. D., & Hitch, G. (1974). Working Memory. In G. H. Bower (Ed.), The 

psychology of learning and motivation: Advances in research and theory (Vol. 8, pp. 
47-89). New York: Academic Press. 

Badre, D., & Wagner, A. D. (2007). Left ventrolateral prefrontal cortex and the cognitive 
control of memory. Neuropsychologia, 45, 2883-2901.  

Baeg, E. H., Kim, Y. B., Huh, K., Mook-Jung, I., Kim, H. T., & Jung, M. W. (2003). 
Dynamics of population code for working memory in the prefrontal cortex. Neuron, 
40, 177-188.  

Bakker, A., Kirwan, C. B., Miller, M., & Stark, C. E. (2008). Pattern separation in the 
human hippocampal CA3 and dentate gyrus. Science, 319, 1640-1642.  



 119

Banich, M. T. (2009). Executive function: The search for a integrated account. Current 
Directions in Psychological Science, 18, 89-94.  

Banich, M. T., Milham, M. P., Atchley, R. A., Cohen, N. J., Webb, A., Wszalek, T., . . . 
Brown, C. (2000). Prefrontal regions play a predominant role in imposing an 
attentional ‘set’: Evidence from fMRI. Brain research. Cognitive Brain Research, 
10, 1-9.  

Bar, M. (2007). The proactive brain: using analogies and associations to generate 
predictions. Trends in Cognitive Sciences, 11, 280-289.  

Bar, M. (2009). The proactive brain: memory for predictions. Philosophical Transactions 
of the Royal Society B, 364, 1235-1243.  

Bar, M., & Aminoff, E. (2003). Cortical analysis of visual context. Neuron, 38, 347-358.  
Barbizet, J. (1970). Human memory and its pathology. In. San Francisco: Freeman. 
Barrouillet, P., & Camos, V. (2015). Working memory: Loss and reconstruction. East 

Sussex, England: Psychology Press. 
Barsalou, L. W. (1988). The content and organization of autobiographical memories. In U. 

Neisser & E. Winograd (Eds.), Remembering reconsidered: Ecological and 
traditional approaches to the study of memory. New York: Cambridge University 
Press. 

Bartlett, F. C. (1932). Remembering: Cambridge University Press. 
Barton, R. A., & Harvey, P. H. (2000). Mosaic evolution of brain structure in mammals. 

Nature, 405, 1055-1058.  
Bartsch, T., Döhring, J., Rohr, A., Jansen, O., & Deuschl, G. (2011). CA1 neurons in the 

human hippocampus are critical for autobiographical memory, mental time travel, 
and autonoetic consciousness. Proceedings of National Academy of Sciences of the 
United States of America, 108(42), 17562-17567.  

Basile, B. M. (2015). Rats remind us what actually counts in episodic memory research. 
Frontiers in Psychology, 6(75).  

Basile, B. M., & Hampton, R. R. (2010). Rhesus monkeys (Macaca mulatta) show robust 
primacy and recency in memory for lists from small, but not large image sets. 
Behavioural Processes, 83, 183-190.  

Bäuml, K. H., & Samenieh, A. (2012). Selective memory retrieval can impair and improve 
retrieval of other memories. Journal of Experimental Psychology: Learning, Memory 
& Cognition, 38, 488-494.  

Baym, C. L., & Gonsalves, B. D. (2010). Comparison of neural activity that leads to true 
memories, false memories, and forgetting: An fMRI study of the misinformation 
effect. Cognitive, Affective, and Behavioral Neuroscience, 10(3), 339-348.  

Bekinschtein, P., Weisstaub, N. V., Gallo, F., Renner, M., & Anderson, M. C. (2018). A 
retrieval-specific mechanisme of adaptive forgetting in the mammalian brain. Nature 
Communications, 9, 4660.  

Beran, M. J., & Washburn, D. (2002). Chimpanzee responding during matching to sample: 
Control by exclusion. Journal of the Experimental Analysis of Behavior, 78(3), 497-
508.  



 120

Berntsen, D. (2018). The dynamic of episodic memory functions. Behavioral and Brain 
Sciences, 41, e4.  

Berntson, G. G., Shafi, R., Knox, D., & Sarter, M. (2003). Blockade of epinephrine 
priming of the cerebral auditory evoked response by cortical cholinergic 
deafferentation. Neuroscience, 116, 179-186.  

Binder, J. R., Desai, R. H., Graves, W. W., & Conant, L. L. (2009). Where is the semantic 
system? A critical review and meta-analysis of 120 functional neuroimaging studies. 
Cerebral Cortex, 19, 2767-2796.  

Bischof-Köhler, D. (1985). Zur Phylogenese Menschlicher Motivation [on the phylogeny 
of human motivation]. In L. H. Eckensberger & E. D. Lantermann (Eds.), Emotion 
und Reflexivität (pp. 3-47). Vienna: Urban & Schwarzenberg. 

Bischof, N. (1978). On the phylogeny of human morality. In G. S. Stent (Ed.), Morality as 
biological phenomenon (pp. 53-74). Berlin: Dahlem Konferenzen. 

Bitterman, M. E. (1965). Phyletic differences in learning. American Psychologist, 20(6), 
396-410.  

Bizon, J. L., Foster, T. C., Alexander, G. E., & Glisky, E. L. (2012). Characterizing 
cognitive aging of working memory and executive function in animal models. 
Frontiers in Aging Neuroscience, 4, 19.  

Bjork, R. A. (1989). Retrieval inhibition as an adaptive mechanism in human memory. In 
H. L. Roediger & F. I. M. Craik (Eds.), Varieties of memory and consciousness: 
Essays in honor of Endel Tulving (pp. 309-330). Hillsdale, NJ: Erlbaum. 

Block, A. E., Dhanji, H., Thompson-Tardiff, S. F., & Floresco, S. B. (2007). Thalamic-
prefrontal cortical-ventral striatal circuitry mediates dissociable components of 
strategy set shifting. Cerebral Cortex, 17, 1625-1636.  

Blumenfeld, R. S., & Ranganath, C. (2007). Prefrontal cortex and long-term memory 
encoding: An integrative review of findings from neuropsychology and 
neuroimaging. Neuroscientist, 13, 280-291.  

Bourjade, M., Call, J., Pele, M., Maumy, M., & Dufour, V. (2014). Bonobos and 
orangutans, but not chimpanzees, flexibly plan for the future in a token-exchange 
task. Animal Cognition, 17, 1329-1340.  

Bower, G. J., Karlin, M. B., & Dueck, A. (1975). Comprehension and memory for 
pictures. Memory and Cognition, 3(2), 216-220.  

Boyer, P. (2009). Extending the range of adaptive misbelief: Memory “distortions” as 
functional features. Behavioral and Brain Sciences, 32, 513-514.  

Brady, T. F., Stormer, V. S., & Alvarez, G. A. (2016). Working memory is not fixed-
capacity: More active storage capacity for real-world objects than for simple stimuli. 
Proceedings of National Academy of Sciences of the United States of America, 
113(27), 1-6.  

Brainerd, C. J., & Reyna, V. F. (2005). The science of false memory: Oxford University 
Press. 



 121

Brewer, W. F. (1988). Memory for randomly sampled autobiographical events. In U. 
Neisser & E. Winograd (Eds.), Remembering reconsidered: Ecological and 
traditional approaches to the study of memory (pp. 21-90). New York: Cambridge 
University Press. 

Broadbent, D. (1958). Perception and Communication. London: Pergamon Press. 
Browning, R., Overmier, J. B., & Colombo, M. (2011). Delay activity in avian prefrontal 

cortex—Sample code or reward code? European Journal of Neuroscience, 33, 726-
735.  

Brunet, A., Orr, S. P., Tremblay, J., Robertson, K., Nader, K., & Pitman, R. K. (2008). 
Effect of post-retrieval propranolol on psychophysiologic responding during 
subsequent script-driven traumatic imagery in post-traumatic stress disorder. Journal 
of Psychiatric Research, 42, 503-506.  

Bubic, A., Cramon, D. Y. V., & Schubotz, R. I. (2010). Prediction, cognition and the brain. 
Frontiers in Human Neuroscience, 4.  

Buchanan, J. P., Gill, T. V., & Braggio, J. T. (1981). Serial position and clustering effects 
in a chimpanzee’s “free recall”. Memory and Cognition, 9, 651-660.  

Buchsbaum, B. R., & D’Esposito, M. (2008). Short term and working memory systems. In 
Learning and Memory: A Comprehensive Reference (pp. 237-260). Oxford: Elsevier. 

Buckner, R. L., Andrews-Hanna, J. R., & Schacter, D. L. (2008). The Brain’s Default 
Network. Annals of the New York Academy of Sciences, 1124(1), 1-38.  

Buckner, R. L., & Carroll, D. C. (2007). Self-projection and the brain. Trends in Cognitive 
Sciences, 11, 49-57.  

Bugaiska, A., Clarys, D., Jarry, C., Taconnat, L., Tapia, G., Vanneste, S., & Isingrini, M. 
(2007). The effect of aging in recollective experience: The processing speed and 
executive functioning hypothesis. Cosciousness and Cognition, 16, 797-808.  

Burk, J. A., & Sarter, M. (2001). Dissociation between the attentional functions mediated 
via basal forebrain cholinergic and GABAergic neurons. Neuroscience, 105, 899-
909.  

Burk, J. A., Herzog, C. D., Porter, M. C., & Sarter, M. (2002). Interactions between aging 
and cortical cholinergic deafferentation on attention. Neurobiology of Aging, 23, 467-
477.  

Buschman, T. J., Siegel, M., Roy, J. E., & Miller, E. K. (2011). Neural substrates of 
cognitive capacity limitations. Proceedings of National Academy of Sciences of the 
United States of America, 108, 11252-11255.  

Camos, V., & Portrat, S. (2015). The impact of cognitive load on delayed recall. 
Psychonomic Bulletin & Review, 22, 1029-1034.  

Carlson, S. M. (2005). Developmentally sensitive measures of executive function in 
preschool children. Developmental Neuropsychology, 28, 595-616.  

Carpenter, S. K., & DeLosh, E. L. (2005). Application of the testing and spacing effects to 
name learning. Applied Cognitive Psychology, 19, 619-636.  

Carr, H. (1917). The alternation problem. Journal of Animal Behavior, 7, 365-384.  
Carr, H. (1919). The length of time interval in successive association. Psychological 

Review, 26, 335-353.  



 122

Carruthers, P. (2008). Meta-cognition in animals: A skeptical look. Mind & Language, 
23(1), 58-89.  

Carruthers, P. (2009). How we know our own minds: The relationship between 
mindreading and metacognition. Behavioral and Brain Sciences, 32, 121-138. 

Carruthers, P. (2013). Evolution of working memory. Proceedings of the National 
Academy of Sciences of the United States of America, 110(2), 10371-10378.  

Carruthers, P., & Ritchie, J. B. (2012). The emergence of metacognition: Affect and 
uncertainty in animals. In M. J. Beran, J. L. Brandl, J. Perner, & J. Proust (Eds.), 
Foundations of metacognition (pp. 76-93). New York, NY: Oxford University Press. 

Chambers, C. D., Bellgrove, M. A., Stokes, M. G., Henderson, T. R., Garavan, H., 
Robertson, I. H., . . . Mattingley, J. B. (2006). Executive “brake failure” following 
deactivation of human frontal lobe. Journal of Cognitive Neuroscience, 18, 444-455.  

Cheke, L. G., & Clayton, N. S. (2010). Mental time travel in animals. WIREs Cognitive 
Science, 1, 915-930.  

Cheke, L. G., & Clayton, N. S. (2012). Eurasian jays (Garrulus glandarius) overcome their 
current desires to anticipate two distinct future needs and plan for them appropriately. 
Biology Letters, 8, 171-175.  

Chen, J., Olsen, R. K., Preston, A. R., Glover, G. H., & Wagner, A. D. (2011). Associative 
retrieval processes in the human medial temporal lobe: hippocampal retrieval success 
and CA1 mismatch detection. Learning and Memory, 18, 523-528.  

Chiba, A. A., Bucci, D. J., Holland, P. C., & Gallagher, M. (1995). Basal forebrain 
cholinergic lesions disrupt increments bot not decrements in conditioned stimulus 
processing. Journal of Neuroscience, 15, 7315-7322.  

Chiba, A. A., Bushnell, P. J., Oshiro, W. M., & Gallagher, M. (1999). Selective removal of 
cholinergic neurons in the basal forebrain alters cued target detection. Neuroreport, 
10, 3119-3123.  

Chittka, L., Rossiter, S. J., Skorupski, P., & Fernando, C. (2012). What is comparable in 
comparative cognition? Philosophical Transactions of the Royal Society B, 
367(1603), 2677-2685.  

Clark, A. (2013). Whatever next? Predictive brains, situated agents, and the future of 
cognitive science. Behavioral and Brain Sciences, 36(3), 1-73. 

Clayton, E. C., Rajkowski, J., Cohen, J. D., & Aston-Jones, G. (2004). Phasic activation of 
monkey locus ceruleus neurons by simple decisions in a forced-choice task. Journal 
of Neuroscience, 24, 9914-9920.  

Clayton, N. S., & Dickinson, A. (1998). Episodic-like memory during cache recovery by 
scrub jays. Nature, 397(17), 269-274.  

Clayton, N. S., & Dickinson, A. (1999a). Scrub Jays (Aphelocoma coerulescens} 
Remember the Relative Time of Caching as Well as the Location and Content of 
Their Caches. Journal of Comparative Psychology, 113(4), 403-416.  

Clayton, N. S., & Dickinson, A. (1999b). Memory for the Content of Caches by Scrub Jays 
(Aphelocoma coerulescens}. Journal of Experimental Psychology: Animal Behavior 
Processes, 25(1), 82-91.  



 123

Clayton, N. S., & Emery, N. J. (2015). Avian Models for Human Cognitive Neuroscience: 
A Proposal. Neuron, 86, 1330-1342.  

Clayton, N. S., Bussey, T. J., & Dickinson, A. (2003). Can animals recall the past and plan 
for the future? Nature Reviews Neuroscience, 4, 685-691.  

Clayton, N. S., Dally, J., Gilbert, J., & Dickinson, A. (2005). Food Caching by Western 
Scrub-Jays (Aphelocoma californica) Is Sensitive to the Conditions at Recovery. 
Journal of Experimental Psychology: Animal Behavior Processes, 31(2), 115-124.  

Clayton, N. S., Mellor, R., & Jackson, A. (1996). Seasonal patterns of food storing in the 
European jay (Garrulus glandarius). Ibis, 138, 250-255.  

Clayton, N. S., Yu, K. S., & Dickinson, A. (2001). Scrub Jays (Aphelocoma coerulescens} 
Form Integrated Memories of the Multiple Features of Caching Episodes. Journal of 
Experimental Psychology: Animal Behavior Processes, 27(1), 17-29.  

Clayton, N. S., Yu, K. S., & Dickinson, A. (2003). Interacting Cache Memories: Evidence 
for Flexible Memory Use by Western Scrub-Jays (Aphelocoma californica). Journal 
of Experimental Psychology: Animal Behavior Processes, 24(1), 14-22.  

Cohen, N. J., & Squire, L. R. (1980). Preserved learning and retention of pattern-analyzing 
skill in amnesia: dissociation of knowing how and knowing that. Science, 210, 207-
210.  

Cohen, N. J., Eichenbaum, H., Deacedo, B. S., & Corkin, S. (1985). Different Memory 
Systems Underlying Acquisition of Procedural and Declarative Knowledge. Annals 
of the New York Academy of Sciences, 444, 54-71.  

Colgin, L. L., Moser, E. I., & Moser, M.-B. (2008). Understanding memory through 
hippocampal remapping. Trends in Neuroscience, 31(9), 469-477.  

Collins, A. M., & Quillian, M. R. (1969). Retrieval time from semantic memory. Journal 
of Verbal Learning and Verbal Behavior, 8(2), 240-247.  

Colombo, M., Cawley, S., & Broadbent, N. (1997). The effects of hippocampal and area 
parahippocampalis lesions in pigeons: II. Concurrent discrimination and spatial 
memory. The Quarterly Journal of Experimental Psychology: B, Comparative and 
Physiological Psychology, 50, 172-189.  

Conway, M. A. (2008). Exploring episodic memory. In E. Dere, A. Easton, L. Nadel, & J. 
Huston (Eds.), Handbook of Episodic Memory (pp. 19-30): Elsevier. 

Coppola, V. J., Hough, G., & Bingman, V. P. (2014). Age-Related Spatial Working 
Memory Deficits in Homing pigeons (Columba livia). Behavioral Neuroscience, 
128(6), 666-675.  

Corballis, M. C. (2013). Mental time travel: A case for evolutionary continuity. Trends in 
Cognitive Sciences, 17(1), 5-6.  

Corballis, M. C. (2014). Mental Time Travel: How The Mind Escapes From The Present. 
Cosmology, 18, 139-145.  

Correia, S. P. C., Dickinson, A., & Clayton, N. S. (2007). Western Scrub-Jays Anticipate 
Future Needs Independently of Their Current Motivational State. Current Biology, 
17, 856-861.  



 124

Couchman, J. J., Beran, M. J., Coutinho, M. V. C., & Smith, J. D. (2012). Evidence for 
animal metaminds. In M. J. Beran, J. L. Brandl, J. Perner, & J. Proust (Eds.), 
Foundations of Metacognition. New York, NY: Oxford University Press. 

Cowan, N. (1988). Evolving conceptions of memory storage, selective attention, and their 
mutual constraints within the human information-processing system. Psychological 
Bulletin, 104(2), 163-191.  

Cowan, N. (1995). Attention and memory: An integrated framework (Vol. 26). New York: 
Oxford University Press. 

Cowan, N. (1999). An embedded-processes model of working memory. In A. Miyake & P. 
Shah (Eds.), Models of working memory: Mechanisms of active maintenance and 
executive control: Cambridge University Press. 

Cowan, N. (2000). The magical number 4 in short-term memory: A reconsideration of 
mental storage capacity. Behavioral and Brain Sciences, 24, 87-185.  

Cowan, N. (2017). The many faces of working memory and short-term storage. 
Psychonomic Bulletin & Review, 24, 1158-1170.  

Craig, M., Rand, J., Mesch, R., Shyan-Norwalt, N., Morton, J., & Flickinger, E. (2012). 
Domestic dogs (Canis familiaris) and the radial arm maze: Spatial memory and serial 
position effects. Journal of Comparative Psychology, 126, 233-242.  

Crowder, R. G. (1982). The demise of short term memory. Acta Psychologica, 50(291-
323).  

Crystal, J. D. (2012). Validating animal models of metacognition. In M. J. Beran, J. L. 
Brandl, J. Perner, & J. Proust (Eds.), Foundations of Metacognition. New York, NY: 
Oxford University Press. 

Crystal, J. D. (2018). Animal models of episodic memory. Comparative Cognition & 
Behavior Reviews, 13, 105-122.  

Crystal, J. D., & Shettleworth, S. J. (1994). Spatial list learning in black-capped 
chickadees. Animal Learning and Behavior, 22, 77-83.  

Crystal, J. D., & Smith, A. E. (2014). Binding of episodic memories in the rat. Current 
Biology, 24(24), 2957-2961.  

D’Amato, M. R. (1973). Delayed matching and short-term memory in monkeys. In G. H. 
Bower (Ed.), The psychology of learning and motivation: Advances in research and 
theory (pp. 227-269). New York, NY: Academic Press. 

Daffner, K. R., Mesulam, M. M., Scinto, L. F., Acar, D., Calbo, V., Faust, R., . . . 
Holcomb, P. (2000). The central role of the prefrontal cortex in directing attention to 
novel events. Brain, 123, 927-939.  

Dalley, J. W., Theobald, D. E., Bouger, P., Chudasama, Y., Cardinal, R. N., & Robbins, T. 
W. (2004). Cortical cholinergic function and deficits in visual attentional 
performance in rats following 192 IgG-saporin-induced lesions of the medial 
prefrontal cortex. Cerebral Cortex, 14, 922-932.  

Daneman, M., & Carpenter, P. A. (1980). Individual differences in working memory and 
reading. Journal of Verbal Learning and Verbal Behavior, 19, 450-466.  

Darwin, C. R. (1871). The descent of man, and selection in relation to sex (Vol. 2). 
London: John Murray. 



 125

Davachi, L., & Rakic, P. S. G. (2001). Primate rhinal cortex participates in both visual 
recognition and working memory tasks: functional mapping with 2-DG. Journal of 
Neurophysiology, 85(6), 2590-2601.  

Delaney, P. F., Verkoeijen, P. P. J. L., & Spirgel, A. (2010). Spacing and testing effects: A 
deeply critical, lengthy, and at times discursive review of the literature. In B. H. Ross 
(Ed.), The psychology of learning and motivation: Advances in research and theory 
(Vol. 53, pp. 63-147). 

Delatour, B., & Gisquet-Verrier, P. (1996). Prelimbic cortex specific lesions disrupt 
delayed-variable response tasks in the rat. Behavioral Neuroscience, 110, 1282-1298.  

Delogu, F., Raffone, A., & Belardinelli, M. O. (2009). Semantic encoding in working 
memory: is there a (multi) modality effect? MEMORY, 17, 655-663.  

Dere, E., Huston, J. P., & Silva, M. A. D. S. (2005). Episodic-like memory in mice: 
Simultaneous assessment of object, place and temporal order memory. Brain 
Research Protocols, 16, 10-19.  

Dewhurst, S. A., Thorley, C., Hammond, E. R., & Ormerod, T. C. (2011). Convergent, but 
no divergent, thinking predicts susceptibility to associative memory illusions. 
Personality and Individual Differences, 51(1), 73-76.  

Dewsbury, D. A. (2000). Comparative cognition in the 1930s. Psychonomic Bulletin & 
Review, 7(2), 267-283.  

Diaz-Mataix, L., Martinez, R. C. R., Schafe, G. E., LeDoux, J. E., & Doyere, V. (2013). 
Detection of a temporal error triggers reconsolidation of amygdala-
dependentmemories. Current Biology, 23, 467-472.  

Divac, I., Wikmark, R. G. E., & Gade, A. (1975). Spontaneous alternation in rats with 
lesions in the frontal lobes: an extension of the frontal lobe syndrome. Physiological 
Psychology, 3(1), 39-42.  

Dobler, I. M., & Bäuml, K.-H. T. (2012). Dissociating the two faces of selective memory 
retrieval. MEMORY, 20(5), 478-486.  

Dudai, Y. (2009). Predicting not to predict too much: how the cellular machinery 
ofmemory anticipates the uncertain future. Philosophical Transactions of the Royal 
Society B, 364, 1255-1262.  

Dudai, Y., & Eisenberg, M. (2004). Rites of passage of the engram: reconsolidation and 
the lingering consolidation hypothesis. Neuron, 44, 93-100.  

Dunbar, K. (2001). The analogical paradox: Why analogy is so easy in naturalistic settings 
yet so difficult in the psychological laboratory. In D. Gentner, K. Holyoak, & B. 
Kokinov (Eds.), The analogical mind: Perspectives from cognitive science (pp. 313-
334). Cambridge, MA: The MIT Press. 

Duncan, C. P. (1949). The retroactive effect of electroconvulsive shock. Journal of 
Comparative and Physiological Psychology, 42, 32-44.  

Duncan, J., & Humphreys, G. W. (1989). Visual search and stimulus similarity. 
Psychological Review, 96, 433-458.  

Duncan, K., Curtis, C., & Davachi, L. (2009). Distinct memory signatures in the 
hippocampus: intentional states distinguish match and mismatch enhancement 
signals. Journal of Neuroscience, 29, 131-139.  



 126

Eacott, M. J., & Easton, A. (2012). Remembering the past and thinking about the future: Is 
it really about time? Learning and Motivation, 43, 200-208.  

Eacott, M. J., & Norman, G. (2004). Integrated Memory for Object, Place, and Context in 
Rats: A Possible Model of Episodic-Like Memory? The Journal of Neuroscience, 
24(8), 1948-1953.  

Easton, A., Webster, L. A. D., & Eacott, M. J. (2012). The episodic nature of episodic-like 
memories. Learning and Memory, 19, 146-150.  

Edelson, M., Sharot, T., Dolan, R. J., & Dudai, Y. (2011). Following the crowd: brain 
substrates of long-term memory conformity. Science, 333(6038), 108-111.  

Edinger, L., Wallenberg, A., & Holmes, G. M. (1903). Untersuchungen über die 
vergleichende Anatomie des Gehirns. 3. Das Vorderhirn 

Eichenbaum, H., Otto, T., & Cohen, N. J. (1994). Two functional components of the 
hippocampal memory system. Behavioral and Brain Sciences, 17(3), 449-472.  

Eichenbaum, H., Yonelinas, A. R., & Ranganath, C. (2007). The medial temporal lobe and 
recognition memory. Annual Review of Neuroscience, 30, 123.  

Elder, J. H., & Nissen, H. W. (1933). Delayed alternation in raccoons. Journal of 
Comparative Psychology, 16, 117-135.  

Elliott, R., & Dolan, R. J. (1999). Differential neural responses during performance of 
matching and nonmatching to sample tasks at two delay intervals. The Journal of 
Neuroscience, 19, 5066-5073.  

Emery, N. J. (2017). Evolution of learning and cognition. In J. Call, G. M. Burghardt, I. M. 
Pepperberg, C. T. Snowdon, & T. Zentall (Eds.), APA Handbook of Comparative 
Psychology: Basic Concepts, Methods, Neural Substrate, and Behavior (Vol. 1, pp. 
237-255): American Psychological Association. 

Emery, N. J., & Clayton, N. S. (2004). Comparing the complex cognition of birds and 
primates. In L. J. Rogers & G. Kaplan (Eds.), Comparative vertebrate cognition: are 
primates superior to non-primates? (pp. 3-55). Boston, MA: Springer US. 

Engle, R. W. (2002). Working memory capacity as executive attention. Current Directions 
in Psychological Science, 11, 19-23.  

Engle, R. W., & Kane, M. J. (2004). Executive attention, working memory capacity, and a 
two-factor theory of cognitive control. In B. Ross (Ed.), The Psychology of Learning 
and Motivation (Vol. 44, pp. 145-199). New York: Elsevier. 

Etkin, M., & D’Amato, M. R. (1969). Delayed matching-to-sample and short-term 
memory in the capuchin monkey. Journal of Comparative and Physiological 
Psychology, 69, 544-549.  

Exton-McGuinness, M. T., Lee, J. L. C., & Reichelt, A. C. (2015). Updating memories -  
The role of prediction errors in memory reconsolidation. Behavioral and Brain 
Research, 278, 375-384.  

Feeney, M. C., Roberts, W. A., & Sherry, D. F. (2011a). Black-capped chickadees (Poecile 
atricapillus) anticipate future outcomes of foraging choices. Journal of Experimental 
Psychology: Animal Behavior Processes, 37, 30-40.  



 127

Feeney, M. C., Roberts, W. A., & Sherry, D. F. (2011b). Mechanisms guiding WWW 
Memory in black-capped chickadees (Poecile atricapillus): Can chickadees 
remember when? Journal of Comparative Psychology, 125, 308-316.  

Ferkin, M. H., Combs, A., delBarco-Trillo, J., Pierce, A. A., & Franklin, S. (2007). 
Meadow voles (Microtus pennsylvanicus) have the capacity to recall the “what”, 
“where”, and “when” of a single past event. Animal Cognition, 11, 147-159.  

Fernandez, R. S., Boccia, M. M., & Pedreira, M. E. (2016). The fate of memory: 
Reconsolidation and the case of Prediction Error. Neuroscience and Biobehavioral 
Reviews, 68, 423-441.  

Fernberger, S. W. (1914). The effect of the attitude of the subject upon the measure of 
sensitivity. American Journal of Psychology, 25(538-543).  

Fernberger, S. W. (1930). The use of equality judgments in psychophysical procedures. 
Psychological Review, 37, 107-112.  

Ferrer-Caja, E., Crawford, J. R., & Bryan, J. (2002). A structural modelling examination of 
the executive decline hypothesis of cognitive aging through reanalysis of Crawford et 
al.’s (2000) data. Aging, Neuropsychology, and Cognition, 9, 231-249.  

Finch, G. (1942). Delayed matching-from-sample and nonspatial delayed response in 
chimpanzees. Journal of Comparative Psychology, 34, 315-319.  

Flavell, J. H., Flavell, E. R., & Green, F. L. (1983). Development of the appearance-reality 
distinction. Cognitive Psychology, 15, 95-120.  

Flavell, J. H., Green, F. L., Flavell, E. R., Watson, M. W., & Campione, J. C. (1986). 
Development of Knowledge about the Appearance-Reality Distinction. Monographs 
of the Society for Research in Child Development, 51(1).  

Flexner, L. B., Flexner, J. B., & Stellar, E. (1965). Memory and cerebral protein synthesis 
in mice as affected by graded amounts of puromycin. Experimental Neurology, 13, 
264-272.  

Foote, S. L., Berridge, C. W., Adams, L. M., & Pineda, J. A. (1991). Electrophysiological 
evidence for the involvement of the locus coeruleus in alerting, orienting, and 
attending. Progress in Brain Research, 88, 521-532.  

Foster, D. J., & Wilson, M. A. (2006). Reverse replay of behavioural sequences in 
hippocampal place cells during the awake state. Nature, 440, 680-683.  

Fougnie, D., & Marois, R. (2011). What limits working memory capacity? Evidence for 
modality-specific sources to the simultaneous storage of visual and auditory arrays. 
Journal of Experimental Psychology: Learning, Memory & Cognition, 37, 1329-
3141.  

Fountain, S. B. (1990). Rule abstraction, item memory, and chunking in rat serial-pattern 
tracking. Journal of Experimental Psychology: Animal Behavior Processes, 16, 96-
105.  

Friedman, W. J. (1993). Memory for the time of past events. Psychological Bulletin, 113, 
44-66.  

Friedman, W. J. (1996). Distance and location processes in memory for the times of past 
events. In D. L. Medin (Ed.), The psychology of learning and motivation (Vol. 35, 
pp. 1-41). San Diego, California: Academic Press. 



 128

Friedman, W. J. (2007). The meaning of “time” in episodic memory and mental time 
travel. Behavioral and Brain Sciences, 30(3), 323.  

Friedman, W. J., & Wilkins, A. J. (1985). Scale effects in memory for the time of events. 
Memory & Cognition, 13, 168-175.  

Friston, K. (2012). Prediction, perception and agency. International Journal of 
Psychophysiology, 83(2), 248-252.  

Funahashi, S. (2017). Working Memory in the Prefrontal Cortex. Brain Sciences, 7, 49.  
Fuster, J. M. (1997). The prefrontal cortex. Philadelphia: Lippincott-Raven. 
Gallo, D. A. (2006). Associative illusions of memory: Taylor and Francis. 
Gallup, Gordon G. (1970). Chimpanzees: Self-Recognition. Science, 167(3914), 86-87.  
Gallup, Gordon G. (1982). Self-awareness and the emergence of mind in primates. 

American Journal of Primatology, 2, 237-248.  
Gallup, Gordon G., & Suarez, S. D. (1986). Self-awareness and the emergence of mind in 

humans and other primates. In J. Suls & A. Greenwald (Eds.), Psychological 
perspectives on the self (Vol. 3): Erlbaum. 

Galotti, K. M. (2008). Cognitive psychology: In and out of the laboratory. Belmont, CA: 
Thomson Wadsworth. 

Garoff-Eaton, R. J., Slotnick, S. D., & Schacter, D. L. (2006). Not all false memories are 
created equal: the neural basis of false recognition. Cerebral Cortex, 16(11), 1645-
1652.  

Gendron, R. P., & Reichman, O. J. (1995). Food perishability and inventory management: 
a comparison of three caching strategies. The American Naturalist, 145, 948-968.  

George, S. S. (1917). Attitude in relation to the psychophysical judgment. American 
Journal of Psychology, 28, 1-38.  

Gibson, J. J. (1966). The senses considered as perceptual systems (L. Carmichael Ed.). 
Boston: Houghton Mifflin Company. 

Gisquet-Verrier, P., & Riccio, D. C. (2012). Memory reactivation effects independent of 
reconsolidation. Learning and Memory, 19, 401-409.  

Glassman, R. B., Garvey, K. J., Elkins, K. M., Kasal, K. L., & Couillard, N. L. (1994). 
Spatial Working Memory Score of Humans in a Large Radial Maze, Similar to 
Published Score of Rats, Implies Capacity Close to the Magical Number 7+-2. Brain 
Research Bulletin, 34(2), 151-159.  

Glickman, S. (1961). Perseverative neural processes and consolidation of the memory 
trace. Psychological Bulletin, 58, 218-233.  

Gluck, M. A., Mercado, E., & Myers, C. E. (2013). Learning and Memory: From Brain to 
Behavior.: Macmillan, Palgrave. 

Gobet, F. (1998). Memory for the meaningless: How chunks help. Paper presented at the 
Proceedings of the Twentieth Meeting of the Cognitive Science Society. 

Gobet, F., & Simon, H. A. (1996). Templates in chess memory: A mechanism for recalling 
several boards. Cognitive Psychology, 31, 1-40.  



 129

Godfrey-Smith, P. (2001). Environmental Complexity and the Evolution of Cognition. In 
R. Sternberg & J. Kaufman (Eds.), The Evolution of Intelligence (pp. 233-249). 
Mahwah: Lawrence Erlbaum Associates. 

Goldsmith, M., & Koriat, A. (2003). Dolphins on the witness stand? The comparative 
psychology of strategic memory regulation. Behavioral and Brain Sciences, 26(3), 
345-346.  

Goolkasian, P., & Foos, P. W. (2005). Bimodal format effects in working memory 
American Journal of Psychology, 118(61-77).  

Gordon, W. C., & Spear, N. E. (1973). Effect of reactivation of a previously acquired 
memory on the interaction between memories in the rat. Journal of Experimental 
Psychology, 99, 349-355.  

Goto, K., & Watanabe, S. (2009). Visual working memory of jungle crows (Corvus 
macrorhynchos) in operant delayed matching-to-sample. Japanese Psychological 
Research, 51(3), 122-131.  

Grant, D. S. (1976). Effect of sample presentation time on long-delay matching in the 
pigeon. Learning and Motivation, 7, 580-590.  

Grant, D. S., & Roberts, W. A. (1976). Sources of retroactive inhibition in pigeon short-
term memory. Journal of Experimental Psychology: Animal Behavior Processes, 2, 
1-16.  

Grant, D. S., Brewster, R. G., & Stierhoff, K. A. (1983). “Surprisingness” and short-term 
retention in pigeons. Journal of Experimental Psychology: Animal Behavior 
Processes, 9, 63-79.  

Gray, J. A. (1995). The contents of consciousness: A neuropsychological conjecture. 
Behavioral and Brain Sciences, 18, 659-722.  

Gregory, T. R. (2008). The Evolution of Complex Organs. Evolution: Education and 
Outreach, 1(76), 358-389.  

Guise, K. G., & Shapiro, M. L. (2017). Medial Prefrontal Cortex Reduces Memory 
Interference by Modifying Hippocampal Encoding. Neuron, 94, 183-192.  

Güntürkün, O. (2005). The avian ‘prefrontal cortex’ and cognition. Current Opinion in 
Neurobiology, 15, 686–693.  

Güntürkün, O. (2012). The convergent evolution of neural substrates for cognition. 
Psychological Research, 76, 212-219.  

Güntürkün, O., & Bugnyar, T. (2016). Cognition without cortex. Trends in Cognitive 
Sciences, 20, 291-303.  

Guo, L., Ponvert, N. D., & Jaramillo, S. (2017). The role of sensory cortex in behavioral 
flexibility. Neuroscience, 345, 3-11.  

Gupta, A. S., Meer, M. A. A. v. d., Touretzky, D. S., & Redish, A. D. (2010). 
Hippocampal Replay Is Not a Simple Function of Experience. Neuron, 65(5), P695-
P705.  

Habib, R., McIntosh, A. R., Wheeler, M. A., & Tulving, E. (2003). Memory encoding 
andhippocampally-based novelty/familiarity discrimination networks. 
Neuropsychologia, 41(271-279).  



 130

Hadj-Chikh, L. Z., Steele, M. A., & Smallwood, P. D. (1996). Caching decisions by grey 
squirrels: a test of the handling time and perishability hypotheses. Animal Behaviour, 
52, 941-948.  

Halford, G. S., Wilson, W. H., & Philips, S. (1998). Processing capacity defined by 
relational complexity: Implications for comparative, developmental and cognitive 
psychology. Behavioral and Brain Sciences, 21, 723-802.  

Hamilton, T. J., Myggland, A., Duperreault, E., May, Z., Gallup, J., Powell, R. A., . . . 
Digweed, S. M. (2016). Episodic-like memory in zebrafish. Animal Cognition, 19(6), 
1071-1079.  

Hampton, R. R. (2001). Rhesus monkeys know when they remember. Proceedings of 
National Academy of Sciences of the United States of America, 98, 5359-5362.  

Hannula, D. E., Tranel, D., & Cohen, N. J. (2006). The long and the short of it: relational 
memory impairments in amnesia, even at short lags. Journal of Neuroscience, 
26(32), 8352-8359.  

Hardt, O., Einarsson, E. Ö., & Nader, K. (2010). A Bridge Over Troubled Water: 
Reconsolidation as a Link Between Cognitive and Neuroscientific Memory Research 
Traditions. Annual Reviews Psychology, 61, 141-167.  

Harlow, H. F. (1932). Comparative behavior of primates III. Complicated delayed reaction 
tests on primates. Journal of Comparative Psychology, 14, 241-252.  

Harlow, H. F., & Bromer, J. A. (1939). The capacity of platyrrhine monkeys to solve 
delayed reaction tests. Journal of Comparative Psychology, 28, 299-304.  

Harlow, H. F., Uehling, H., & Maslow, A. H. (1932). Comparative behavior of primates I. 
Delayed reaction test on primates from the lemur to the orangutan. Journal of 
Comparative Psychology, 13, 313-343.  

Harper, D. N., McLean, A. P., & Dalrymple-Alford, J. C. (1993). List item memory in rats: 
Effects of delay and delay task. Journal of Experimental Psychology: Animal 
Behavior Processes, 19, 307-316.  

Hartmann, B., & Güntürkun, O. (1998). Selective deficits in reversal learning after 
neostriatum caudolaterale lesions in pigeons—possible behavioral equivalencies to 
the mammalian prefrontal system. Behavioural Brain Research, 96, 125-133.  

Hartmann, K., Veit, L., & Nieder, A. (2018). Neurons in the crow nidopallium 
caudolaterale encode varying durations of visual working memory periods. 
Experimental Brain Research, 236, 215-226.  

Hasher, L., Lustig, C., & Zacks, R. T. (2007). Inhibitory mechanisms and the control of 
attention. In A. Conway, C. Jarrold, M. Kane, A. Miyake, & J. Towse (Eds.), 
Variation in working memory (pp. 227-249). New York, NY: Oxford University 
Press. 

Hasher, L., Zacks, R. T., & May, C. P. (1999). Inhibitory control, circadian arousal, and 
age. In D. Gopher & A. Koriat (Eds.), Cognitive regulation of performance: 
Interaction of theory and application (Vol. Attention and performance pp. 653-675). 
Cambridge, MA: MIT Press. 

Hassabis, D., & Maguire, E. A. (2007). Deconstructing episodic memory with 
construction. Trends in Cognitive Sciences, 11, 299-306.  



 131

Hasselmo, M. E., & Schnell, E. (1994). Laminar selectivity of the cholinergic 
suppressionof synaptic transmission in rat hippocampal region CA1: computational 
modeling and brain slice physiology. Journal of Neuroscience, 14, 3898-3914.  

Hauser, M. D. (1997). Artifactual kinds and functional design features: what a primate 
understands without language. Cognition, 64, 285-308.  

Hauser, M. D., Kralik, J., & Botto-Mahan, C. (1999). Problem solving and functional 
design features: experiments on cotton-top tamarins, Saguinus oedipus oedipus. 
Animal Behaviour, 57, 565-582.  

Healey, M. K., Campbell, K. L., Hasher, L., & Ossher, L. (2010). Direct Evidence for the 
Role of Inhibition in Resolving Interference in Memory. Psychological Science, 21, 
1464-1470.  

Hebb, D. O. (1949). The Organization of Behavior. New York: Wiley. 
Herman, L. M. (1975). Interference and auditory short-term memory in the bottlenosed 

dolphin. Animal Learning and Behavior, 3, 43-48.  
Hesslow, G. (2002). Conscious though as simulation of behaviour and perception. Trends 

in Cognitive Sciences, 6, 242-247.  
Hintzman, D. L., & Curran, T. (1994). Retrieval dynamics of recognition and frequency 

judgments: evidence for separate processes of familiarity and recall. Journal of 
Memory and Language, 33(1-18).  

Hodos, W., & Campbell, C. B. G. (1969). Scala naturae: Why there is no theory in 
comparative psychology. Psychological Review, 76, 337-350.  

Hoerl, C., & McCormack, T. (2018). Thinking in and about time: A dual systems 
perspective on temporal cognition. Behavioral and Brain Sciences, 1-78.  

Hohwy, J. (2013). The Predictive Mind: Oxford University Press. 
Honig, W. K., & James, P. H. R. (1971). Animal memory. San Diego, California: 

Academic Press. 
Hope, L., & Sauer, J. D. (2014). Eyewitness Memory and Mistaken Identifications. In M. 

S. Yves (Ed.), Investigative Interviewing: Handbook of Best Practices. Toronto: 
Thomson Reuters Publishers. 

Horik, J. O. v., & Emery, N. J. (2016). Transfer of physical understanding in a non-tool-
using parrot. Animal Cognition, 19, 1195-1203.  

Horik, J. O. v., Clayton, N. S., & Emery, N. J. (2012). Convergent evolution of cognition 
in corvids, apes and other animals. In T. K. Shackelford & J. Vonk (Eds.), The 
Oxford handbook of comparative evolutionary psychology (pp. 80-101). Oxford: 
Oxford University Press. 

Horovitz, S. G., Braun, A. R., Carr, W. S., Picchioni, D., Balkin, T. J., Fukunaga, M., & 
Duyn, J. H. (2009). Decoupling of the brain’s default mode network during deep 
sleep. Proceedings of National Academy of Sciences of the United States of America, 
106(27), 11376-11381.  

Howe, M. L., & Debrish, M. H. (2010). On the susceptibility of adaptive memory to false 
memory illusions. Cognition, 115, 252-267.  

Hunter, W. S. (1913). Delayed reaction in animals and children. Behavior Monographs, 
2(6), 1-86.  



 132

Hupbach, R. G., Hardt O., & Nadel, L. (2007). Reconsolidation of episodic memories: a 
subtle reminder triggers integration of new information. Learning and Memory, 14, 
47-53.  

Jacobsen, C. F. (1936). Studies of cerebral function in primates. Comparative Psychology 
Monographs, 13, 1-68.  

James, W. (1890). Chapter 16. Memory. In W. James (Ed.), The Principles of Psychology 
(Vol. 1): Dover Publications. 

James, W. (1890). Chapter 5. The Automaton-Theory. In W. James (Ed.), The Principles 
of Psychology (Vol. 1). 

Jeneson, A., Mauldin, K. N., & Squire, L. R. (2010). Intact working memory for relational 
information after medial temporal lobe damage. Journal of Neuroscience, 30(41), 
13624-13629.  

Johnson, G. J. (1991). A distinctiveness model of serial learning. Psychological Review, 
98(204-217).  

Johnson, M. K., & Chalfonte, B. L. (1994). Binding of complex memories: the role of 
reactivation and the hippocampus. In D. L. Schacter & E. Tulving (Eds.), Memory 
systems 1994 (pp. 311-350). Cambridge, Massachussetts: MIT Press. 

Johnson, M. K., Hashtroudi, S., & Lindsay, D. S. (1993). Source monitoring. 
Psychological Bulletin, 114, 3-28.  

Jones, B. M. (1973). Memory impairment on the ascending and descending limbs of the 
blood alcohol curve. Journal of Abnormal Psychology, 82, 24-42. 

Jonker, T. R., Seli, P., & MacLeod, C. M. (2013). Putting retrieval-induced forgetting in 
context: An inhibition-free, context-based account. Psychological Review, 120, 852–
872.  

Jonkman, S., Mar, A. C., Dickinson, A., Robbins, T. W., & Everitt, B. J. (2009). The rat 
prelimbic cortex mediates inhibitory response control but not the consolidation of 
instrumental learning. Behavioral Neuroscience, 123, 875-885.  

Jozet-Alves, C., Bertin, M., & Clayton, N. S. (2013). Evidence of episodic-like memory in 
cuttlefish. Current Biology, 23, R1033-R1035. 

Kabadayi, C., & Osvath, M. (2017). Ravens parallel great apes in flexible planning for 
tool-use and bartering. Science, 357(6347), 202-204.  

Kabadayi, C., Taylor, L. A., Bayern, A. M. P. v., & Osvath, M. (2016). Ravens, New 
Caledonian crows and jackdaws parallel great apes in motor self-regulation despite 
smaller brains. Royal Society Open Science, 3.  

Kajimura, S., Kochiyama, R., Nakai, R., Abe, N., & Nomura, M. (2016). Causal 
relationship between effective connectivity within the default mode network and 
mind-wandering regulation and facilitation. Neuroimage, 133, 21-30.  

Kam, J. W. Y., & Handy, T. C. (2014). Differential recruitment of executive resources 
during mind wandering. Consciousness and Cognition, 26, 51-63.  

Kane, M. J., Bleckley, M. K., Conway, A. R. A., & Engle, R. W. (2001). A controlled-
attention view of WM capacity. Journal of Experimental Psychology: General, 130, 
169-183.  



 133

Kane, M., & Engle, R. W. (2002). The role of prefrontal cortex in working-memory 
capacity, executive attention, and general fluid intelligence: An individual 
differences perspective. Psychonomic Bulletin & Review, 9, 637-671.  

Kane, M., & Engle, R. W. (2003). Working memory capacity and the control of attention: 
The contributions of goal neglect, response competition, and task set to Stroop 
interference. Journal of Experimental Psychology: General, 132, 47-70.  

Kanerva, P. (1984). Self-Propagating Search: A Unified Theory of Memory. (PhD), 
Standford University,  

Kanerva, P. (1988). Sparse Distributed Memory. Cambridge, Massachusetts: The MIT 
Press. 

Karoly, P. (1993). Mechanisms of self-regulation: A systems view. Annual Review of 
Psychology, 44, 23-52.  

Kart-Teke, E., Silva, M. A. D. S., Juston, J. P., & Dere, E. (2006). Wistar rats show 
episodic-like memory for unique experiences. Neurobiology of Learning and 
Memory, 85, 173-182.  

Keverne, E. B., Martel, F. L., & Nevison, C. M. (1996). Primate brain evolution: genetic 
and functional considerations. Proceedings of The Royal Society B, 262, 689-696.  

Kindt, M., Soeter, M., & Vervliet, B. (2009). Beyond extinction: erasing human fear 
responses and preventing the return of fear. Nature Neuroscience, 12, 256-258.  

Kirsch, J., Güntürkün, O., & Rose, J. (2008). Insight without cortex: Lessons from the 
avian brain. Consciousness and Cognition, 17, 475-483.  

Klein, S. B. (2013). The temporal orientation of memory: It’s time for a change of 
direction. Journal of Applied Research in Memory and Cognition, 2(4), 222-234.  

Kleyko, D., Osipov, E., Gayler, R. W., Khan, A. I., & Dyer, A. G. (2015). Imitation of 
honey bees’ concept learning processes using Vector Symbolic Architectures. 
Biologically Inspired Cognitive Architectures, 14, 57-72.  

Kleyko, D., Osipov, E., Senior, A., Khan, A. I., & Sekercioglu, A. (2016). Holographic 
Graph Neuron: a Bio-Inspired Architecture for Pattern Processing. IEEE 
Transactions on Neural Networks and Learning Systems PP, 99, 1-13.  

Kokinov, B. (1988a). Associative Memory-Based Reasoning: How to Represent and 
Retrieve Cases. In T. O’Shea & V. Sgurev (Eds.), Artifical Intelligence III: Elsevier 
Science Publications. 

Kokinov, B. (1988b). Computational Model of Knowledge Organization and Reasoning in 
Human Memory. In Mathematics and Education in Mathematics. Sofia: BAS. 

Kokinov, B. N. (1990). Associative Memory-Based Reasoning: Some Experimental 
Results. Paper presented at the 12th Annual Conference of the Cognitive Science 
Society. 

Kokinov, B. N., & Zareva-Toncheva, N. (2001). Episode Blending as Result of Analogical 
Problem Solving. Paper presented at the 23rd Annual Conference of the Cognitive 
Science Society, London. 

Kokinov, B., & Petrov, A. (2001). Integration of Memory and Reasoning in Analogy-
Making: The AMBR Model. In D. Gentner, K. Holyoak, & B. Kokinov (Eds.), The 
Analogical Mind. Cambridge, MA: MIT Press. 



 134

Konkle, T., Brady, T. F., Alvarez, G. A., & Oliva, A. (2010). Conceptual distinctiveness 
supports detailed visual long-termmemory for real-world objects. Journal of 
Experimental Psychology: General, 139(3), 558-578.  

Kormi-Nouri, R., Nilsson, L. G., & Ohta, N. (2005). The novelty effect: Support for the 
novelty-encoding hypothesis. Scandinavian Journal of Psychology, 46, 133-143.  

Koster-Hale, J., & Saxe, R. (2013). Theory of mind: a neural prediction problem. Neuron, 
79, 836-848.  

Kumaran, D., & Maguire, E. A. (2007). Match-mismatch processes underlie human 
hippocampal responses to associative novelty. Journal of Neuroscience, 27, 8517-
8524.  

Kumaran, D., & Maguire, E. A. (2009). Novelty signals: a window into hippocampal 
information processing. Trends in Cognitive Sciences, 13, 47-54.  

Lambert, M., Jacobs, I., Osvath, M., & Bayern, A. v. (2019). Birds of a feather? Parrot and 
corvid cognition compared. Behaviour, 1-90.  

Larsen, S. F., Thompson, C. P., & Hansen, T. (1995). Time in autobiographical memory. 
In D. C. Rubin (Ed.), Remembering our past. Studies in autobiographical memory 
(pp. 129-156). Cambridge: Cambridge University Press. 

Lee, D., Conroy, M., McGreevy, B., & Barraclough, D. (2004). Reinforcement learning 
and decision making in monkeys during a competitive game. Cognitive Brain 
Research, 22, 45-48.  

Lee, J. L. C. (2008). Memory reconsolidation mediates the strengthening of memories by 
additional learning. Nature Neuroscience, 11, 1264-1266.  

Lee, J. L. C. (2009). Reconsolidation: maintaining memory relevance. Trends in 
Neurosciences, 32(8), 413-420.  

Lee, M. (2012). Emergence of Human Episodic Memory and Future Thinking (Vol. 51): 
Wellesley College Digital Scholarship and Archive. 

Lee, T.-H., Sakaki, M., Cheng, R., Velasco, R., & Mather, M. (2014). Emotional arousal 
amplifies the effects of biased competition in the brain. Social Cognitive and 
Affective Neuroscience, 9(12), 2067-2077.  

Lewis, D. J. (1979). Psychobiology of active and inactive memory. Psychological Bulletin, 
86, 1054-1083.  

Lewis, A., Berntsen, D., & Call, J. (2019). Long-Term Memory of Past Event in Great 
Apes. Current Directions in Psychological Science, 28(2), 117-123.  

Lezak, M. D. (1995). Neuropsychological assessment. New York: Oxford Univeristy 
Press. 

Lisman, J. E., & Grace, A. A. (2005). The hippocampal-VTA loop: controlling the entry of 
information into long-term memory. Neuron, 46, 703-713.  

Liu, T., Bai, W., Xia, M., & Tian, X. (2018). Directional hippocampal-prefrontal 
interactions during working memory. Behavioural Brain Research, 338, 1-8.  

Loaiza, V. M., & Camos, V. (2018). The role of semantic representations in verbal 
working memory. Journal of Experimental Psychology: Learning, Memory & 
Cognition, 44, 863-881.  



 135

Loaiza, V. M., & Halse, S. C. (2018). Where Working Memory Meets Long-Term 
Memory: The Interplay of List Length and Distractors on Memory Performance. 
Journal of Experimental Psychology: Learning, Memory & Cognition.  

Loaiza, V. M., & McCabe, D. P. (2012). Temporal-contextual processing in working 
memory: Evidence from delayed cued recall and delayed free recall tests. Memory 
and Cognition, 40, 191-203.  

Loaiza, V. M., & McCabe, D. P. (2013). The influence of aging on attentional refreshing 
and articulatory rehearsal during working memory on later episodic memory 
performance. Aging, Neuropsychology, and Cognition, 20(471-493).  

Loaiza, V. M., McCabe, D. P., Youngblood, J. L., Rose, N. S., & Myerson, J. (2011). The 
influence of levels of processing on recall from working memory and delayed recall 
tasks. Journal of Experimental Psychology: Learning, Memory & Cognition, 37, 
1258-1263.  

Long, N. M., Lee, H., & Kuhl, B. A. (2016). Hippocampal Mismatch Signals Are 
Modulated by the Strength of Neural Predictions and Their Similarity to Outcomes. 
Journal of Neuroscience, 36(50), 12677-12687.  

Loucks, R. B. (1931). Efficacy of the rat’s motor cortex in delayed alternation. Journal of 
Comparative Neurology, 53, 511-567.  

Lu, H., Zou, Q., Gu, H., Raichle, M. E., Stein, E. A., & Yang, Y. (2012). Rat brains also 
have a default mode network. Proceedings of National Academy of Sciences of the 
United States of America, 109(10), 3979-3984.  

Luria, R., Sessa, P., Gotler, A., Jolicoeur, P., & Dell’Acqua, R. (2010). Visual short-term 
memory capacity for simple and complex objects. Journal of Cognitive 
Neuroscience, 22(3), 496-512.  

MacLean, E. L., Hare, B., Nunna, C. L., Addessic, E., Amicid, F., Andersone, R. C., . . . 
Zhao, Y. (2014). The evolution of self-control. Proceedings of the National Academy 
of Sciences of the United States of America, 111(20), E2140-E2148.  

Magliano, J. P., Radvansky, G. A., Forsythe, C., & Copeland, D. E. (2014). Event 
segmentation during first-person continuous events. Journal of Cognitive 
Psychology, 26(6), 649-661.  

Mahr, J. B., & Csibra, G. (2018). Why do we remember? The communicative function of 
episodic memory. Behavioral and Brain Sciences, 41, e1.  

Maki, W. S. (1979). Pigeons’ short-term memories for surprising vs. expected 
reinforcement. Animal Learning and Behavior, 7, 31-37.  

Malcolm, N. (1970). Memory and Representation. Nous, 4(1), 59-70.  
Martin-Ordas, G., & Call, J. (2009). Assessing Generalization Within and Between Trap 

Tasks in the Great Apes. International Journal of Comparative Psychology, 22, 43-
60.  

Martin-Ordas, G., Berntsen, D., & Call, J. (2013). Memory for Distant Past Events in 
Chimpanzees and Orangutans. Current Biology, 23, 1438-1441.  

Martin-Ordas, G., Call, J., & Colmenares, F. (2008). Tubes, tables and traps: great apes 
solve two functionally equivalent trap tasks but show no evidence of transfer across 
tasks. Animal Cognition, 11, 423-430.  



 136

Martin-Ordas, G., Haun, D., Colmenares, F., & Call, J. (2010). Keeping track of time: 
evidence for episodic-like memory in great apes. Animal Cognition, 13(2), 331-340.  

Martinez, V., & Sarter, M. (2004). Lateralized attentional functions of cortical cholinergic 
inputs. Behavioral Neuroscience, 118, 984-991.  

Maslow, A. H., & Harlow, H. F. (1932). Comparative behavior of primates II. Delayed 
reaction tests on primates at Bronx Park Zoo. Journal of Comparative Psychology, 
14, 97-107.  

Mason, M. F., Norton, M. I., Horn, J. D. V., Wegner, D. M., Grafton, S. T., & Macrae, C. 
N. (2007). Wandering Minds: The Default Network and Stimulus-Independent 
Thought. Science, 315(5810), 393-395.  

McAllister, W. G. (1932). A further study of the delayed reaction in the albino rat. 
Comparative Psychology Monographs, 8(2), 1-103.  

McCabe, D. P. (2008). The role of covert retrieval in working memory span tasks: 
Evidence from delayed recall tests. Journal of Memory and Language, 58, 480-494.  

McCabe, D. P., III, H. L. R., McDaniel, M. A., Balota, D. A., & Hambrick, D. Z. (2010). 
The Relationship Between Working Memory Capacity and Executive Functioning: 
Evidence for a Common Executive Attention Construct. Neuropsychology, 24(2), 
222-243.  

McCabe, D. P., Roediger, H. L., McDaniel, M. A., & Balota, D. A. (2009). Aging 
decreases veridical remembering but increases false remembering: 
Neuropsychological test correlates of remember/know judgments. Neuropsychologia, 
47, 2164-2173.  

McClelland, J. L. (1995). Constructive memory and memory distortions: a parallel-
distributed processing approach. In D. L. Schacter, J. T. Coyle, G. D. Fischbach, M. 
M. Mesulam, & L. E. Sullivan (Eds.), Memory Distortion: How Minds, Brains and 
Societies Reconstruct the Past (pp. 69-90). Cambridge, Massachussets: Harvard 
University Press. 

McGaugh, J. L. (1966). Time-dependent processes in memory storage. Science, 153, 1351-
1358.  

McGaugh, J. L., & Krivanek, J. A. (1970). Strychnine effects on discrimination learning in 
mice: effects of dose and time of administration. Physiology & Behavior, 5, 1437-
1442.  

McGaughy, J., Everitt, B. J., Robbins, T. W., & Sarter, M. (2000). The role of cortical 
cholinergic afferent projections in cognition, impact of new selective immunotoxins. 
Behavioral and Brain Research, 115, 251-263.  

McGaughy, J., Kaiser, T., & Sarter, M. (1996). Behavioral vigilance following infusions of 
192 IgG-saporin into the basal forebrain, selectivity of the behavioral impairment and 
relation to cortical AChE-positive fiber density. Behavioral Neuroscience, 110, 247-
265.  

McKenzie, T., Cherman, T., Bird, L. R., Naqshbandi, M., & Roberts, W. A. (2004). Can 
Squirrel monkeys (Saimiri sciureus) plan for the future? Studies of temporal myopia 
in food choice. Learning & Behavior, 32, 377-390.  



 137

McVay, J. C., & Kane, M. (2009). Conducting the train of thought: Working memory 
capacity, goal neglect, and mind wandering in an executive-control task. Journal of 
Experimental Psychology: Learning, Memory & Cognition, 35, 196-204.  

McWeeny, K., Young, A., Hay, D., & Ellis, A. (1987). Putting names to faces. British 
Journal of Psychology, 78(2), 143-146.  

Mehlhorn, J., Rehkämper, G., Hunt, G. R., Gray, R., & Güntürkün, O. (2010). Tool 
making New Caledonian crows have larger associative brain areas. Brain Behaviour 
Evolution, 75(63-70).  

Melton, A. W. (1963). Implications of short-term memory for a general theory of memory. 
Journal of Verbal Learning and Verbal Behavior, 2, 1-21.  

Metcalfe, J. (1990). Composite holographic associative recal model (CHARM) and 
blended memories in eyewitness testimony. Journal of Experimental Psychology 
General, 119, 145-160. 

Milimine, M., Watanabe, A., & Colombo, M. (2008). Neural correlates of directed 
forgetting in the avian prefrontal cortex. Behavioral Neuroscience, 122, 199-209.  

Miller, E. K., & Cohen, J. D. (2001). An integrative theory of prefrontal cortex function. 
Annual Review of Neuroscience, 24, 167-202.  

Miller, G. A. (1956). The magical number seven, plus or minus two: Some limits on our 
capacity for processing information. Psychological Review, 63, 81-97.  

Miller, G. A., Galanter, E., & Pribram, K. H. (1960). Plans and the structure of behavior. 
New York: Holt, Rinehart and Winston. 

Miller, R. R., & Springer, A. D. (1974). Implications of recovery from experimental 
amnesia. Psychological Review, 81, 470-473.  

Milton, K. (1981). Distribution patterns of tropical plant foods as an evolutionary stimulus 
to primate mental development. American Anthropologist, 83, 534-548.  

Misanin, J. R., Miller, R. R., & Lewis, D. J. (1968). Retrograde amnesia produced by elec-
troconvulsive shock after reactivation of a consolidated memory trace. Science, 160, 
554-555. 

Moll, H., & Tomasello, M. (2012). Three-Year-Olds Understand Appearance and 
Reality—Just Not About the Same Object at the Same Time. Developmental 
Psychology, 48(4), 1124-1132.  

Monsell, S. (2003). Task switching. Trends in Cognitive Sciences, 7, 134-140.  
Morgan, C. L. (1894). Introduction to comparative psychology. London, UK: Walter Scott. 
Moscovitch, M. (1994). Memory and working-with-memory: evaluation of a component 

process model and comparisons with other models. In D. L. Schacter & E. Tulving 
(Eds.), Memory Systems 1994. Cambridge, Massachussetts: MIT Press. 

Mulcahy, N. J., & Call, J. (2006a). Apes save tools for future use. Science, 312, 1038-
1040.  

Mulcahy, N. J., & Call, J. (2006b). How great apes perform on a modified trap-tube task. 
Animal Cognition, 9, 193-199.  

Muller, R. U., Kubie, J. L., Bostock, E. M., Taube, J. S., & Quirk, G. J. (1991). Spatial 
firing correlates of neurons in the hippocampal formation of freely moving rats. In J. 
Paillard (Ed.), Brain and Space: Oxford University Press. 



 138

Mulligan, N. W. (1996). The Effects of Perceptual Interference at Encoding on Implicit 
Memory, Explicit Memory, and Memory for Source. Journal of Experimental 
Psychology: Learning, Memory & Cognition, 22(5), 1067-1087.  

Murdock, B. B. (1960). The distinctiveness of stimuli. Psychological Review, 67, 16-31.  
Murray, E., Wise, S., & Graham, K. (2016). The Evolution of Memory Systems: OUP 

Oxford. 
Nader, K., Schafe, G. E., & LeDoux, J. E. (2000). Fear memories require protein synthesis 

in the amygdala for reconsolidation after retrieval. Nature, 406, 722-726.  
Nairne, J. S. (2002). Remembering over the short-term: The case against the standard 

model. Annual Review of Psychology, 53, 53-81.  
Naqshbandi, M., & Roberts, W. A. (2006). Anticipation of future events in squirrel 

monkeys (Saimiri sciureus) and rats (Rattus norvegicus): tests of the Bischof-Kohler 
hypothesis. Journal of Comparative Psychology, 120, 345-357.  

Neisser, U. (1967). Cognitive Psychology. New York: Appleton Century Crofts. 
Neisser, U. (1981). John Dean’s memory: A case study. Cognition, 9, 1-22.  
Neisser, U., & Libby, L. K. (2005). Remembering Life Experiences. In E. Tulving & F. I. 

M. Craik (Eds.), The Oxford Handbook of Memory: Oxford University Press. 
Nelson, T. O., & Narens, L. (1990). Metamemory: A theoretical framework and new 

findings. In G. Bower (Ed.), The psychology of learning and motivation: Academic 
Press. 

Newell, A., & Simon, H. A. (1956). The logic theory machine: A complex information 
processing system. Santa Monica: Rand Corporation. 

Newman, E. J., & Lindsay, S. D. (2009). False memories: What the hell are they for? 
Applied Cognitive Psychology, 23, 1105-1121.  

Nissen, H. W., & Taylor, F. V. (1939). Delayed alternation to non-positional cues in 
chimpanzee. Journal of Psychology, 7, 323-332.  

Nystrom, L. E., & McClelland, J. L. (1992). Trace synthesis in cued recall. Journal of 
Memory and Language, 31, 591-614.  

Oberauer, K. (2002). Access to Information in Working Memory: Exploring the Focus of 
Attention. Journal of Experimental Psychology: Learning, Memory & Cognition, 
28(3), 411-421.  

Oberauer, K. (2005). Control of the contents of working memory - a comparison of two 
paradigms and two age groups. Journal of Experimental Psychology: Learning, 
Memory & Cognition, 31, 714-728.  

Oberauer, K., Süß, H.-M., Wilhelm, O., & Sander, N. (2008). Individual Differences in 
Working Memory Capacity and Reasoning Ability. In A. Conway, C. Jarrold, M. 
Kane, A. Miyake, & J. Towse (Eds.), Variation in Working Memory: Oxford 
University Press. 

Okado, Y., & Stark, C. E. L. (2005). Neural activity during encoding predicts false 
memories created by misinformation. Learning and Memory, 12, 3-11.  



 139

Olkowicz, S., Kocourek, M., Lucan, R. K., Porteš, M., Fitch, W. T., Herculano-Houzel, S., 
& Nemec, P. (2016). Birds have primate-like numbers of neurons in the forebrain. 
Proceedings of the National Academy of Sciences of the United States of America, 
113(26), 7255-7260.  

Olson, D. J., Kamil, A. C., Balda, R. P., & Nims, P. J. (1995). Performance of four-seed 
caching corvid species in operant tests of nonspatial and spatial memory. Journal of 
Comparative Psychology, 109(2), 173.  

Olton, D. S., & Samuelson, R. J. (1976). Remembrance of places passed: Spatial memory 
in rats. Journal of Experimental Psychology: Animal Behavior Processes, 2, 97-116.  

Olton, D. S., Collison, C., & Werz, M. A. (1977). Spatial memory and radial arm maze 
performance of rats. Learning and Motivation, 8, 289-314.  

O’Reilly, R. C., Bhattacharyya, R., Howard, M. D., & Ketz, N. (2011). Complementary 
Learning Systems. Cognitive Science, 1-20.  

Osvath, M. (2016). Putting flexible animal prospection into context: escaping the 
theoretical box. WIREs Cognitive Science, 7, 5-18.  

Osvath, M., & Martin-Ordas, G. (2014). The future of future-oriented cognition in non-
humans: theory and the empirical case of the great apes. Philosophical Transactions 
of the Royal Society B, 369, 20130486.  

Osvath, M., & Osvath, H. (2008). Chimpanzee (Pan troglodytes) and orangutan (Pongo 
abelii) forethought: self-control and pre-experience in the face of future tool use. 
Animal Cognition, 11, 661-674.  

Osvath, M., & Persson, T. (2013). Great apes can defer exchange: a replication with 
different results suggesting future oriented behaviour. Frontiers in Psychology, 
4(698).  

Otgaar, H., Howe, M. L., Smeets, T., Raymaekers, L., & Beers, J. v. (2014). Memory 
Errors in Adaptive Recollections. In B. L. Schwartz, M. L. Howe, M. P. Toglia, & H. 
Otgaar (Eds.), What is Adaptive about Adaptive Memory? : Oxford Scholarship 
Online. 

Ouden, H. E., Friston, K. J. D., Daw, N. D., McIntosh, A. R., & Stephan, K. E. (2009). A 
dual role for prediction error in associative learning. Cerebral Cortex, 19, 1175-1185.  

Park, D. C., Lautenschlager, G., Earles, J., Frieske, D., Zwahr, M., & Gaines, C. (1996). 
Mediators of long-term memory performance across the life span. Psychology and 
Aging, 11(4), 621-637.  

Park, D. C., Lautenschlager, G., Hedden, T., Davidson, N., Smith, A. D., & Smith, P. 
(2002). Models of visuospatial and verbal memory across the adult life span. 
Psychology and Aging, 17(2), 299-320.  

Pavlova, M., & Kokinov, B. N. (2014). Analogy Causes Distorted Memory by Blending 
Memory Episodes. Paper presented at the 36th Annual Meeting of the Cognitive 
Science Society, Quebec, Canada. 

Pedreira, M. E., Perez-Cuesta, L. M., & Maldonado, H. (2004). Mismatch between what is 
expected and what actually occurs triggers memory reconsolidation or extinction. 
Learning and Memory, 11, 579-585.  



 140

Peters, G. J., David, C. N., Marcus, M. D., & Smith, D. M. (2013). The medial prefrontal 
cortex is critical for memory retrieval and resolving interference. Learning and 
Memory, 20, 201-209.  

Petkov, G., & Kokinov, B. N. (2009). Modeling Cued Recall and Memory Illusions as a 
Result of Structure Mapping. Paper presented at the 30th Annual Conference of the 
Cognitive Science Society. 

Pfeiffer, B. E., & Foster, D. J. (2013). Hippocampal place-cell sequences depict future 
paths to remembered goals. Nature, 497, 74-79.  

Pitt, D. (2018). Mental Representation. In E. N. Zalta (Ed.), Stanford Encyclopedia of 
Philosophy. 

Pöppel, E. (2004). Lost in time: a historical frame, elementary processing units and the 3-
second window. Acta Neurobiologae Experimentalis, 64, 295-301.  

Povinelli, D. J. (2000). Folk physics for apes: a chimpanzee’s theory of how the mind 
works. Oxford: Oxford University Press. 

Pravosudov, V. V., & II, T. C. R. (2013). Cognitive Ecology of Food Hoarding: The 
Evolution of Spatial Memory and the Hippocampus. Annual Review of Ecology, 
Evolution, and Systematics, 44, 173-193.  

Preston, A. R., & Eichenbaum, H. (2013). Interplay of Hippocampus and Prefrontal Cortex 
in Memory. Current Biology, 23, R764-R773.  

Proust, J. (2012). Metacognition and mindreading: one or two functions? In M. J. Beran, J. 
L. Brandl, J. Perner, & J. Proust (Eds.), Foundations of Metacognition. New York, 
NY: Oxford University Press. 

Proust, M. (1919). Swann’s Way (C. K. S. Moncrieff, Trans.): Planet eBook. 
Przybysławski, J., & Sara, S. J. (1997). Reconsolidation of memory after its reactivation. 

Behavioral and Brain Research, 84(1-2), 241-246.  
Quak, M., London, R. E., & Talsma, D. (2015). A multisensory perspective of working 

memory. Frontiers in Human Neuroscience, 9, 197.  
Quartermain, D., McEwen, B. S., & Azmitia, E. C. J. (1970). Amnesia produced by 

electroconvulsive shock or cycloheximide: conditions for recovery. Science, 169, 
683-686.  

Quillian, M. R. (1966). Semantic Memory. Office of Aerospace Research, United States 
Air Force.  

Raaijmakers, J. G. W., & Jakab, E. (2013). Rethinking inhibition theory: On the 
problematic status of the inhibition theory for forgetting. Journal of Memory and 
Language, 68, 98-122.  

Raby, C. R., Alexis, D. M., Dickinson, A., & Clayton, N. S. (2007). Planning for the future 
by western scrub-jays. Nature, 445, 919-921.  

Ragozzino, M. E. (2007). The contribution of the medial prefrontal cortex, orbitofrontal 
cortex, and dorsomedial striatum to behavioral flexibility. Annals of the New York 
Academy of Sciences, 1121, 355-375.  

Rainer, G., Rao, S. C., & Miller, E. K. (1999). Prospective coding for objects in primate 
prefrontal cortex. Journal of Neuroscience, 19, 5493-5505.  



 141

Redshaw, J. (2014). Does metarepresentation make human mental time travel unique? . 
Wiley Interdisciplinary Reviews: Cognitive Science, 5, 519-531.  

Rehkämper, G., Frahm, H. D., & Zilles, K. (1991). Quantitative development of brain and 
brain structures in birds (Galliformes and Passeriformis) compared to that in 
mammals (insectivores and primates). Brain Behaviour Evolution, 37, 125-143.  

Reichman, O. J. (1988). Caching behaviour by eastern woodrats, Neotoma floridana, in 
relation to food perishability. Animal Behaviour, 36, 1525-1532.  

Reyna, V. F., & Brainerd, C. J. (1995). Fuzzy-trace theory: an interim synthesis. Learning 
and Individual Differences, 7, 1-75.  

Ribback, A., & Underwood, B. J. (1950). An empirical explanation of the skewness of the 
serial position curve. Journal of Experimental Psychology, 40, 329-335.  

Rilling, J. K., Barks, S. K., Parr, L. A., Preuss, T. M., Faber, T. L., Pagnoni, G., . . . Votaw, 
J. R. (2007). A comparison of resting-state brain activity in humans and 
chimpanzees. Proceedings of National Academy of Sciences of the United States of 
America, 104(43), 17146-17151.  

Roberts, W. A. (1980). Distribution of trials and intertrial retention in delayed matching to 
sample with pigeons. Journal of Experimental Psychology: Animal Behavior 
Processes, 6(3), 217-237.  

Roberts, W. A. (1981). Retroactive inhibition in rat spatial memory. Animal Learning and 
Behavior, 9, 566-574.  

Roberts, W. A. (1998). Principles of animal cognition. Boston, MA: McGraw-Hill. 
Roberts, W. A. (2002). Are Animals Stuck in Time? Psychological Bulletin, 128(3), 473-

489.  
Roberts, W. A. (2006). Animal memory: episodic-like memory in rats. Current Biology, 

16(15), R601-R603.  
Roberts, W. A., & Feeney, M. C. (2009). The comparative study of mental time travel. 

Trends in Cognitive Sciences, 13(6), 271-277.  
Roberts, W. A., & Grant, D. S. (1976). Studies of short term memory in the pigeon using 

the delayed matching-to-sample procedure. In D. L. Medin, W. A. Roberts, & R. T. 
Davis (Eds.), Processes of animal memory (pp. 79-112). Hillsdale, NJ: Erlbaum. 

Roberts, W. A., & Grant, D. S. (1978). An analysis of light-induced retroactive inhibition 
in pigeon short-term memory. Journal of Experimental Psychology: Animal Behavior 
Processes, 4, 219-236.  

Roberts, W. A., & Santi, A. (2017). The comparative study of working memory. In J. Call 
(Ed.), APA Handbook of Comparative Psychology (Vol. 2. Perception, Learning, and 
Cognition): American Psychological Association. 

Roediger, H. L., & Butler, A. C. (2011). The critical role of retrieval practice in long-term 
retention. Trends in Cognitive Sciences, 15, 20-27.  

Roediger, H. L., & McDermott, K. B. (1993). Implicit memory in normal human subjects. 
In F. Boller & J. Grafman (Eds.), Handbook of neuropsychology (Vol. 8, pp. 63-131). 
Amsterdam: Elsevier. 



 142

Roitman, M. F., Dijk, G. v., Thiele, T. E., & Bernstein, I. L. (2001). Dopamine mediation 
of the feeding response to violations of spatial and temporal expectancies. Behavioral 
and Brain Research, 122, 193-199.  

Rolls, E. T. (2013). The mechanisms for pattern completion and pattern separation inthe 
hippocampus. Frontiers in Systems Neuroscience, 7, 74.  

Rose, J., & Colombo, M. (2005). Neural Correlates of Executive Control in the Avian 
Brain. PLoS Biology, 3(6), e190.  

Rose, N. S., Buchsbaum, B. R., & Craik, F. I. M. (2014). Short-term retention of a single 
word relies on retrieval from long-term memory when both rehearsal and refreshing 
are disrupted. Memory and Cognition, 42, 689-700.  

Rossi, A. F., Pessoa, L., Desimone, R., & Ungerleider, L. G. (2009). The prefrontal cortex 
and the executive control of attention. Experimental Brain Research, 192(3), 489-
497.  

Rugg, M. D., & Vilberg, K. L. (2013). Brain networks underlying episodic memory 
retrieval. Current Opinion in Neurobiology, 23(2), 255-260.  

Rumelhart, D. E., & Norman, D. A. (1983). Representation in Memory. Retrieved from 
San Diego, La Jolla, California: University of California. 

Rumelhart, D. E., Lindsay, P. H., & Norman, D. A. (1972). A process model for long-term 
memory. In E. Tulving & W. Donaldson (Eds.), Organization of memory. Oxford, 
England: Academic Press. 

Russell, J., Alexis, D., & Clayton, N. (2010). Episodic future thinking in 3-to-5-year-old 
children: The ability to think of what will be needed from a different point of view. 
Cognition, 114, 56-71.  

Salthouse, T. A., Atkinson, T. M., & Berish, D. E. (2003). Executive functioning as a 
potential mediator of age-related cognitive decline in normal adults. Journal of 
Experimental Psychology: General, 132, 566-594.  

Salwiczek, L. H., Dickinson, A., & Clayton, N. S. (2008). What Do Animals Remember 
about Their Past? In R. Menzel (Ed.), Learning Theory and Behavior (Vol. 1, pp. 
441-460). Oxford: Elsevier. 

Santiago, H. C., & Wright, A. A. (1984). Pigeon memory: Same/different concept 
learning, serial probe recognition acquisition, and probe delay effects on the serial-
position function. Journal of Experimental Psychology: Animal Behavior Processes, 
10, 498-512.  

Sara, S. J. (2000). Retrieval and reconsolidation: toward a neurobiology of remembering. 
Learning and Memory, 7, 73-84.  

Sarter, M., & Demeter, E. (2008). Ascending Systems Controlling Attentional Functions. 
In Learning and Memory: A Comprehensive Reference (pp. 303-319). Oxford: 
Elsevier. 

Saults, J. S., & Cowan, N. (2007). A central capacity limit to the simultaneous storage of 
visual and auditory arrays in working memory. Journal of Experimental Psychology: 
General, 136, 663-684.  



 143

Scarf, D., Smith, C. D., Jaswal, V. K., Magnuson, J. S., & Terrace, H. (2018). Chunky 
Monkey? The spontaneous temporal chunking of simultaneous chains by Humans 
(Homo Sapiens) and rhesus monkeys (Macaca mulatta). In Studies of Rhesus 
Monkeys and their Behaviors: Nova. 

Schacter, D. (1995). Memory distortions: How minds, brains and societies reconstruct the 
past. Cambridge, MA: Harvard University Press. 

Schacter, D. L. (1989). Memory. In M. I. Posner (Ed.), Foundations of Cognitive Science 
(pp. 683-725). Cambridge, Massachussets: MIT Press. 

Schacter, D. L. (2001). The seven sins of memory: How the mind forgets and remembers: 
Houghton Mifflin. 

Schacter, D. L., & Addis, D. R. (2007). On the constructive episodic simulation of past and 
future events. Behavioral and Brain Sciences, 30, 331.  

Schacter, D. L., & Addis, D. R. (2007). The cognitive neuroscience of constructive 
memory: Remembering the past and imagining the future. Philosophical 
Transactions of the Royal Society B, 362, 773-786.  

Schacter, D. L., & Tulving, E. (1982a). Amnesia and memory research. In L. S. Cermak 
(Ed.), Human Memory and Amnesia (pp. 1-32). Hillsdale, NJ: Lawrence Erlbaum 
Associates. 

Schacter, D. L., & Tulving, E. (1982b). Memory, amnesia, and the episodic/semantic 
distinction. In R. L. Isaacson & N. E. Spear (Eds.), Expression of Knowledge (pp. 33-
65). New York: Plenum. 

Schacter, D. L., & Tulving, E. (1994). What are the memory systems of 1994? In D. L. 
Schacter & E. Tulving (Eds.), Memory systems 1994 (pp. 2-38). Cambridge, MA: 
The MIT Press. 

Schacter, D. L., Addis, D. R., & Buckner, R. L. (2007). Remembering the past to imagine 
the future: the prospective brain. Nature Reviews Neuroscience, 8(657-661).  

Schacter, D. L., Guerin, S. A., & Jacques, P. L. S. (2011). Memory distortion: an adaptive 
perspective. Trends in Cognitive Sciences, 15(10), 467-474.  

Schacter, D. L., Norman, K. A., & Koutstaal, W. (1998). The Cognitive Neuroscience of 
Constructive Memory. Annual Review of Psychology, 49, 289-318.  

Schacter, D. L., Verfaellie, M., & Koutstaal, W. (2002). Memory illusions in amnesic 
patients: Findings and implications. In L. R. Squire & D. L. Schacter (Eds.), 
Neuropsychology of memory (Vol. xviii, pp. 114-129). New York: Guilford Press. 

Schacter, D. L., Wang, P. L., Tulving, E., & Freedman, M. (1982). Functional retrograde 
amnesia: A quantitative case study. Neuropsychologia, 20(523-532).  

Schiller, D., & Phelps, E. A. (2011). Does reconsolidation occur in humans? Frontiers in 
Behavioral Neuroscience, 5, 24.  

Schiller, D., Monfils, M.-H.-., Raio, C. M., Johnson, D. C., LeDoux, J. E., & Phelps, E. A. 
(2010). Preventing the return of fear in humans using reconsolidation update 
mechanisms. Nature, 463, 49-53.  

Schwartz, B. L., Colon, M. R., Sanchez, I. C., Rodriguez, I. A., & Evans, S. (2002). 
Single-trial learning of “what” and “who” information in a gorilla (Gorilla gorilla 
gorilla): implications for episodic memory. Animal Cognition, 5, 85-90.  



 144

Schwartz, B. L., Hoffman, M. L., & Evans, S. (2005). Episodic-like memory in a gorilla: a 
review and new findings. Learning and Motivation, 36, 226-244.  

Scott, B. H., Mishkin, M., & Yin, P. (2012). Monkeys have a limited form of short-term 
memory in audition. Proceedings of National Academy of Sciences of the United 
States of America, 109(30), 12237-12241.  

Scoville, W. B., & Milner, B. (1957). Loss of recent memory after bilateral hippocampal 
lesions. Journal of Neurology, Neurosurgery, and Psychiatry, 20, 11-21.  

Scully, I. D., Napper, L. E., & Hupbach, A. (2017). Does reactivation trigger episodic 
memory change? A meta-analysis. Neurobiology of Learning and Memory, 142, 99-
107.  

Seed, A. M., Call, J., Emery, N. J., & Clayton, N. S. (2009a). Chimpanzees Solve the Trap 
Problem When the Confound of Tool-Use is Removed. Journal of Experimental 
Psychology: Animal Behavior Processes, 35(1), 23-34.  

Seed, A. M., Tebbich, S., Emery, N. J., & Clayton, N. S. (2006). Investigating physical 
cognition in rooks, Corvus frugilegus. Current Biology, 16, 697-701.  

Seed, A., Emery, N., & Clayton, N. (2009b). Intelligence in Corvids and Apes: A Case of 
Convergent Evolution? Ethology, 115, 401-420.  

Serota, R. G. (1971). Acetoxycycloheximide and transient amnesia in the rat. Proceedings 
of National Academy of Sciences of the United States of America, 68, 1249-1250.  

Sevenster, D., Beckers, T., & Kindt, M. (2012). Retrieval per se is not sufficient to trigger 
reconsolidation of human fear memory. Neurobiology of Learning and Memory, 97, 
338-345.  

Sevenster, D., Beckers, T., & Kindt, M. (2013). Prediction error governs 
pharmacologically induced amnesia for learned fear. Science, 339, 830-833.  

Sevenster, D., Beckers, T., & Kindt, M. (2014). Prediction error demarcates the transition 
from retrieval, to reconsolidation, to new learning. Learning and Memory, 21(11), 
580-584.  

Shallice, T., & Burgess, P. (1996). The domain of supervisory processes and temporal 
organization of behaviour. Philosophical Transactions of the Royal Society London B 
Biological Sciences, 351, 1405-1411.  

Sherry, D. F., & Vaccarino, A. L. (1989). Hippocampus and memory for food caches in 
black-capped chickadees. Behavioral Neuroscience, 103, 308-318.  

Shields, W. E., Smith, J. D., & Washburn, D. A. (1997). Uncertain responses by humans 
and rhesus monkeys (Macaca mulatta) in a psychophysical same-different task. 
Journal of Experimental Psychology: General, 126, 147-164.  

Sinclair, A. H., & Barense, M. D. (2018). Surprise and destabilize: Prediction error 
influences episodic memory reconsolidation. Learning and Memory, 25(369-381).  

Skov-Rackette, S. I., Miller, N. Y., & Shettleworth, S. J. (2006). What-where-when 
memory in pigeons. Journal of Experimental Psychology: Animal Behavior 
Processes, 32, 345-358.  

Smith, E. E., & Jonides, J. (1999). Storage and executive processes in the frontal lobes. 
Science, 283, 1657-1661.  



 145

Smith, J. D. (2005). Studies of Uncertainty Monitoring and Metacognition in Animals and 
Humans. In H. S. Terrace & J. Metcalfe (Eds.), The Missing Link in Cognition: 
Origins of self-reflective consciousness (pp. 242-271). New York: Oxford University 
Press. 

Smith, J. D., Beran, M. J., & Couchman, J. J. (2012). Animal metacognition. In T. Zentall 
& E. Wasserman (Eds.), Oxford handbook of comparative cognition (pp. 282-304). 
Oxford, UK: Oxford University Press. 

Smith, J. D., Coutinho, M. V. C., Church, B. A., & Beran, M. J. (2013). Executive-
Attentional Uncertainty Responses by Rhesus Macaques (Macaca mulatta). Journal 
of Experimental Psychology: General, 142(2), 458-475.  

Smith, J. D., Schull, J., Strote, J., McGee, K., Egnor, R., & Erb, L. (1995). The uncertain 
response in the bottlenosed dolphin (Tursiops truncatus). Journal of Experimental 
Psychology: General, 124, 391-408.  

Smith, J. D., Shields, W. E., & Washburn, D. A. (2003). The comparative psychology of 
uncertainty monitoring and metacognition. Behavioral and Brain Sciences, 26, 317-
373.  

Smith, J. D., Shields, W. E., Allendoerfer, K. R., & Washburn, D. A. (1998). Memory 
monitoring by animals and humans. Journal of Experimental Psychology: General, 
127, 227-250.  

Smith, J. D., Shields, W. E., Schull, J., & Washburn, D. A. (1997). The uncertain response 
in humans and animals. Cognition, 62, 75-97.  

Sohn, M.-H., Goode, A., Stenger, V. A., Carter, C. S., & Anderson, J. R. (2003). 
Competition and representation during memory retrieval: Roles of the prefrontal 
cortex and the posterior parietal cortex. Proceedings of National Academy of 
Sciences of the United States of America, 100(12), 7412-7417.  

Sol, D., Bacher, S., Reader, S. M., & Lefebvre, L. (2008). Brain size predicts the success 
of mammal species introduced into novel environments. American Naturalist, 172, 
S63-S71.  

Soto, D., Heinke, D., Humphreys, G. W., & Blanco, M. J. (2005). Early, Involuntary Top-
Down Guidance of Attention from Working Memory. Journal of Experimental 
Psychology: Human Perception and Performance, 31(2), 248-261.  

Spear, N. (1973). Retrieval of memory in animals. Psychological Review, 80, 163-194.  
Sperling, G. (1960). The information available in brief visual presentations. Psychological 

Monographs, 74(11), 1-29.  
Spreng, R. N., Mar, R. A., & Kim, A. S. (2009). The common neural basis of 

autobiographical memory, prospection, navigation, theory of mind, and the default 
mode: a quantitative meta-analysis. Journal of Cognitive Neuroscience, 21(3), 489-
510.  

Stafford, J. M., Jarrett, B. R., Miranda-Dominguez, O., Mills, B. D., Cain, N., Mihalas, S., 
. . . Fair, D. A. (2014). Large-scale topology and the default mode network in the 
mouse connectome. Proceedings of National Academy of Sciences of the United 
States of America, 111(52), 18745-18750.  



 146

Stephan, H., Baron, G., & Frahm, H. D. (1988). Comparative size of brains and brain 
components. In H. D. Steklis & J. Erwin (Eds.), Comparative Primate Biology (pp. 
1-38). New York: Alan R. Liss. 

Sterelny, K. (2003). Thought in a Hostile World. Oxford: Blackwell Publishing. 
Storm, B. C., & Levy, B. J. (2012). A progress report on the inhibitory account of 

retrieval-induced forgetting. Memory & Cognition, 40(827-843).  
Stuss, D. T., & Knight, R. T. (2002). Introduction. In D. T. Stuss & R. T. Knight (Eds.), 

Principles of frontal lobe function (pp. 1-7). New York: Oxford University Press. 
Suddendorf, T., & Corballis, M. C. (1997). Mental Time Travel and the Evolution of the 

Human Mind. Genetic Social and General Psychology Monographs, 123(2), 133-
167.  

Suddendorf, T., & Corballis, M. C. (2007). The evolution of foresight: What is mental time 
travel, and is it unique to humans? Behavioral and Brain Sciences, 30, 299-351.  

Suddendorf, T., & Corballis, M. C. (2010). Behavioural evidence for mental time travel in 
nonhuman animals. Behavioural Brain Research, 215, 292-298.  

Suprenant, A. M., & Neath, I. (2008). The 9 lives of short-term memory. In A. Thorn & M. 
Page (Eds.), Interactions between short-term and long-term memory in the verbal 
domain. Hove, UK: Psychology Press. 

Sutton, J. (2009). Adaptive misbeliefs and false memories. Behavioral and Brain Sciences, 
32, 535-536.  

Szipl, G., Ringler, E., & Bugnyar, T. (2018). Attacked ravens flexibly adjust signalling 
behaviour according to audience composition. Proceedings of The Royal Society B, 
285(20180375), 1-9.  

Szpunar, K. K., & McDermott, K. B. (2008). Episodic future thought and its relation to 
remembering: Evidence from ratings of subjective experience. Consciousness and 
Cognition, 17, 330-334.  

Szpunar, K. K., Chan, J. C. K., & McDermott, K. B. (2009). Contextual processing in 
episodic future thought. Cerebral Cortex, 19, 1539-1548.  

Taconnat, L., Clarys, D., Vanneste, S., Bouazzaoui, B., & Isingrini, M. (2007). Aging and 
strategic retrieval in a cuedrecall test: The role of executive functions and fluid 
intelligence. Brain and Cognition, 64, 1-6.  

Taylor, A. H., Hunt, G. R., Medina, F. S., & Gray, R. D. (2009). Do New Caledonian 
Crows Solve Physical Problems through Causal Reasoning? Proceedings of The 
Royal Society B, 276(1655), 247-254.  

Templer, V. L., Gazes, R. P., & Hampton, R. R. (2019). Co-operation of long-term and 
working memory representations in simultaneous chaining by rhesus monkeys 
(Macaca mulatta). Quarterly Journal of Experimental Psychology.  

Terrace, H. (1991). Chunking During Serial Learning by a Pigeon: I. Basic Evidence. 
Journal of Experimental Psychology, 17(1), 81-93.  

Thalmann, M., Souza, A. S., & Oberauer, K. (2018). How Does Chunking Help Working 
Memory? Journal of Experimental Psychology: Learning, Memory & Cognition, 
45(1), 37-55.  



 147

Theeuwes, J., & Burger, R. (1998). Attentional control during search: The effect of 
irrelevant singletons. Journal of Experimental Psychology: Human Perception and 
Performance, 24, 1342-1353.  

Thompson, V. A., & Paivio, A. (1994). Memory for pictures and sounds: independence of 
auditory and visual codes. Canadian Journal of Experimental Psychology, 48(3), 
380-398.  

Tinbergen, N. (1963). On aims and methods of ethology. Zeitschrift für Tierpsychologie, 
20, 410-433.  

Tinklepaugh, O. L. (1932). Multiple delayed reactins with chimpanzees and monkeys. 
Journal of Comparative Psychology, 13, 207-243.  

Tolman, E. C. (1948). Cognitive maps in rats and men. Psychological Review, 55(4), 189-
208.  

Tolman, E. C. (1967). Purposive behavior in animals and men. New York: Meredith. 
Troyer, A. K., Graves, R. E., & Cullum, K. M. (1994). Executive functioning as a mediator 

of the relationship between age and episodic memory in healthy aging. Aging and 
Cognition, 1, 45-43.  

Tubridy, S., & Davachi, L. (2011). Medial temporal lobe contributions to episodic 
sequence encoding. Cerebral Cortex, 21, 272-280.  

Tulving, E. (1974). Cue-Dependent Forgetting. American Scientist, 62(1), 74-82.  
Tulving, E. (1979). Relation between encoding specificity and levels of processing. In L. 

S. Cermak & F. I. M. Craik (Eds.), Levels of processing in human memory (pp. 405-
428). Hillsdale, NJ: Erlbaum. 

Tulving, E. (1983). Elements of episodic memory. Oxford: Claredon Press. 
Tulving, E. (1984). Multiple learning and memory systems. In K. M. J. Lagerspetz & P. 

Niemi (Eds.), Psychology in the 1990’s (pp. 163-184). North-Holland: Elsevier 
Science Publishers B.V. 

Tulving, E. (1985). Memory and consciousness. Canadian Psychology, 26(1), 1-12.  
Tulving, E. (1999). On the uniqueness of episodic memory. In L. G. Nilsson & H. J. 

Markowitsch (Eds.), Cognitive Neuroscience of Memory (pp. 11-42). 
Tulving, E. (2001). Episodic memory and common sense: how far apart? Philosophical 

Transactions of the Royal Society, 356, 1505-1515.  
Tulving, E. (2002). EPISODIC MEMORY: From Mind to Brain. Annual Reviews 

Psychology, 53, 1-25.  
Tulving, E. (2008). On the law of primacy. In M. Gluck, J. R. Anderson, & S. M. Kosslyn 

(Eds.), Memory and mind: A festschrift for Gordon H. Bower (pp. 31-48). Mahwah, 
NJ: Lawrence Erlbaum Associates Publishers. 

Tulving, E., & Markowitsch, H. J. (1994). What do animal models of memory model? 
Behavioral and Brain Sciences, 17, 498-499.  

Tulving, E., & Schacter, D. (1990). Priming and human memory systems. Science, 247, 
301-306.  

Tulving, E., & Watkins, M. J. (1975). Structure of memory traces. Psychological Review, 
82(4), 261-275.  



 148

Tulving, E., Markowitsch, H. J., Craik, F. I., Habib, R., & Houle, S. (1996). Novelty and 
familiarity activations in PET studies of memory encoding and retrieval. Cerebral 
Cortex, 6, 71-79.  

Unsworth, N. (2010). On the division of working memory and long-term memory and their 
relation to intelligence: A latent variable approach. Acta Psychologica, 134, 16-28.  

Usher, M., Cohen, J. D., Servan-Schreiber, D., Rajkowski, J., & Aston-Jones, G. (1999). 
The role of locus coeruleus in the regulation of cognitive performance. Science 
283(549-554).  

Vale, G. L., Flynn, E. G., Pender, L., Price, E., Whiten, A., Lambeth, S. P., . . . Kendal, R. 
L. (2016). Robust retention and transfer of tool construction techniques in 
chimpanzees (Pan troglodytes). Journal of Comparative Psychology, 130(1), 24-35.  

Veit, L., Hartmann, K., & Nieder, A. (2014). Neuronal correlates of visual working 
memory in the corvid endbrain. Journal of Neuroscience, 34, 7778-7786.  

Verbruggen, F., & Logan, G. D. (2008). Response inhibition in the stop-signal paradigm. 
Trends in Cognitive Sciences, 12, 418-424.  

Vincent, J. L., Patel, G. H., Fox, M. D., Snyder, A. Z., Baker, J. T., Essen, D. C. V., . . . 
Raichle, M. E. (2007). Intrinsic functional architecture in the anaesthetized monkey 
brain. Nature, 447(7140), 83-86.  

Vinogradova, O. S. (2001). Hippocampus as comparator: role of the two input andtwo 
output systems of the hippocampus in selection and registration ofinformation. 
Hippocampus, 11, 578-598.  

Visalberghi, E., & Limongelli, L. (1994). Lack of Comprehension of cause-effect relations 
in tool-using capuchin monkeys (Cebus apella). Journal of Comparative Psychology, 
108, 15-22.  

Vonk, J. (2003). Gorilla (Gorilla gorilla gorilla) and orangutan (Pongo abelii) 
understanding of first-and second-order relations. Animal Cognition, 6(2), 77-86.  

Voytko, M. L., Olton, D. S., Richardson, R. T., Gorman, L. K., Tobin, J. R., & Price, D. L. 
(1994). Basal forebrain lesions in monkeys disrupt attention but not learning and 
memory. Journal of Neuroscience, 14, 167-186.  

Waal, F. B. M. d., & Ferrari, P. F. (2009). Towards a bottom-up perspective on animal and 
human cognition. Trends in Cognitive Sciences, 14(5), 201-207.  

Wagenaar, W. A. (1986). My memory: A study of autobiographical memory over six 
years. Cognitive Psychology, 18, 225-252.  

Walker, M. P., Brakefield, T., & Hobson, J. A. (2003). Dissociable stages of human 
memory consolidation and reconsolidation. Nature, 425, 616-620.  

Wallace, J., Steinert, P. A., Scobie, S. R., & Spear, N. E. (1980). Stimulus modality and 
short-term memory in rats. Animal Learning and Behavior, 8(1), 10-16.  

Warren, D. E., Duff, M. C., Tranel, D., & Cohen, N. J. (2010). Medial temporal lobe 
damage impairs representation of simple stimuli. Frontiers in Human Neuroscience, 
4(35).  

Watkins, M. J., Ho, E., & Tulving, E. (1976). Context effects in recognition memory for 
faces. Journal of Verbal Learning and Verbal Behavior, 15, 505-517.  



 149

Watson, C. S., Kellogg, S. C., Kawanishi, D. T., & Lucas, P. A. (1973). The uncertain 
response in detection-oriented psychophysics. Journal of Experimental Psychology, 
99, 180-185.  

Watson, P. D., Voss, J. L., Warren, D. E., Tranel, D., & Cohen, N. J. (2013). Spatial 
reconstruction by patients with hippocampal damage is dominated by relational 
memory errors. Hippocampus.  

Wells, H. G. (1985). The Time Machine: Penguin Publishing Group. 
White, K. G., & Brown, G. S. (2011). Reversing the course of forgetting. Journal of the 

Experimental Analysis of Behavior, 96, 177-189.  
Wickens, C. D. (1984). Processing resources in attention. In R. Parasuraman & D. R. 

Davies (Eds.), Varieties of attention: Academic Press. 
Wikmark, R. G., Divac, I., & Weiss, R. (1973). Retention of spatial delayed alternation in 

rats with lesions in the frontal lobes. Implications for a comparative neuropsychology 
of the prefrontal system. Brain Behaviour Evolution, 8, 329-339.  

Williams, B. M., McCoy, J. G., & Kuczaj, S. A. (2000). Primacy effects in nonspatial 
recognition memory in rats. Learning and Motivation, 31, 54-66.  

Winters, B., Matheson, W. R., McGregor, I. S., & Brown, R. E. (2000). An automated 
two-choice test of olfactory working memory in the rat: Effect of scopolamine. 
Psychobiology, 28(1), 21-31.  

Wirthlin, M., Lima, N. C. B., Guedes, R. L. M., Soares, A. E. R., Almeida, L. G. P., 
Nathalia P. Cavaleiro, . . . Mello, C. V. (2018). Parrot Genomes and the Evolution of 
Heightened Longevity and Cognition. Current Biology, 28(24), 4001-4008.e4007.  

Woodworth, R. S. (1938). Experimental psychology: Holt. 
Wright, A. A. (1999). Visual list memory in capuchin monkeys (Cebus apella). Journal of 

Comparative Psychology, 113, 74-80.  
Wright, A. A. (2007). An experimental analysis of memory processing. Journal of 

Experimental Analysis of Behavior, 88, 405-433.  
Wright, A. A. (2013). Functional relationships for investigating cognitive processes. 

Behavioural Processes, 93, 4-24.  
Wright, A. A., & Elmore, L. C. (2016). Pigeon visual short-term memory directly 

compared to primates. Behavioural Processes, 123, 84-89.  
Wright, A. A., Santiago, H. C., Sands, S. F., & Cook, R. G. (1985). Memory processing of 

serial lists by pigeons, monkeys and people. Science, 229, 287-289.  
Yantis, S., & Hillstrom, A. (1994). Stimulus-driven attentional capture: Evidence from 

equiluminant visual objects. Journal of Experimental Psychology: Human Perception 
and Performance, 20, 131-139.  

Yhnell, E., Dunnett, S. B., & Brooks, S. P. (2016). The utilisation of operant delayed 
matching and non-matching to position for probing cognitive flexibility and working 
memory in mouse models of Huntington's disease. Journal of Neuroscience Methods, 
265, 72-80.  

Yonelinas, A. P. (2007). Remembering: Defining and measuring. In H. L. R. III, Y. Dudai, 
& S. M. Fitzpatrick (Eds.), Science of memory: concepts: Oxford University Press. 



 150

Yonelinas, A. P. (2013). The hippocampus supports high-resolution binding in the service 
of perception, working memory and long-term memory. Behavioural Brain 
Research, 254, 34-44.  

Yudin, H. C., & Harlow, H. F. (1933). Comparative behavior of primates V. Delayed 
reactions in primates in horizontal and vertical planes. Journal of Comparative 
Psychology, 16, 143-146.  

Zacks, J. M., & Swallow, K. M. (2007). Event Segmentation. Current Directions in 
Psychological Science, 16(2), 80-84.  

Zakrzewski, A. C., Perdue, B. M., Beran, M. J., Church, B. A., & Smith, J. D. (2014). 
Cashing Out: The Decisional Flexibility of Uncertainty Responses in Rhesus 
Macaques (Macaca mulatta) and Humans (Homo sapiens). Journal of Experimental 
Psychology: Animal Learning and Cognition, 40(4), 490-501.  

Zanto, T. P., & Gazzaley, A. (2009). Neural suppression of irrelevant information 
underlies optimal working memory performance. Journal of Neuroscience, 29, 3059-
3066.  

Zareva-Toncheva, N., & Kokinov, B. N. (2003). Blending of Non-Similar Episodes as a 
Result of Analogical Mapping with a Third One. Paper presented at the 25th Annual 
Conference of the Cognitive Science Society. 

Zentall, T., Clement, T. S., Bhatt, R. S., & Allen, J. (2001). Episodic-like memory in 
pigeons. Psychonomic Bulletin & Review, 8, 685-690.  

Zentall, T., Hogan, D. E., Howard, M. M., & Moore, B. S. (1978). Delayed matching in 
the pigeon: Effect on performance of sample-specific observing responses and 
differential delay behavior. Learning and Motivation, 9(2), 202-218.  

Zhou, W. Y., & Crystal, J. D. (2009). Evidence for remembering when events occurred in 
a rodent model of episodic memory. Proceedings of National Academy of Sciences of 
the United States of America, 106, 9525-9529.  

Zinkivskay, A., Nazir, F., & Smulders, T. V. (2009). What-where-when memory in 
magpies (Pica pica). Animal Cognition, 12(1), 119-125.  

Zokaei, N., Ning, S., Manohar, S., Feredoes, E., & Husain, M. (2014). Flexibility of 
representational states in working memory. Frontiers in Human Neuroscience, 8, 
853.  

Zoladek, L., & Roberts, W. A. (1978). The sensory basis of spatial memory in the rat. 
Animal Learning and Behavior, 7, 77-81.  

  


	Tom sida
	Tom sida
	Tom sida


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /UseDeviceIndependentColor
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /SVE <FEFF005B00420061007300650072006100640020007000E500200027005B0054007200790063006B006B00760061006C0069007400650074005D0027005D00200041006E007600E4006E00640020006400650020006800E4007200200069006E0073007400E4006C006C006E0069006E006700610072006E00610020006F006D002000640075002000760069006C006C00200073006B006100700061002000410064006F006200650020005000440046002D0064006F006B0075006D0065006E007400200073006F006D002000E400720020006C00E4006D0070006C0069006700610020006600F60072002000700072006500700072006500730073002D007500740073006B00720069006600740020006D006500640020006800F600670020006B00760061006C0069007400650074002E002000200053006B006100700061006400650020005000440046002D0064006F006B0075006D0065006E00740020006B0061006E002000F600700070006E00610073002000690020004100630072006F0062006100740020006F00630068002000410064006F00620065002000520065006100640065007200200035002E00300020006F00630068002000730065006E006100720065002E>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        14.173230
        14.173230
        14.173230
        14.173230
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



 
 
    
   HistoryItem_V1
   AddNumbers
        
     Range: From page 287 to page 303; only odd numbered pages
     Font: Times-Roman (unembedded) 11.0 point
     Origin: bottom left
     Offset: horizontal 56.69 points, vertical 36.85 points
     Prefix text: ''
     Suffix text: ''
     Colour: Default (black)
     Repeat each number 0 time(s) then increase by 1
      

        
     D:20190716142622
      

        
     1
     1
     
     BL
     
     1
     1
     1
     0
     1
     289
     TR
     1
     0
     0
     2905
     1051
     0
     0
     R0
     11.0000
            
                
         Odd
         287
         SubDoc
         303
              

       CurrentAVDoc
          

     [Sys:ComputerName]
     56.6929
     36.8504
      

        
     QITE_QuiteImposingPlus4
     Quite Imposing Plus 4.0k
     Quite Imposing Plus 4
     1
      

        
     285
     303
     302
     9925d118-da89-4ec4-ba07-c80c10f33724
     9
      

   1
  

    
   HistoryItem_V1
   AddNumbers
        
     Range: From page 287 to page 303; only even numbered pages
     Font: Times-Roman (unembedded) 11.0 point
     Origin: bottom right
     Offset: horizontal 56.69 points, vertical 36.85 points
     Prefix text: ''
     Suffix text: ''
     Colour: Default (black)
     Repeat each number 0 time(s) then increase by 1
      

        
     D:20190716142653
      

        
     1
     1
     
     BR
     
     1
     1
     1
     0
     1
     289
     TR
     1
     0
     0
     2905
     1051
    
     0
     0
     R0
     11.0000
            
                
         Even
         287
         SubDoc
         303
              

       CurrentAVDoc
          

     [Sys:ComputerName]
     56.6929
     36.8504
      

        
     QITE_QuiteImposingPlus4
     Quite Imposing Plus 4.0k
     Quite Imposing Plus 4
     1
      

        
     287
     303
     301
     01ea5a84-64e0-4e93-b6f4-2f3be8883b9a
     8
      

   1
  

 HistoryList_V1
 qi2base





