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Popular summary in English

All bodily functions involve proteins in one way or another, for example
movement, digestion and defence against infections. By studying how pro-
teins interact with other proteins and molecules it is possible to get a deeper
understanding of the bodily functions. Through this knowledge it is pos-
sible to design pharmaceuticals for when something goes wrong. One ex-
ample of this is cancer where the body’s own cells starts to grow uncon-
trollably. The creation of a new pharmaceutical is a long and expensive
process which fail in a lot of stages during the development process. The
reasons for failure can be for example a lack of uptake in the body, the
drug can turn out to be toxic or it might not bind the target with sufficient
strength.

All proteins in humans consists of 20 different amino acids which are linked
into chains of different compositions and lengths. These chains in turn take
on different folds depending on amino acid composition. It is the fold and
the amino acid composition which gives the protein a certain function. One
very important function of a protein is the ability to bind other molecules,
so called ligands, which can be other proteins, DNA, small molecules or
something else. One example of where ligand binding is important is the
binding of oxygen to haemoglobin in the lungs to be transported in the
blood to the rest of the body. Pharmaceuticals can also bind proteins to
provide their healing powers. For example the antibiotic tetracyclin which
binds the bacterial ribosome, which is the cells protein factory. Tetracyclin
acts by binding and there by blocking the site where new amino acids enter
to be added to the growing peptide chain. This leads to that the creation
of the new protein is halted.

During my PhD studies I have investigated different aspects of ligand bind-
ing to a protein called Galectin-3. This is a protein involved in a multitude
of cell functions in and around the cell, such as gene regulation and pro-
grammed cell death. Galectin-3 have also been indicated in a large number
of diseases such as cancer and lunch fibrosis. This makes Galectin-3 an
interesting target for drug interventions.

Isothermal titration calorimetry (ITC) and nuclear magnetic resonance
(NMR) spectroscopy have been the two main techniques I have used to
study the binding process. ITC is a techniques where small aliquoted of one
of the interacting partners are repeatedly added to a of the other. During
these additions the heat which is needed to keep the temperature constant

xvii



is measured. From the resulting titration curve the binding strength can be
calculated alongside the thermodynamic profile of the binding. The Ther-
modynamics can be separated into two components, enthalpy and entropy.
Enthalpy is the heat which is absorbed or released as the two partners bind
and the entropy is a measure of the change in disorder of the system as the
components bind.

In the second technique, NMR spectroscopy, the quantum mechanical phe-
nomenon of nuclear magnetic spin is used. This phenomenon can be likened
to that some atomic nuclei having a small bar magnet. When these are
placed in a stong magnetic field the nuclear spins will align with the mag-
netic field. By manipulating the nuclear spin trough electromagnetic pulses
the spins can get out of alignment with the magnetic field. Measuring
the rate at which the spins realign with the magnetic field and through
a mathematical model it is possible to calculate the amount of dynamics
at individual sites in the protein which, in turn can be used to calculate
the entropy. Today NMR is the only technique which can get an atomic
resolution of the dynamics and entropy.

During my PhD time I have been involved in measuring ligand affinities
with ITC for a number of ligands some of whom binds very strongly to
Galectin-3. All of these ligands bind with a very favourable enthalpy but
with a penalty in entropy. With the help of NMR I have also characterised
the difference is dynamics and conformational entropy for a pair of ligands.
Collaborators made simulations of the two complexes which indicates that
the difference in entropy have a larger contribution from conformational
entropy compared to solvation entropy. In another project I have tried to,
in the same way as for the protein, calculate the dynamics and entropy for
the ligand when it is bound to the protein. I have also looked at the on and
off rates of different ligands to the Galectin-3 and correlated these rates to
the binding strength. The results show that the ligand on rate is more or
less independent of the binding strength but the off rate gets smaller when
the binding affinity increases, so the ligand will stay bound for longer when
the affinity increases. The last project have been to investigate the binding
mechanisms of ligand binding to lactose. When a protein binds a ligand
it is common that the protein changes the structure to accommodate the
ligand. This leads to the question of which comes first the binding of the
ligand or the conformational change? We have shown that for Galectin-3
binding lactose the dominant binding pathway is to first bind lactose and
then undergo conformational change.
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The hope is that the knowledge gathered in this thesis eventually will lead
to a deeper understanding of the underlying driving forces and mechanisms
in ligand binding to proteins. This in turn will hopefully lead to a efficient
way of designing and develop pharmaceuticals with a high binding affinity,
specificity and the desired effect.
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Populärvetenskaplig sammanfattning p̊a svenska

Kroppens funktioner utförs till stor del med hjälp av proteiner, exempel p̊a
dessa funktioner är allt fr̊an att röra p̊a sig till matsmältning och försvara
oss mot infektioner. Genom att studera proteiner och hur de interagerar
med varandra och andra molekyler i kroppen kan vi f̊a en djupare först̊aelse
för hur kroppen fungerar p̊a en molekylär niv̊a. Genom denne först̊aelse kan
vi ocks̊a p̊averka kroppen när n̊agot g̊ar fel, t.ex. vid cancer när kroppens eg-
na celler börjar växa okontrollerat. Att skapa ett nytt läkemedel är en l̊ang
och kostsam process som kan misslyckad vid m̊anga tillfällen under utveck-
lingsprocessen. Läkemedelskandidaterna kan till exempel sakna förm̊agan
att tas upp i kroppen, de kan visa sig att de är giftiga eller inte binder
tillräckligt h̊art till sitt m̊al.

Proteiner best̊ar av kedjor av aminosyror med varierande längd, deras funk-
tion bestäms delvis av sekvensen av aminosyror men även hur kedjan vec-
kas. Kroppens alla proteiner byggs upp av 20 olika aminosyror som kombi-
neras p̊a olika sätt för att skapa den unika sekvensen av ett protein. En av
de viktigaste funktionerna ett protein har i kroppen är förm̊agan att kunna
binda andra proteiner eller molekyler, s̊a kallade ligander. Som ett exem-
pel p̊a bindning har vi Hemoglobinet i v̊ara röda blodkroppar som binder
syre i lungorna för att sedan transportera syret till alla delar av kroppen.
Läkemedel binder ofta ocks̊a till olika proteiner för att delge sin läkande
kraft. Ett exempel är antibiotikan tetracyklin som binder till ribosomen i
bakterier. Där blockerar antibiotikan nya aminosyror att n̊a peptidkedjan
som skapas där och ribosomen kan därigenom inte skapa nya proteiner.

Under mina doktorandstudier har jag undersökt olika aspekter av ligand
bindning till ett protein vid namn Galectin-3. Detta är ett protein som
är inblandat i en uppsjö funktioner i och runt cellen som t.ex. reglering
av genuttryck och celldöd. Detta gör Galectin-3 till ett intressant m̊al för
läkemedels intervention eftersom forskning har visat att Galectin-3 är in-
blandat i flertalet sjukdomsförlopp s̊a som olika typer av cancer och lung-
fibros för att nämna n̊agra.

Isoterm titreringskalorimetri (ITC) och kärnmagnetisk resonans spektro-
skopi (NMR) har varit de tv̊a tekniker jag har använt för att studera
bindnings-processen. ITC har jag använt för att bestämma hur starkt Galectin-
3 binder till de olika ligander som ing̊att i arbetet. Utöver det f̊ar man
information om den termodynamiska profilen för bindningen. Termodyna-
miken för bindning kan separeras i tv̊a komponenter, entalpi och entropi.

xx



Entalpin säger hur mycket värme som tas upp eller avges vid bindningen.
Entropin är ett m̊att p̊a hur mycket ordningen ändras i systemet (protein,
ligand och lösningsmedel). I den andra metoden, NMR, utnyttjar man de
kvantmekaniska fenomenet spinn som kan liknas vid att det finns en liten
magnet i atomkärnan. När man utsätter spinnen för ett starkt magnetfält
kommer de att rikta sig med magnetfältet. Genom att manipulera dessa
spinn med elektromagnetiska pulser kan man f̊a dem att ändra riktning.
Genom att sedan mäta med vilken hastighet spinnen riktar tillbaka sig till
magnetfältet kan man f̊a information om rörelser i proteinet som sedan
kan relateras till entropin. Detta gör att man kan undersöka entropin med
atomär upplösning tillskillnad fr̊an ITC där man endast f̊ar den totala för
hela systemet. I dagsläget är NMR den enda metoden man kan bestämma
dynamiken och entropin experimentellt p̊a en molekylär niv̊a.

Mitt doktorand-arbete har g̊att ut p̊a att undersöka olika aspekter av
ligand-bindning till Galectin-3. Jag har delvis gjort ITC för flertalet ligan-
der och undersökt hur bindningsstyrkan och den termodynamiska profilen
ändras när man ändrar utseendet p̊a liganden. I samband med detta arbe-
tet har vi hittat ligander som binder väldigt starkt. Dessa Ligander binder
med en fördelaktig entalpi men en entropi som bidrar negativt till bind-
ningen. Jag har med hjälp av NMR undersökt entropi skillnader mellan
olika galectin-3 ligand komplex. och med hjälp av samarbetspartners som
har simulerat bindningen undersökt samspelet mellan skillnaden i konfor-
mationell entropi och lösnings entropin. I detta fallet väger den konfor-
mationella entropin tyngre för att bestämma den totala entropiskillnaden.
Jag har även arbetat med att p̊a samma sätt som för proteinet försöka
karaktärisera dynamiken och entropin för liganden. En del av mitt arbete
har g̊att ut p̊a att undersökt med vilken hastighet liganden binder till och
släpper proteinet och korrelerat det till bindningsstyrkan för liganden. Där
ser vi att hastigheten som liganden binder in med ändras inte mycket med
bindningsstyrkan utan det är framförallt hastigheten som liganden lämnar
proteinet som minskar när bindningsstyrkan ökar. Sist har jag undersökt
mekanismerna för ligand bindning. Många proteiner genom g̊ar en ändring
i struktur när de binder en ligand. För vissa proteiner kan man se att pro-
teinet ibland antar den ligand bundna strukturen även när liganden inte
är närvarande. Detta leder till fr̊agan vad som sker först, ligand bindning-
en eller den strukturella ändringen? Vi har visat att för Galectin-3 som
binder till laktos sker den strukturella ändringen huvudsakligen efter att
laktosmolekylen har hittat till bindningssätet.
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Förhoppningen är att denna detta arbetet ska kunna användas som en
pusselbit för att f̊a en djupare först̊aelse för de underliggande drivkrafterna
och mekanismerna i ligandbindning till proteiner. Detta i sin tur kan leda
till att man p̊a ett effektivare sätt ska kunna designa ligander som specifikt
binder ett visst m̊al i kroppen och som dessutom ger den önskade effekten.
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Chapter 1

Introduction

Basically all processes in and around a cell involves proteins, these proteins
are essential for the survival of the cell and hence all living organisms. Even
though proteins are only made up of 20 different types of amino acids they
take on a plethora of shapes, sizes and perform a huge range of tasks, from
catalysis [1, 2] to signaling [3–5] and transport [6, 7]. A protein is a linear
polymer which is built up of said amino acids connected with a peptide
bond, see figure 1.1 A. In many cases the chain of amino acids take on
distinct secondary structures like α-helices and β-sheets, panel B in figure
1.1, which in turn are folded in to a well defined 3-dimensional structure,
panel C figure 1.1 giving the protein its unique function [8]. In some cases
two or more proteins come together to form a complex in order to perform a
function. One example is the ribosome [9] which is a large protein complex
that produces new proteins. In other cases the protein lacks a well defined
structure, these are called intrinsically disordered proteins (IDPs). Despite
the lack of structure these proteins have proven to play an important role
in biology [10].

One very important function of a protein is the ability to recognise and
interact with other molecules, so called ligands. These molecules can be
for example other proteins, DNA or small molecules. The binding ligands
is central to the function of proteins for example to perform catalysis or
signaling. The study of protein-ligand interactions is key in understanding
the activity of a protein and therefore also in in drug development. The
aim of this thesis is to try to get a deeper understanding for the under-
lying driving forces and mechanisms of ligand binding to proteins. To do
this I have used a combination of nuclear magnetic resonance spectroscopy
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Figure 1.1: Showing a short chain of amino acids (A). Secondary structures commonly found in proteins (B), to
the left an α-helix and to the right an anti-parallel β-Sheet with two strands. The protein ribonuclease
from Streptomyces aureofaciens (1RGE) [11], with β-sheets and α-helices connected with loop regions
(C). The Cytochrome bc1 complex from chicken (1BCC) where each protein in the assembly is colored
in different colors (D) [12].

(NMR) and isothermal titration calorimetry (ITC) and studied the binding
of Galectin–3C to a wide range of ligands.

1.1 Protein-Ligand binding

The binding of a protein P to ligand L, see figure 1.2, to form the complex
PL, can be described by the reaction formula:

P + L
kon


koff

PL (1.1)

Where ⇀ represents the binding of the protein and ligand with a reaction
rate constant kon and ↽ represents the dissociation of the complex with
a reaction rate constant koff. For a system at equilibrium the rates of
association and dissociation are equal and can write as:

[L][P ]kon = [PL]koff (1.2)

In which the brackets indicates equilibrium concentrations. This means
that when the system is at equilibrium the number of binding events is
equal to the number of dissociation events meaning that the concentrations
of the different species are unchanged over time as long as all parameters are
kept constant. The association constant (Ka) and the dissociation constants
(Kd) can be written as:

Ka =
kon
koff

=
[PL]

[P ][L]
=

1

Kd
(1.3)
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Figure 1.2: Binding of Galectin-3C with the Ligand S (see paper II), the backbone of the proteins is in cartoon
representation in gray and the ligand is in blue.

The association and dissociation constant are related to the gibbs free en-
ergy of binding (∆Gb) as:

∆Gb = RTln(Kd) = −RTln(Ka) (1.4)

where T is the temperature in Kelvin and R is the gas constant. The
binding is more favorable the more negative the free energy of binding is,
which is equivalent to smaller Kd or a large Ka [13, 14]. The free energy
of binding can be seperated into an enthalpic (∆Hb) and entropic (∆Sb)
components as:

∆Gb = ∆Hb − T∆Sb (1.5)

More about entropy in section 1.1.1. The enthalpy of binding is the en-
ergy change of going from the free form to the bound. In protein ligand
interactions this energy comes from the difference in energy of noncovalent
interactions of the protein, ligand and solvent when dissociated compared
to the interactions of the the protein-ligand complex and the solvent. These
interactions can be for example hydrogen-bonds, van der Waals interactions
and electrostatic interactions [14–17].

1.1.1 Entropy

The entropy is commonly referred to at the number of available states or
the amount or disorder in a system. For a system with n energy levels with
energy εi the population of an energy level i can be written according to
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the Boltzmann distribution:

pi =
e
εi/kbT

Q
(1.6)

Where T is the temperature in Kelvin, kB is Boltzmann’s constant and Q
is the partition function which is written as:

Q =
∑
n

gne
−εn/kbT (1.7)

where gn is the degeneracy of energy level n. The energy of a system εi is the
sum of the energy from all classes of energy levels εi = εtrans+εrot+εvib0εel

where trans represents translational energy levels, rot represents rotational,
vib represents vibrational and el represents the energy levels of electronic
excitations [18]. We can see from equation 1.7 that when T → 0 that q
→ g0 and when T → ∞ q → ∞. This gives us an indication that the
partition function gives us a measure of the number of states available at a
certain temperature. From the partition function we can write Helmholtz
free energy.

A = −kBT lnQ (1.8)

and from which we can get the entropy by taking the partial derivative of
Helmholtz free energy with respect to temperature.

S = kBlnQ (1.9)

The total entropy of binding can be seperated the contributions:

∆Sb = ∆Ssolv + ∆Sconf + ∆Srot/trans (1.10)

in which ∆Ssolv represent the change in the solvent entropy upon ligand
binding to the protein. Examples of processes which contribute to the
changes in solvent entropy can be rearrangement or release of waters on
the surface of protein or ligand [18–20]. ∆Sconf is the result of changes
in the conformational freedom of the protein and ligand, which might
either increase of decrease in ligand binding [21–24]. The last component is
∆Srot/trans which is the entropic contribution from the loss of translational
and rotational degrees of freedom of the protein and ligand [25,26].

1.1.2 Entropy-Enthalpy compensation

The phenomena of a small change in Gibbs free energy, as a result from
often large and counteracting changes in both entropy and enthalpy, is
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commonly known as entropy-enthalpy compensation. This effect is espe-
cially apparent in aqueous solutions [27,28]. Experiments offer evidence for
a compensatory behaviour when varying thermodynamic parameters for
example temperature or pressure in micelle formation experiments, denat-
uration, [29–32]. The binding of different ligands to a protein target have
also shown a tendency for entropy-enthalpy compensation [33–37]. Dif-
ferent physical explanations for entropy-enthalpy compensation have been
suggested, some of which are:

Solvent rearrangement when the ligand binds a protein have been sugges-
ted as an explanation for the compensation behaviour. Where the number
of displaced waters determines Gibbs free energy and that the changes in
hydrogen-bond network of the waters determines the entropy and enthalpy
of binding [38]. Grunewald and Steel have even suggested a statistical
mechanical formalism for solvent reorganization and attempt to demon-
strate how entropy-enthalpy compensation is a feature of nearly all reac-
tions in solvent [39]. Water release from the binding site of a model system
have been shown to reduce or even nullify the reduction in entropy due
to loss of conformational flexibility in a binding event thus circumventing
entropy-enthalpy compensation [40].

A simple physical explanation of the compensatory behaviour proposed
is stronger attractive forces pull ligand and receptor closer together thus
restricting the mobility and reducing entropy [37, 41]. Dunitz [42] uses a
thermodynamic method to argue for entropy-enthalpy compensation as a
general property of weak interactions that is almost unavoidable.

1.1.3 Binding mechanisms

In 1894 Emil Fischer [43] introduced the Lock-and-Key model for ligand
binding to a rigid receptor, in which the protein conformation of free and
ligand bound are identical. This model have for a long time been considered
too primitive to describe ligand binding since it neglects the plasticity in
the receptor. X-ray crystallography, NMR spectroscopy and single molecu-
lar fluorescence detection have all shown that binding of ligands to proteins
can be associated with both large and small conformational changes [44–48].
Theses conformational changes can be present in absence of ligand or when
the ligand is bound to the protein [49–51]. This leads to the important
question: How are the conformational change coupled to the ligand bind-
ing? Two scenarios named induced-fit and conformational selection can
be imagined if the lifetimes of the individual states are significantly longer
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Figure 1.3: Molecular recognition mechanism for ligand binding coupled to conformational change. The protein is
represented by the blue spheres and the ligand by the red square. States 1 and 2 represents the protein
in the open, low affinity and closed high affinity state, respectively. The thin arrows represents the
transitions available for each state of the protein, with corresponding rate constants denoted k. The
thick arrows represent the two possible binding mechanisms, conformational selection and induced fit.

compared to the time of the conformational transitions and ligand binding.
In the induced-fit model the ligand binds a low affinity ground state of
the protein and induces a conformational change to a high affinity ligand
bound state [52], see figure 1.3 . In the case of conformational selection,
the protein samples a high energy state which has a high affinity for the
ligand. The ligand selectively binds to this state of the protein [53]. Both
NMR and single molecule fluorescence detection experiments have shown
evidence of conformational change in the free state of the protein sampling
a state similar to the ligand bound and the ligand bound protein sampling
a state similar to the free [44, 49, 54–56]. These conformational changes in
presence or absence of ligand have often been seen as evidence of indication
of one or the other of the two binding mechanisms. These mechanisms
are the extremes of binding but for protein-protein or protein peptide in-
teractions for example this might not be the case due to of for example
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larger conformational changes or folding [57–60]. In order to distinguish
which pathway is dominant under given conditions the flux through each
pathway have to be compared [61].

FIF =

(
1

kon1[P1][L]
+

1

k34[P3]

)−1

(1.11)

FCS =

(
1

k12[P1]
+

1

kon2[P2][L]

)−1

(1.12)

In which F is the flux though either the IF or CS pathway, k represents
reaction rate constants, see figure 1.3 and square brackets denotes concen-
trations of the different components. In paper III we investigate the binding
mechanism of lactose binding to galectin-3C and use the flux equations to
destinguish between the two binding pathways.

1.2 Drug discovery

The drug discovery process starts with the identification of a potential tar-
get. This process is essential, since the two main reasons that a drug fails
in clinical trials are that it is not safe or lacks the desired effect. After
the target has been identified and validated to be involved in the diseases
process the search for hit compounds can begin. There are many ways of
going about finding a hit compound, some common are: high throughput
screening in which a large amount of compounds are screened for activ-
ity. Fragment screening where crystals of protein is soaked with small
compounds to find weakly binding molecules to be combined into larger
scaffold for further development. Structure aided drug design in which the
crystal structure of the target is used for designing molecules, to mention
a few methods [62–65].

Next, the hit compounds are developed to increase the affinity for the target
by introducing hydrogen bonds and increasing hydrophobicity for example,
and at the same time follow chemical parameters such as Lipinskies rule of
five [66]. Using structure based experimental and computational methods
the hit compounds are developed into lead compounds which have the de-
sired activity on the target [62,67]. In order to optimize the ligand affinity
for a target there is a need to overcome the enthalpy-entropy compensation.
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A favourable enthalpic interaction, for example a hydrogen bond, is often
penalized with a unfavourable entropy, see section 1.1.2. One reason for
the entropy penalty can be the structuring of flexible regions in the pro-
tein. It has been suggested that this can be overcome by targeting already
structured parts of the protein or directing more than one hydrogen bond
at the same flexible region [68].

The lead compounds are modified in a way that retains favourable prop-
erties and improve deficiencies for example the ability to cross the blood
brain barrier if the target is located within the central nervous system [62].
Last but not least one or two compounds are selected for clinical trials.
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Chapter 2

Galectin-3

2.1 Galectins

Lectins make up a family of carbohydrate binding proteins in which ga-
lectins are a members. Galectins are characterized by an affinity for -
galactosides and with a sequence similarity in the carbohydrate recognition
domain (CRD) [69, 70]. This far, all known human galectins have a single
polypeptide chain with one or two CRDs and a flexible peptide of varying
length. Galectins are divided into three subgroups based on how their do-
mains are organized [71], see figure 2.1. The proto-type have a single CRD
followed by a short flexible peptide and includes galectins-1, -2, -5, -7, -10,
-13, -14. The chimera type have a CRD and an other type of domain or
a long flexible peptide, this group has only one member, galectin-3. The
last subgroup is the tandem repeat which are galectins consisting of two
CRDs and includes galectin-4, -6, -8, -9, -12 [72]. The galectin CRD is a
slightly bent antiparalelle beta-sandwich of about 135 amino acids. The
carbohydrate binding side of the sandwhich is concave and consists of six
β-sheets and the opposite side is convex and consists of five. Galectins are
synthesised by cytosolic ribosomes, they can however be found both extra-
and intra-cellulary.
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A B C

Figure 2.1: Galectin subclass types. The CRD are shown as crescents. A depicts the proto type group (blue), B
the chimera type (red) and C the Tandem repeat type (green).

2.2 Galectin-3

Galectin-3 is this far the only known member of the chimera type group of
galectins because of its, compared to the prototype group, long N-terminal
tail. The human Galectin-3 has 250 residues with a C-terminal CRD and a
N-terminal flexible peptide consisting of 18 conserved amino acids followed
by 7-14 repeats, each having 8-11 amino acids that include one aromatic
and multiple Pro and Gly, sometimes know as the collagen-like N-terminal
domain [73, 74]. Galectin-3 can multimerise and the N-terminal domain
have been shown to be essential for this function [75]. Some Matrix metal-
loproteinases have the ability to cleave the N-terminal of Galectin-3 which
decreases the propencity for self association but increases the affinity for
glucoconjugates [76].

Galectin-3 is expresses in a range of tissue type but is mainly related to
epithelial cells [77–85] and can be found both in the cytocol, nucleus and ex-
tra cellular matrix [86–88]. Many interaction partners have been identified
for galectin-3 in and outside the cell indicating an involvement in a great
range of biological processes among others inflammation [89] and wound
healing [90]. In the cytocol galectin-3 interacts with for example Blc-2 [91]
and CD95 [92] which are involved in reguation of apoptosis. In the nuc-
leus Galectin-3 is involved in mRNA splicing [93, 94] and have also been
shown to have single stranded DNA and RNA binding ability [87] and have
additionally been implied as a regulator of gene transcription [89, 95, 96].
Extracellulary Galectin-3 have also shown to be involved large extent in
processes such as interactions with the extracellular matrix, angiogenesis,
endocytosis and neuronal functions [97]. With this large repertoire of bio-
logical functions it is not surprising that Galectin-3 have been found to
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play a roll in many disease processes. Examples of diseases are different
forms of cancers like colon [78], breast [84], protstate [98] and the expression
levels can be an indicator of progression [99–101]. In addition, galectin-3
have also been implicated in other deceases like pulmonary fibrosis [82]
and heart failure [102]. The combination of biological function and decease
involvement makes galectin-3 highly interesting for drug intervention.
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Chapter 3

Isothermal Titration
Calorimetry

Ligand binding to proteins can be studied by a multitude of techniques,
where most rely on either measuring population changes or signals from
a reaction [103]. Calorimetry, on the other hand, is the only technique
which measures the binding energetics directly where no reporter molecule
is needed [104]. A drawback of measuring the heat is that the signal of
the reaction is proportional to the binding enthalpy. Since protein ligand
interactions are non-covalent and these interactions usually exhibits rather
small binding enthalpy the resulting signal from an ITC experiment is weak.
this results in the need for, compared to other techniques, large amounts
of material.

3.1 Instrumentation

The ITC instrument, see figure 3.1, consists of a syringe with stirrer blades
on the needle and matched reference and sample cells which are insulated
from the environment. Both cells are coin shaped and sandwiched together
with a thermocouple device which measures the difference in temperature
between the two cells. On the flat outside surfaces of the cells are attached
heaters to regulate the temperature. Let’s imagine we are running an ITC
experiment in which we have a protein in the cell and a ligand with affinity
for the protein in the syringe. During an experiment a small amount of
power is continuously fed into the reference cell which activates the ther-
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Figure 3.1: A Schematic figure of an ITC instrument. A is the sample cell, B is the reference cell, C is the tip of
the syringe with the stirrer blades, D is the thermocouple device, E is the syringe containing the titrant.

mocouple device that regulates the power input to the sample cell to a
baseline level [105]. After the baseline has been reached the syringe injects
and mixes small aliquots of the ligand solution into the sample cell where
the protein and ligand will bind. In case of an exothermic or endothermic
reaction the feedback power will either decrease or increase, respectively, to
counteract the heat change from the reaction. This temporary divergence
from baseline is recorded in the form of a thermogram, left panel of figure
3.2. In the case of no reaction the feedback power will have a minor change
due to other effects for example mixing.

3.2 Analysis

As described above, in the experiment we titrate the ligand into the cell
and the protein bind the ligand resulting in a change of heat, until there
is no more protein molecule not bound to the ligand. The result is a ther-
mogram, see figure 3.2, which is the power input as a function of time.
Each injection results in a peak in the thermogram and the area under the
peak corresponds to the heat absorbed or released from that injection. By
integrating all the peaks in the thermogram and fitting the results to the
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Time (s) Molar ratio

∆QD
P

Figure 3.2: Left panel is a schematic overview of a thermogram with time in seconds on the x-axis and differential
power in µJ/s on the y-axis. The right panel depict the integrated heats of the thermogram to the
left where the red dots represents the area under each peak with molar ratio on the x-axis and the heat
in kJ/mol in the y-axis.

equation 3.1 it is possible to determine the enthalpy of binding, dissociation
constant and stoichiometry, through which the entropy and Gibbs free en-
ergy can be calculated. The heat developed as a result of each injection
can be calculated as [106]:

∆Q(i) = Q(i) +
Vi
Vc

[
Q(i) +Q(i− 1)

2

]
−Q(i− 1) +Q0 (3.1)

In which Vi is the injection volume, Vc is the cell volume, Q0 is the offset
heat accounting for the heat of mixing and ΔQ(i) is the heat function
following the ith injection. For a reaction where one protein binds one
ligand from the example above the heat function can be written as:

Q(i) = (∆H ∗ Vc/2) ∗
[
α−

√
α2 − 4nMiXi

]
(3.2)

Where α = nMi + Xi + Kd in which Mi and Xi is the cell and syringe
component, respectively. Kd is the dissociation constant, n is the stoi-
chiometry and ∆H is the enthalpy of binding. Gibbs free energy (∆G) can
then be calculated as: ∆G = RTln(Kd)) where R is the gas constant, T is
the temperature in Kelvin. The binding entropy in turn can be calculated
according to ∆G = ∆H − T∆S.

In the heat function above there are three unknown parameters to be fitted,
namely the binding constant, stoichiometry and the binding enthalpy. The
effect on variations of the different parameters can be seen in figure 3.3.
The effect of changing the stoichiometry on the isotherm (figure 3.3 panel
A) is displacement in the X-direction. The dissociation constant Kd effects
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Figure 3.3: ITC isotherms simulated under different conditions. Panel A depict differences in stoichiometry, 0.5, 1
and 2 for blue, red and yellow respectively. Panel B shows different heat curves for binding constants
Kd of 10, 100 and 1000 nM for blue, red and yellow, respectively, which corresponds to c-values of
3000, 300 and 30. Panel C depict the resulting heat profiles of different enthalpys (∆H), -40, -30 and
-20 kJ/mol for blue, red and yellow respectively.

the isotherm by changing the slope (panel B), a lower dissociation constant
results in a steeper slope. The size of the isotherm step is effected by the
binding enthalpy (panel C), where a large binding enthalpy results in a
large step and a small enthalpy gives a small step.

The sources of error in ITC are many but a large portion of them can be
minimized and/or circumvented by careful design of the experiments. The
c-value, a unitless parameter, is a useful tool to design experiments in a
way that all parameters are properly determined:

c = Ka[Mt]n (3.3)

In which , Ka is the association constant (Kd = 1/Ka) and Mt is the
total cell concentration. For c-values between 1 and 1000 the enthalpy
and binding constant can be determined accurately [105, 107]. The en-
thalpy is best determined for c-values over 50. Under these conditions the
first injections goes to near completion and ∆H is almost independent of
Kd. To determine the dissociation constant accurately c-value below 500
is optimal. The resulting isotherm has enough data points in the trans-
ition for a good determination of the Kd [108]. In order to get around
the restrictions described above experimental parameters can be changes,
for example temperature or pH [109, 110]. The displacement method have
also been successfully applied for both low and high affinity reactions, see
section 3.2.1 below [12, 35]. The recommendation of c-values between one
and a thousand have been questioned and Tellinghuisen [111] have shown
that determination of the dissociation constant is reliable for c-values down
to 10−4 and enthalpy through its temperature dependence.

16



3.2.1 Displacement ITC

A problem with ITC is to accurately determine the binding constant of
high affinity ligands (dissociation constant in low nanomolar range and
lower), since the measurement of a very strong binding ligand would require
concentrations in the range where the heat signal would be undetectable.
Different can be employed to counter this problem for example by changing
the temperature or pH. These methods rely equations to extrapolate back
to the original experimental conditions [112]. We have instead employed a
method called displacement or competitive ITC [35].

In this approach the protein (M) is first saturated with a weaker ligand
(L) with known affinity and enthalpy. The high affinity ligand (X) is then
titrated into the mixture of protein and weak ligand and out competes the
weak ligand in the protein binding site. The drawbacks of this method is
that you need a second ligand that binds with a factor at least 10 or weaker
to the protein and has a significantly different enthalpy [113]. The heat
function associated with the formation and dissociation of the complexes
now becomes:

Q(i) = Vc ∗ (∆HL ∗ [ML]i + ∆HX ∗ [MX]i) (3.4)

In which ∆HL and ∆HX is the binding enthalpys and [ML] and [MX]
is the complex with the protein with the lignads L and X, respectively.
The concentrations of the complexes in turn can be expressed in terms of
dissociation constants and stoichiometry [112,113].

3.3 Sources of Error

The disadvantage of measuring the energetics is that everything releasing
or absorbing heat during the titration will contribute to the signal in the
thermogram. This problem can be countered by matching all components
in the solutions being mixed except for the components of interest [15].
This can be done by dialysing the solutions against the same buffer for
example. The need to know the exact concentrations of the reagents is also
critical to reliably determine the enthalpy and dissociation constant [114].

Systematic errors can be detected by plotting the residuals of the fitted
titration curve. A nonrandom distribution around zero can indicated that
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the wrong model have been chosen or that there is an error in one of the
concentrations or volumes. Systematic errors that will not be detected
by the residuals are errors in the voltage in the instrument or for some
model selections [108]. The systematic error in the voltage can be detected
by systematic use of standard reactions to validate the accuracy of ITC
instruments [115]. Baranauskiene et. al. [116] highlights systematic errors
between instruments and suggests possible reactions to use for calibration.
The errors in model selection can be detected by repeating the experiments
at different concentrations.

Common practice in ITC is also to have a small first injection which in the
analysis is discarded on the grounds that reactant from the syringe diffuses
out of the tip of the syringe. It has been reported that the primary cause of
the first injection anomaly is a result of a mechanical error. If the last action
of the syringe before starting the experiment is to drive the plunger up the
change of direction when doing the first injection can cause a backlash error
from changing direction. This error can easily be overcome by executing a
small down action of the plunger before starting the experiment [117].
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Chapter 4

NMR

The nuclear magnetic resonance (NMR) phenomena was discovered al-
most simultaneously and independently by the groups of Purcell (December
1945) and Block (January 1946) and published their findings in the same
issue of Physical review in 1946 [118,119]. Since then the number of applic-
ations for NMR have exploded and the range of uses range from imaging
of the brain or other parts of the body [120, 121] to Structure determina-
tion [122, 123] of proteins and study of chemical exchange [124, 125]. This
chapter will give a brief introduction to NMR and the majority of the
chapter is based on the textbooks [126–128].

4.1 Spin and Magnetic Moment

Many nuclei has an intrinsic angular momentum called spin, denoted I.
Some examples of nuclei with spin 6= 0 are the ones I have used during my
PhD studies which are 1H, 2H, 15N , 13C and 19F . The angular momentum
of particles with spin is not due to rotation of the particle but an intrinsic
property of the nuclei which can take values of:

|I| = [I · I]1/2 = ~[I(I + 1)]1/2 (4.1)

where ~ is Plancks constant divided by 2π. A particle with spin I have 2I+1
sublevels, where I is the nuclear spin angular momentum quantum number.
The sublevels takes on different energies in the presence of a magnetic field
but are otherwise degenerate. Nuclei with a spin, additionally posseses
a nuclear magnetic moment, µ. The nuclear spin angular momentum is
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proportional to, and colinear to the nuclear magnetic moment:

µ = γI (4.2)

in which γ is the gyromagnetic ratio, unique for each type of nucleus, for
example 1H and 15N has gyromagnetic ratios of 2.675×108 and −2.713×107

(Ts)−1, respectively. By convention the z-component of the nuclear spin
angular momentum is Iz = ~m where m = (-I,-I+1,...I-1,I) is the magnetic
quantum number. The magnetic moment µ interacts with a magnetic field
B0 as:

E = −µzB0 = γIzB0 = γ~mB0 (4.3)

Positioning the spins in a magnetic field induces a precession of the mag-
netic moment around the direction of the magnetic field (z-axis). The fre-
quency of the precession is called the Larmor frequency ω0, which is equal
to the gyromagnetic ratio multiplied by the magnetic field strength. The in-
troduction of a magnetic field splits the population between 2I+1 different
energy levels called Zeeman levels, with an energy difference between levels
equal to ∆E = ~γB. The application of radio frequency pulses can induce
transitions between the energy levels. The Frequency which is needed to
transfer a spin between energy levels are ω = ∆E/~ = γB. This is central
in NMR spectroscopy as we will see. At equilibrium the populations dif-
ferences between the Zeeman levels follow the Boltzmann distribution, see
equation 4.4.

Nm

N
= e

−Em
kBT

/ I∑
m=−I

e
−En
kBT ≈ 1

2I + 1

(
1 +

m~γB0

kBT

)
(4.4)

Where N is the total number or spins, Nm is the number of spins in the
mth Zeeman levels, T is the temperature and kB is Boltzmann constant.
In NMR all the microscopic magnetic moments of the spins add up to one
macroscopic magnetisation vector which is what is detected in an NMR ex-
periment, hence NMR is called a coherent spectroscopic method. Probably
the greatest problem with NMR is the relative insensitivity. Using a mag-
netic field strength of 14.1 T, a common magnetic field strength in NMR,
the difference in populations is about one in ten thousand. The sensitivity
can, according to equation 4.4 be increased by enlargement of the popula-
tion difference between the states, which can be achieved by decreasing the
temperature or increasing the energy difference between the states, which
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is accomplished by increasing the magnetic field strength of the static field.
This explains the pursuit of ever stronger magnets.

The chemical environment around the nucleus will affect the local magnetic
field experienced by the nuclei, by either shielding or deshielding the spin
from the static magnetic field. This effect, called chemical shift, will slightly
change the Larmor frequency by σ, the isotropic shielding constant. This
makes it possible to distinguish nuclei of the same type in different position
in for example a protein.

ω = −(1− σ)B0 (4.5)

The difference in Larmor frequency arise because of motions of electrons
which generates secondary magnetic fields. The electron motion is induced
by the static magnetic field. The chemical shift is central in NMR and is re-
ported in ppm which is calculated as the difference to a reference resonance
signal from a standard molecule:

δ =
Ω− Ωref

ω0
× 106 = (σref − σ)106 (4.6)

in which Ω and Ωref are the offset frequencies. This makes the shift differ-
ence independent of magnetic field. An example of chemical shift can be
seen in figure 4.1 where a one dimensional spectra have been recorded for
a ligand with two 19F nuclei.

4.2 The Bloch Equations

The same year as the discovery of NMR, 1946, Bloch [129] formulated
a semi-classical vector model which describe the behaviour of a spin-1/2
nuclei without interactions in a static magnetic field. The macroscopic
magnetic moment M(t) is represented as a vector which can evolve over
time. Bloch also introduced two processes to account for the loss of NMR
signal. One in which the thermal equilibrium is reinstated by transitions
between Zeeman levels back to Boltzmann equilibrium. This process is
know as longitudinal relaxation, or spin-lattice relaxation (R1). The other
is the process of loss of magnetization in the transverse plane, the x-y
plane, and it is called transverse relaxation, or spin-spin relaxation (R2)
and is a result of all spins experiencing slightly different local magnetic
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Figure 4.1: 19F NMR spectra of the ligand R, see paper II, bound to Galectin-3C.

field, resulting in an uncertainty in the Zeeman-levels over the sample,
meaning they will precess at slightly different frequency resulting in the
loss of coherence and the spins will come out of sync. More on relaxation
in the comming chapter. The Bloch equations are written as:

dMx(t)

dt
= −ΩMy(t) + ω1sin(φ)Mz(t)−R2Mx(t)

dMy(t)

dt
= ΩMx(t) + ω1sin(φ)Mz(t)−R2My(t)

dMz(t)

dt
= ω1 [−sin(φ)Mx(t) + cos(φ)My(t)]−R1[Mz(t)−M0]

(4.7)

In which M is the macroscopic bulk magnetisation with component x, y
and z. Ω is the offset frequency, ω1 is the frequency of the applied radio-
frequency (rf) field φ is the angle in the transverse plane of the applies
rf-field, M0 represents equilibrium magnetization.

4.2.1 Chemical Exchange

The Bloch equations was expanded by McConnell [130] to include chemical
exchange, and goes under the name Bloch-McConnell equations, or simply
McConnell equations. Chemical exchange can be monitored by NMR if the
states have different magnetic environment, hence different chemical shift.
The exchange process can be a result of for example a chemical reaction
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or a conformational change [54, 131]. The most simple form of chemical
exchange is that of a two state process in which the spins exchange between
two distinct states, i and j, described as:

Ai

kij−−⇀↽−−
kji

Aj (4.8)

Where Ai and Aj denotes the different states i and j where kij is the forward
rate going from state i to j and kji is the reverse rate going from state j to
i. The chemical kinetic rate laws can be written as in matrix form as:

dA(t)

dt
= KA(t) (4.9)

For which the matrix elements of K is given by

Kij = kji (i 6= j)

Kii = −
N∑

j=1,j 6=i
kij

(4.10)

where for a two state exchange N is equal to 2, N can however be expanded
to include all states needed to describe the exchange process. The expanded
Bloch equations in the absence of a rf field becomes:

dMx(t)

dt
= −ΩMy(t)−R2Mx(t) +

N∑
k=1

KjkMkx

dMy(t)

dt
= ΩMx(t)−R2My(t) +

N∑
k=1

KjkMky

dMz(t)

dt
= −R1[Mz(t)−M0] +

N∑
k=1

KjkMkz

(4.11)

In paper III we use the Bloch-McConnell equations to characterize the
binding of lactose to Galectin-3C using CPMG relaxation dispersions ex-
periments at different lactose concentrations. In this way we can distinguish
in what proportions the binding goes through the conformational selection
and induced fit pathway of ligand binding.
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4.3 The NMR Experiment

Modern NMR experiments are performed using radiofrequency pulses os-
cillating at or close to the larmor frequency of the nuclei of interest. These
kinds of pulses are said to be on resonance and have the ability to rotate
the magnetization vector out of the direction of the B0 field. The most
simple NMR experiment consists of just one pulse followed by acquisition
of the NMR signal called the free induction decay or FID for short, see
figure 4.2. The magnetization starts with the equilibrium state along the
z-direction (B0 field), this is ensured by leaving a delay before the start of
the experiment.

M0 =

0
0
1

 (4.12)

Next a rf-pulse along the y-axis rotates the magnetization 90◦ into the
transverse plane:

M(τp) = Ry(α)M0 =

 cos(α) 0 sin(α)
0 1 0

−sin(α) 0 cos(α)

0
0
1

 =

1
0
0

 (4.13)

Followed by free precession, which is the same as rotation around the z-
axis. During the free precession the NMR signal is recorded as the rotating
magnetization induces a current in the detection coil.

Rz(tΩ)M0 =

cos(Ωt) −sin(Ωt) 0
sin(Ωt) cos(Ωt) 0

0 0 1

1
0
0

 =

cos(Ωt)sin(Ωt)
0

 (4.14)

During the free precession relaxation of the magnetization back to equilib-
rium takes place so that the magnetization evolves as:

Mx(t) = M0 cos(Ωt) exp(−R2t)

My(t) = M0 sin(Ωt) exp(−R2t)

Mz(t) = M0 −M0 exp(−R1t)

(4.15)
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Figure 4.2: A visual representation of the one-dimensional experiment described in section 4.3. The black box
represents a 90◦ electromagnetic pulse followed by acquisition of the FID.

4.4 The Density Operator

In quantum mechanics all knowable information about a system is con-
tained in the wave-function or state vector |Ψ〉. The state vector can be
written as the sum of orthonormal basis functions:

|Ψ〉 =

N∑
n=1

cn |n〉 (4.16)

in which |n〉 are the basis kets, cn are complex numbers and the vector
space have N dimensions. If an operator A, which represents a measurable,
acts on the state vector, the expectation value can be written as:

〈A〉 = 〈Ψ|A|Ψ〉 =
∑
nm

c∗mcn 〈m|A |n〉 (4.17)

For a basis set 〈m|A |n〉 are constants and the observable A is given by
the product of the coefficients c∗mcn. The coefficients c can be written in
matrix form known as the density matrix (σ) which describes the state of
a system and from which the outcome of an experiment can be calculated.

σ =
∑
nm

c∗mcn (4.18)

Diagonal elements of the density matrix are referred to as populations and
the off diagonal elements as coherences. The evolution of the density matrix
over time is described by the Liouville-von Neumann equation:

dσ(t)

dt
= −i[H, σ(t)] (4.19)
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Where H is the Hamiltonian operator which represents the energy of the
system and may be time dependent or independent.

Instrumentation

High-resolution NMR spectroscopy requires magnets with high field strengths
and a very homogenous magnetic field where the sample is situated in the
magnet. This is accomplished using superconducting magnets which are
cooled using liquid helium which has a temperature of about 4 K (-269
◦C). The liquid helium is insulated from the surrounding using a vacuum
space which is submerged in a bath of liquid nitrogen (77 K or -196 ◦C)
Inside the coil which makes up the superconducting magnet, around the
sample is a set of shim coils. Each of these produces a weak magnetic field
and has the job of making the magnetic field in the sample homogenous.
In the center of the magnetic coils is a vertical tube called the bore. The
probe inserted into the bottom of the bore and it contains coils for apply-
ing radio frequency pulses and detecting the signal, and it also serves as a
sample holder.

Lets once again use the experiment in figure 4.2 as an example. A radio
frequency pulse is created and applied through the coil in the probe on to
the sample. The resulting signal produced by the spins in the sample is
detected by the detection coil and amplified. The signal is now split into
two where one half is mixed with the reference frequency, and the other
with the same reference frequency but phase shifted with 90◦. By choosing
a reference frequency in the middle of the spectral range, and subtracting
that from the signal, we reduce the frequency of the signal to a few kHz. The
two signals are interpreted as the real and imaginary part of the complex
signal. This is called quadrature detection and lets us determine whether
the signal oscillates faster or slower compared to the reference frequency
hence, determine where in the spectra the peak will appear. At this point
the analog signal is converted to a digital signal and saved on a computer.
This signal can now be Fourier transformed to produce a spectra.

Pulse Sequences

Pulse sequences were already introduced in its most simple form in section
4.3, where a one pulse experiment can be seen in figure 4.2 and will result in
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Figure 4.3: A pulse sequence for measuring two dimensional constant time heteronuclear single quantum coherence
(HSQC) spectra. The filled black boxes represents 90◦ pulses and the open boxes represents 180◦

pulses. All pulses are applied with x-phase if nothing else is indicated. 2τ = 1/(2JHN ) where JHN is
the scalar coupling between the 15N and the 1H. The φ indicates phase cycling of the pulse which is
presented in [132, 133].

a one dimensional spectra as in figure 4.1. The pulse program is a sequence
of pulses and delays which manipulate the spins in a way to get the desired
information. They can be as simple as in figure 4.2, but in protein NMR
pulse sequences usually includes a large number of pulses and delays and
often involves more than one nuclei, for example the pulse sequence in
figure 4.3, where we have pulses on both hydrogen and nitrogen. In this
experiment we start off on hydrogen and than transfer the magnetization to
nitrogen which is possible due to a coupling between the nuclei known as the
J-coupling or scalar coupling. The J-coupling make it possible to transfer
coherence between different nuclei and increase the dimensionality do get
better resultion of the peaks. Before transferring the magnetization back
to hydrogen for detection the second dimension is created by incrementing
the delay t.
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Figure 4.4: 15N HSQC spectra of apo Galectin-3C backbone amides. The x-axis represents the HN dimension in
ppm and the y-axis the 15N dimension in ppm.
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Chapter 5

NMR Relaxation

Relaxation in NMR is the phenomenon of loss of magnetization coherence
in the transverse plane, and the drive of magnetization back to equilib-
rium along the static magnetic field. NMR relaxation takes place on the
time scale of seconds which is slow compared to other techniques utilizing
molecular energy levels, such emission spectroscopy which has relaxation
times on the low micro second time scale. The relatively slow relaxation
in NMR is both a blessing and a curse, it means among other things that
the spectroscopist have to wait relatively long between experiments for the
magnetisation to reach thermal equilibrium and the next experiment can
be started. On the other hand, it provides the possibility to manipulate the
magnetization to provide information which would otherwise be unobtain-
able. By measuring the relaxation rate a wealth of knowledge is accessible,
for example internal dynamics of the protein and structural information.

I briefly touched the topic of relaxation in the previous sections on the Bloch
equations (section 4.2) and again in the example of the one pulse experiment
where the resulting NMR signal is lost by transverse relaxation and the
equilibrium magnetization is reinstated through longitudinal relaxation. In
this section I will go deeper on he origin of these phenomena. In solution a
protein for example, will tumble due to Brownian motion. In this protein
the spin experiences a local magnetic field due to other nuclei and electrons.
The Brownian motion will cause reorientation of the local field in relation
to the static magnetic field, which will cause the spin to experience a time
dependent local field fluctuation, which causes relaxation. For a spin = 1/2
the dominant contributions to the fluctuating internal magnetic field is the
dipole-dipole interactions and chemical shielding anisotropy (CSA) and for
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a spin > 1/2 the quadropolar coupling is dominating.

5.1 Spin-Lattice Relaxation

The main source of relaxation in NMR is the coupling to the surroundings
also known as the lattice. The lattice modifies the magnetic fields locally so
that the nucleus experiences a local magnetic field, Blocal in addition to the
static magnetic field B0. Following the treatment in Goldman 2001 [134]
the local field will have a time dependence due to thermal motion and the
Hamiltonian can be written as:

H(t) = H0 +H1(t) (5.1)

Where H0 is the time independent Hamiltonian and H1(t) is the time de-
pendent stochastic Hamiltonian accounting for the coupling to the lattice.
This means that the density matrix will evolve over time as:

dσ(t)

dt
= −i[H0 +H1(t), σ(t)] (5.2)

By a transformation into the interaction frame which, if the time independ-
ent Hamiltonian is solely due to the Zeeman interaction, is synonymous
with a rotating frame transformation namely:

σ̃(t) = exp(iH0t)σ(0)exp(−iH0t) (5.3)

This, after skipping a few steps, leads to the master equation for spin-lattice
relaxation:

dσ̃

dt
= −i[H̃1(t), σ̃(0)]−

∫ t

0
[H̃1(t), [H̃1(t′), σ̃(t′)]]dt′ (5.4)

Next we replace σ̃(t) with σ̃(t)− σ̃eq and expand the Hamiltonian:

H1(t) =
∑
α

VαFα(t) =
∑
α

V †αF
∗
α(t) (5.5)

where Vα contains spin operators and Fα(t) is a random function or time.
In the next step, first taken the ensemble average and since H̃1(t) is zero
when averaged, the first term vanishes. The random fluctuation is faster
compared to the physical property studied in this case relaxation, which
normally takes place on the second time scale. Now let the time scale of the
random fluctuation be the overall tumbling of a protein, which is normally
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on the nanoseconds time scale (for Galectin-3C 7-8 nanoseconds). Giving
t − t′ = τc, over which a product Fα(t)F ∗β (t′) decay by a substantial
amount. Now t >> τc, which results in that σ̃(t′) can be written as σ̃(t).
This also results in that each member of the ensemble have experienced
the random process many times τc the effect averages out so that we can
replace σ̃(t) by σ̃(t). Now we can rewrite equation 5.4.

dσ̃(t)

dt
= −

∑
α,β

∫ t

0
[Vα(t), [V †β (t′), (σ̃(t)− σ̃eq)]]Fα(t)F ∗β (t′)dt′ (5.6)

From this equation we can identify the time correlation function, C(τ) =
Fα(t)F ∗β (t′) in which τ = t− t′. The time correlation function, also known
as a memory function, can be described as how long a property of a system
persists until it have been averaged out by thermal motion.

5.2 Dipole-Dipole coupling

The dipole-dipole coupling is the interaction between two nuclei. Any nuc-
leus with a spin will generate a magnetic field that will fluctuate as the
molecule tumbles. The energy of the interaction between two magnetic
dipoles are given by:

E = r−3 [~µ1 • ~µ2 − 3(~µ1 • n1,2)(~µ2 • n1,2)] (5.7)

In which µ is the magnetic moment for the spins 1 and 2, r is the dis-
tance between the nuclei and n1,2 is the unit vector connecting the two
nuclei. This equation shows that the dipole interaction depends on the
distance between the two spins and the orientation relative to the magnetic
moments. Both of which can fluctuate over time due to to overall rota-
tion and internal dynamics, which will induce relaxation. Often, the two
spins that interacts belong to the same molecule and is covalently bonded
so that r is fixed, seen on the NMR time-scale. The magnetic moment is
proportional to γ~ so that the strength of the interaction can be written
as:

ωDD = −
√

6
(µ0

4π

) ~|γIγS |
r3

(5.8)

where µ0 is the permeability of free space [126,128].
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5.3 Chemical Shielding Anisotropy

The chemical shielding anisotropy (CSA) is the effect of the static mag-
netic field inducing local magnetic fields through the electrons. These local
magnetic field are not uniform in the molecule fixed coordinate system and
depending on how the molecule is oriented in relation to B0, the nuclei
will experience different local fields. Hence as the molecule reorients due
to Brownian motion the nuclei will experience different local field which
causes relaxation. The chemical shielding anisotropy frequency is defined
as:

ωSA =
γB0∆σ√

3
(5.9)

In which ∆σ is the chemical shielding anisotropy [126,128].

5.4 Quadropolar Coupling

In the case where the nuclear spin has a quantum number greater than 1/2
the nuclei possess an electric quadruple moment. It is the divergence from
spherical symmetry of the nuclear charge distribution which gives rise to
the electric quadruple moment and it is unique to the particular nucleus.
The quadrupolar coupling is given by:

ωQ =
e2qQ

4~I(2I − 1)
(5.10)

In which e is the elementary charge, eq is the principle value of the electric
field gradient tensor, Q is the nuclear quadropolar moment and I is the
spin angular momentum quantum number [126,128].

5.5 The Spectral Density Functions

The Fourier transform of the time correlation function is called the spectral
density function, which gives the frequency distribution of the fluctuating
magnetic field.

j(ω) =

∫ ∞
0

Fα(t)Fβ(t− τ)exp(−iωτ)dτ =

∫ ∞
0

C(τ)exp(−iωτ)dτ (5.11)

in which F (t) = c0(t)Y 0
2 [Ω(t)] where c0(t) is a function of physical constants

and spatial variables given in sections 5.10, 5.9 and 5.8 and Y 0
2 [Ω(t)] is
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Figure 5.1: Panel A depicts the correlation function and panel B the corresponding spectral density function using
the model-free formalism. Blue: S2 = 0.9, τc = 7 ns and τe = 10 ps. Orange: S2 = 0.9,
τc = 7 ns and τe = 200 ps. Yellow: S2 = 0.9, τc = 3 ns and τe = 10 ps. Purple: S2 = 0.9,
τc = 3 ns and τe = 200 ps. Green: S2 = 0.5, τc = 7 ns and τe = 10 ps. Light Blue: S2 = 0.5,
τc = 7 ns and τe = 200 ps. Red: S2 = 0.5, τc = 3 ns and τe = 10 ps. Pink: S2 = 0.5,
τc = 3 ns and τe = 200 ps.

spherical harmonics and Ω(t) is the polar angles. So that the stochastic
correlation function can be written as

C(τ) = c0(t)c0(t+ τ)Y 0
2 [Ω(t)]Y 0

2 [Ω(t+ τ)] (5.12)

A correlation function for a rigid molecule tumbling in solution c0(t) = c0

can be written as the orientational correlation function:

C2
00(τ) = Y 0

2 [Ω(t)]Y 0
2 [Ω(t+ τ)] = 1/5 exp[−τ/τc] (5.13)

in which τc is the global correlation time, which reports on the time it takes
the molecule on average to rotate 1 radian. Now we can write the spectral
density function as j(ω) = c2

0J(ω). where J(ω) is the orientational spectral
density function [126,135].

J(ω) = Re

{∫ ∞
0

C2
00(τ)exp[−iωτ ]

}
=

2

5

τc
(1 + ω2τ2

c )
(5.14)

5.5.1 Model-Free Formalism

The model-free formalism takes in addition to the global correlation time,
into account the possibility and internal dynamics in terms of motion of
individual bonds [136–138]. For isotropic tumbling only one correlation
time is needed to describe the Brownian motion. By assuming that the
overall and internal motion are independent the total correlation function
can be written as a function of the internal and overall:

C(t) = CO(t)CI(t) (5.15)
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In which the overall correlation function can be written as in equation 5.13
and the internal correlation function is written as:

CI(t) = S2 + (1− S2) exp[−t/τe] (5.16)

Where S2 is the generalized order parameter and τe is the internal correl-
ation time. The generalized order parameter reports on the amplitude of
motion and makes no assumption on what type of motion that is present.
A completely restricted bond vector gives an order parameter of 1 while a
bond vector which have the freedom to take what ever angle relative to the
rest of the protein gives an order parameter of 0. By combining equations
5.13 and 5.16 we can write the total correlation function as:

C(t) = 1/5
(
S2 exp(−t/τc) + (1− S2) exp(−t/τ)(5.17)

in which τ−1 = τ−1
c + τ−1

e and the resulting spectral density function is:

J(ω) =
2

5

[
S2τc

1 + (ωτc)2
+

(1− S2)τ

1 + (ωτ)2

]
(5.18)

simulated correlation functions and corresponding spectral density func-
tions for the original model-free formalism can be seen in figure 5.1 where
the effect changes in the parameters are apparent.

Clore and coworkers expanded the original model-free equations in 1990
after failing to account for the NOE for some residues when fitting relax-
ation data from SNase and IL-1β using the original model-free equation.
The expanded model-free equation include two order parameters (S2

f and

S2
s ) as well as internal correlation times on two time scales (τf and τs)

which are time scale separated, where f and s denotes fast and slow, re-
spectively [139].

J(ω) =
2

5

[
S2τc

1 + (ωτc)2
+

(1− S2
f )τ ′f

1 + (ωτ ′f )2
+

(S2
f − S2)τ ′s

1 + (ωτ ′s)
2

]
(5.19)

In which τ ′i = (τiτc)/(τc+τi), i = f, s and S2 = S2
fS

2
s . If the protein diffuses

like a sphere meaning all the principle axes in the diffusion tensor are equal,
Dx = Dy = Dz = D the spectral density will be as in equation 5.18 and
D = 1/6τc. If one component differs from the other two, the diffusion is
said to be axially symmetric, where D‖ is the unique axis and D⊥ represent
the other two. In this case the spectral density will be the sum of three
components which depends on the vectors angle to the unique axis of the
diffusion tensor. If all components in the diffusion tensor are different then
the diffusion tensor is called anisotropic, Dx 6= Dy 6= Dz. The spectral
density will now be the sum of 5 components [135,140,141].
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Chapter 6

Protein Dynamics

Proteins functionality often relies on the ability to change conformation or
to have internal dynamics [142–144]. The conformations of a protein are
separated by energy barriers which have to be overcome for the proteins to
go from one conformation to an other. The height of the barriers determines
how frequent a protein goes between the conformations or on what times
scale the conformational changes takes place. The height of the energy
barriers can vary over a large range so that conformational changes can take
place on time scales from picoseconds for librations and rotations to seconds
for unfolding and larger conformational rearrangements [135,145–147].

NMR is unique in the way that it can probe dynamics on an atomic level
and on a wide range of timescales, from bond vibrations and molecular ro-
tations on the picosecond timescale to protein folding and catalysis which
can take place in seconds [21,148–151]. This section is not meant as an ex-
haustive examination of all NMR methods for characterisation of molecular
dynamics but a review of the methods I have used in the articles presented
in this thesis.

6.1 Picosecond to Nanosecond Dynamics

As shown in the previous chapter the reason for spin-relaxation is the
stochastic fluctuations in the Hamiltonian on a timescale equal to or faster
then the overall tumbling of the molecule. The primary interactions in
the Hamiltonian that is modulated to cause relaxation is the Dipole-Dipole
coupling and the Chemical Shielding Anisotropy for spins = 1/2 and the
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quadropolar coupling for spins with a quantum number higher then 1/2
[148].

6.1.1 Backbone Dynamics

In this thesis I have used the N-H bond vector to characterise the backbone
dynamics by measuring 15N relaxation rates. It should also be mentioned
that the alpha- or carbonyl-carbon can be used to characterise the back-
bone dynamics [152–155]. The three relaxation rates measured are the
longitudinal relaxation rates R1, the transverse relaxation rate R2 and the
{1H}–15N heteronuclear NOE [145, 156]. Since 15N has a spin quantum
number of 1/2 the dominant relaxation mechanisms are dipole-dipole and
chemical shielding anisotropy. The dipole-dipole interaction scales with the
gyromagnetic ratio of the nuclei involved in the interaction and the inverse
of the distance to the power of six, which results in that the only nuc-
lei which will contribute significantly to relaxation of the nitrogen of the
backbone amide is the protein directly attached to that it, see equation
5.8 [157].

R1 =
1

4
d2 [J(ωH − ωN ) + +3J(ωN ) + 6J(ωH + ωN )] + c2J(ωN ) (6.1)

R2 =
1

8
d2 [4J(0) + J(ωH − ωN ) + 3J(ωN ) + 6J(ωH) + 6J(ωH + ωN )]

+
1

6
c2 [4J(0) + 3J(ωN )] +Rex

(6.2)

NOE = 1 +
d2

4R1

γN
γH

[6J(ωH + ωN )− J(ωH − ωN )] (6.3)

The Relaxation rates are sums of spectral density functions, J(ω), for differ-
ent combinations of the nitrogen and hydrogen frequencies, ω. The prefact-
ors are given by d = (µ0hγNγH/8π

2)〈1/r3
NH〉 and c = ωN∆σ/

√
3 in which

µ0 is the permeability of free space, h is Planck’s constant, γ is the gyro-
magnetic ratio of N and H, rNH is the distance of the bond vector between
H and N (1.02 Å), ∆σ is the chemical shielding anisotropy of the nitro-
gen (-172 ppm) and Rex is the contribution to R2 from chemical exchange
on a micro- to millisecond timescale. For 15N relaxation The CSA tensor
is often assumed to be co-linear with the covalent hydrogen nitrogen bond
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vector. However, this is not the case but it is only a problem if the diffusion
tensor of the molecule significantly deviates from a sphere [158,159].

In order to interpret the relaxation data we have applied the model-free
approach, see section 5.5.1, using the program suite relax [160–162]. Three
different global diffusion tensors are often used to account for the global
Brownian motion: sphere, axially symmetric and anisotropic. In the sphere
all principal axes of the diffusion tensor are equal, for the axially symmetric
one axes is unique and in the anisotropic all three axis are different. Ten
different models for the internal dynamics is commonly used to explain the
relaxation data with the following residue specific parameters:

m0 = {}
m1 = {S2}
m2 = {S2, τe}
m3 = {S2, Rex}
m4 = {S2, τe, Rex}
m5 = {S2, S2

f , τs}
m6 = {S2, τf , /S

2, τs}
m7 = {S2 S2

f , τs Rex}
m8 = {S2, τf , /S

2, τs Rex}
m9 = {Rex}

(6.4)

Relax works in an iterative process where the diffusion tensor is first es-
timated and fixed followed by fitting of all selected internal models. The
internal models are selected for each residue using Akaike’s Information
Criterion (AIC) [163] and the last step is a global minimization of all para-
meters. If the model converges the program goes to the next diffusion
model, if not the the process goes back to fixing the diffusion tensor and
fitting the internal parameters. In the end AIC is used to select diffusion
model.

6.1.2 Side-Chain Dynamics

The dynamics for protein side-chains are generally not as simple to probe
as the backbone. All side-chains have different composition and have differ-
ent dynamic modes, j-couplings and interactions. This means there is not
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a universal experiment to probe all side-chain dynamics, instead different
experiments have been designed for different type of side-chains [164–170].
For certain isolated side-chain nitrogens, experiments designed for backbone
nitrogen relaxation can be used to characterise the dynamics, for example
the Arginine Nε. Other side-chains I have characterised the dynamics of
are methyl groups. This is done using protein which have been expressed
in a solution of about 60% D2O which will yield four different combina-
tions of deuturation in the methyl groups: CH3, CH2D, CHD2 and CD3.
The pulse sequence is designed to select for the CH2D isotopomer and the
relaxation is measured on the deuteron. Since the deuterium have a spin
quantum number of one, the relaxation of the deuterium will be dominated
by the quadropolar mechanism which simplifies the interpretation of the re-
laxation rate in terms of model-free parameters. In this kind of experiment
five different relaxation rates can be measured:

RQ(DZ) =
3

40

(
e2qQ

~

)2

(J(ωD) + 4J(2ωD)) (6.5)

RQ(3D2
Z − 2) =

3

40

(
e2qQ

~

)2

(3J(ωD))) (6.6)

RQ(D+) =
1
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(
e2qQ

~

)2

(9J(0) + 15J(ωD) + 6J(2ωD)) (6.7)

RQ(D+DZ +DZD+) =
1

80

(
e2qQ

~

)2

(9J(0) + 3J(ωD) + 6J(2ωD)) (6.8)

RQ(D2
+) =

3

40

(
e2qQ

~

)2

(J(ωD) + 3J(2ωD)) (6.9)

In which (e2qQ)/~ is the quadropolar relaxation constant. Four different
kinds of motions are the main contributors to the relaxation of the deu-
terium in the methyl group. These four processes are: fast methyl spinning
which contributes with the factor 1/9 in equations 6.10 and 6.12. Fast
side-chain motions such as torsion librations and bond fluctuation which
contributes with S2

f . Slow local dynamics like rotameric transistions, S2
S

and at last contributor is global tumbling. The slow and fast internal mo-
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tion additionally have correlation times, τs and τf .

J(ω) =
1

9
S2
fS

2
s

τ0

1 + ω2τ2
0

+
1

9
S2
f (1− S2

s )
τ1

1 + ω2τ2
1

+

S2
s (1− S2

f )
τ2

1 + ω2τ2
2

+ (1− S2
s )(1− S2

f )
τ3

1 + ω2τ2
3

(6.10)

τ0 = (1/τc)
−1

τ1 = (1/τc + 1/τs)
−1

τ2 = (1/τc + 1/τf )−1

τ3 = (1/τc + 1/τf + 1/τs)
−1

(6.11)

In the cases that the time scale of the slow dynamics is similar to the
overall tumbling time, τc, the two will be hard to separate. The correlation
function is approximated with a single exponential decay with an effective
correlation time, τ effc , and the spectral density function becomes:

J(ω) =
1

9
S2
f

τ effc

1 + ω2(τ effc )2
+

(
1− 1

9
S2
f

)
τ

1 + ω2τ2
(6.12)

in which 1/τ = 1/τ effc + 1/τf . If the methyl group lacks slow dynamics
the effective correlation times in equation 6.12 becomes the global correla-
tion time. This results in three models for motions in methyl groups with
parameters {S2

f , τf , S
2
s , τs}, {S2

f , τf , τ
eff
c } and {S2

f , τf}.

6.1.3 Entropy from NMR

The generalized order parameter reports on the equilibrium distribution
of the orientation of a bond-vector, for example the N-H backbone bond
vector [136].

S2 =
4π

5

2∑
m=−2

| 〈Y m
2 (θ, φ)〉 |2 (6.13)

In which Y m
2 are spherical harmonics of the bond vector, where the orient-

ations are defined by θ and φ.

〈Y m
2 (θ, φ)〉 =

∫ 2π

0

∫ π

0
p(θ, φ)Y m

2 (θ, φ)sin(θ)dθdφ (6.14)
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where p(θ, φ) is the Boltzmann probability of finding the vector with a
certain orientation, (θ, φ). The variable p is a function of the number of
available states of the bond vector, this means the backbone order para-
meter can be related to entropy difference as [171,172], see section 1.1.1

∆SBA = −R
N∑
j=1

ln

[
(1− S2

j,A)

(1− S2
j,B)

]
(6.15)

Where ∆SBA is the entropy difference going from state B to A, R is the gas
constant. For side chains the order parameters can be related to entropy
as [172]:

S = kBM
[
A+Bf(1− S2)

]
(6.16)

Where M denotes the number of dihedral angles, A and B are fit parameters
(see reference [172]) and f(x) is either x or ln(x). It should be mentioned
that the order parameter only reports on motions on a time scale shorter
than the global correlation time. So if the protein has internal motions on
a time scale longer than the time scale of global tumbling these will not be
included in the entropy calculated using the order parameter. Correlated
motions are not accounted for in these equations either. however, through
molecular dynamics simulations it has been shown that for the backbone
amide correlated motions are limited [173].

6.1.4 NMR and MD simulations

Molecular Dynamics (MD) simulations is a powerful tool to get atomic
level descriptions of molecular mechanisms, and in contrast to NMR, all
bond vectors are available for study. Using NMR and MD in combination
provides an elegant way of explaining molecular phenomenon, where for
example NMR order parameters can be calculated from an MD traject-
ory and used to confirm the validity of the MD simulation [33, 174–177].
The method used for calculating the MD order parameters is iRED, which
stands for isotropic reorientational eigenmode dynamics [178].

6.2 Chemical Exchange

Processes on the milli- to microsecond time scales is common in biolo-
gical macromolecules such as ligand binding [33, 49], allostery [179, 180]
and catalysis [181]. These kinds of processes can be characterized using the
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Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence if the process transfers
the nuclei between different magnetic environments [182–184]. The chem-
ical exchange on these time-scales contributes to an increase to R2, which
can be quenched by applying refocusing pulses, so that at low frequency
of refocusing pulses the R2 is increased due to exchange processes. As
the frequency of pulsing increase the R2 decreases until the effect on R2

for exchange is negligible, see figure 6.1. The shape of the CPMG curve
will in addition to the exchange rate depend on the chemical shift difference
between, and the populations of the exchanging species [185,186]. Consider
the exchange process of ligand binding as in:

P + L
k−1



k1

PL (6.17)

Where P is a protein, L is a ligand and PL is the protein ligand complex, k1

is the rate of association and k−1 is the dissociation rate. The association
constant can be rewritten as k′1 = k1[L]. The protein and ligand will due
to interactions with each other experience different chemical shifts in the
free form and bound. The transverse relaxation rate as a function of the
time between the refocusing pulses in the CPMG train is described as:

Rex2 (τcp) = (Rf2 +Rb2 + k′1 + k−1)− (1/τcp)lnλ
+ (6.18)

lnλ+ = ln
[
(D+cosh

2ξ −D−cos2η)1/2 + (D+sinh
2ξ + sin2η)1/2

]
(6.19)

D± =
1

2

[
±1 + (ψ + 2∆ω2)/(ψ2 + ζ2)1/2

]
(6.20)

ξ =
τcp√

8

[
ψ + (ψ2 + ζ2)1/2

]1/2
(6.21)

η =
τcp√

8

[
−ψ + (ψ2 + ζ2)1/2

]1/2
(6.22)

ψ = (Rf2 +Rb2 + k′1 + k−1)2 − (∆ω)2 + 4k′1k−1 (6.23)

ζ = 2∆ω(Rf2 +Rb2 + k′1 + k−1) (6.24)

Where Rf2 and Rb2 is the transverse relaxation rate in absence of exchange
of the exchanging species, in the case of ligand binding, free and bound pro-
tein and ∆ω = 2π∆ν is the chemical shift difference between the species.
Using these equations CPMG relaxation dispersions have been simulated
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Figure 6.1: Showing simulated CPMG dispersion curves at a static magnetic field strength of 500 MHz when the
exchange rate, populations and chemical shift difference is varied. Panel A shows relaxation dispersions
using the following chemical exchange rates (s−1): 0 (blue), 10 (red), 100 (yellow), 500 (purple), 1000
(green), 5000 (sky blue), 10000 (dark red). The populations was set to 0.95 and the chemical shift
difference to 1 ppm. Panel B shows the effect of changes in population on the relaxation dispersion
curve, populations used are 0.5 (blue), 0.6 (red), 0.75 (yellow), 0.85 (purple) an 0.95 (green). The

exchange rate was fixed at 100 s−1 and the chemical shift difference to 1 ppm. Panel C shows the
effect of changes in the chemical shift difference on the relaxation dispersion curve, 0 (blue), 0.25 (red),
0.5 (yellow), 0.75 (purple), 1 (green), 1.5 (sky blue), 2 ppm (dark red). The exchange rate was fixed at

100 s−1 and the population to 0.95. for all relaxation dispersion curves R2,0, the transverse relaxation

rate in absence of exchange, is fix at 10 s−1

with different, exchange rates (panel A), populations (panel B), and chem-
ical shifts (panel C), the resulting curves can be seen in figure 6.1. All
the parameters significantly alters the shape of the curve however all para-
meters can be fitted by recording CPMG relaxation dispersion at multiple
magnetic fields.

Chemical exchange can be divided into three regimes depending on the
rate of exchange in relation to the chemical shift difference between the
exchanging species. When the chemical exchange is much larger compared
to the chemical exchange difference the exchange, kex � ∆ω is said to be
fast. If this i the case only one peak will be visible in the spectra. The
position of the peak will be a population average of the two states. So if
both states are equally populated the peak will appear half way distance
from the chemical shift of to the other. If instead the population are skewed
in favour of one the shift of the peak will be close to the dominant species.
When the chemical shift difference is similar to the chemical exchange rate,
kex ∼ ∆ω, the exchange process is said to be intermediate. In this regime
the single peak from the fast exchange regime is significantly broadened,
not unusually beyond detection. If the chemical shift difference is larger
compared to the exchange rate, kex � ∆ω, the exchange is in the slow
exchange regime. In this regime the two peaks are visible in the spectra
with intensities relative the populations of the species [186].
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Chapter 7

Guide to the Papers

7.1 Paper I

In this paper a number of Galectin-3 inhibitors have been synthesised and
the affinity to Galectins -1 and -3 have been investigated. Through tuning
of the interactions between flourines on the ligands and galectin-3, low nano
molar affinity ligands with high selectivity to galectin-3 over galectin-1 was
discovered. Because of high binding affinity of the developed ligand a new
probe for measuring competitive fluorescence polarization was developed,
as well as a ligand to be used in displacement ITC measurements. The
thermodynamic profile was determined for ligands with the highest affin-
ity using ITC. All measured ligands have a strong enthalpic term driving
the binding of the ligands. Additionally, all ligands display an entropic
penalty counteracting the enthalpy. The series of ligands display a general
trend of entropy-enthalpy compensation. For two of the asymmetric tiod-
igalectosides x-ray structures were determined. The difference between the
two ligands are the fluorination pattern of a phenyl group, the first ligand
has a 3-fluorophenyl while the other has a 3,4,5-trifluorophenyl group. The
structures reveal a split occupancy for the mono fluorinated ligand with
equal populations of the 3-fluorophenyl close to R186 and R144, while the
trifluorophenylated ligand binds with the fluorinatedphenyl in proximety to
R144. This leads us to conclude that an increase in the fluorination pattern
drives the ligand to one binding pose.
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7.2 Paper II

Here we have used a combination of ITC, X-ray crystallography, NMR re-
laxation and MD simulations in order to try to pinpoint the underlying
driving forces of molecular recognition in Galectin-3C binding two diaste-
reomeric ligands. By using these ligands we were able to attribute the differ-
ence in binding energetics to the complexes since the ligands have essentially
the same chemical potential free in solution. ITC reveal similar binding af-
finities, 1.0 and 2.1 µM for R and S, respectively, and hence similar Gibbs
free energy. Greater differences was observed in entropy and enthalpy which
exhibited compensatory behaviour, −T∆∆S(R − S) = 3 ± 1 kJ/mol and
∆∆H(R− S) = −5± 1 kJ/mol.

The x-ray structures show similar binding modes for the two ligands but
with small differences in the part close to Arg186, see figure 7.1. The
difference in binding pose depends on the hydroxyl group in the stereocenter
of the ligands making a hydrogen bond with Glu184. Ensemble refinment
of the crystal structures show greater flexibility of the S ligand compered
to R. Trying to quantify the entropy from the ensamble refinement resulted
in a qualitative result agreeing with other results but the standard errors
were greater than the difference between the complexes. NMR relaxation
experiments were performed for the 15N amide backbone and for 2H of
methyl side-chains and interpreted using the model-free formalism. The
backbone order parameters are very similar for the two complexes with
significant differences for residues which are not directly situated in the
binding pocket. Which indicated that the different stereo chemistry of the
ligands affect the mobility of the protein at remotes sites. The differences
in methyl order parameters are also small with a few significant differences
of which one, Val172, is situated directly in the binding site next to the
stereocenter of the ligand. The order parameters were used to validate the
MD simulations which is in reasonable agreement.

We used the NMR order parameters to estimate the conformational en-
tropy difference between the two complexes. The backbone conforma-
tional entropy is −T∆∆Sbb(R − S) = 17 ± 5 kJ/mol and correspond-
ing for methyl groups are −T∆∆Ssc(R − S) = −5 ± 6 kJ/mol. This
results in a total conformational entropy difference estimated from NMR
to −T∆∆SNMR(R − S) = 12 ± 8 kJ/mol. The conformational entropy
calculated from the MD simulation for both the protein and ligand ad-
ded up to −T∆∆SMD,conf (R − S) = 11 ± 5 kJ/mol which is similar to
what was calculated from NMR order parameters. Grid inhomogeneous
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by only ΔΔG°(R − S) = −1.9 ± 0.1 kJ/mol, but the
differences in ΔH° and −TΔS° are greater and consequently
opposite in sign, indicating enthalpy−entropy compensation:
ΔΔH°(R − S) = −5 ± 1 kJ/mol and −TΔΔS°(R − S) = 3 ±
1 kJ/mol.
Crystal Structures Reveal Subtle Differences in

Binding Modes. The crystal structures of the R- and S-
galectin-3C complexes were refined to resolutions of 1.34 and
1.19 Å, respectively (see Table S2 for a summary of refinement
statistics). The quality of the electron density data is sufficient
to reveal the chirality of the ligands unambiguously (Figure 3
and Figure S2). As shown in Figure 3, the two complexes have
closely similar structures, with essentially no difference in the
protein backbone conformation. The RMS deviation between
the two structures is 0.13 Å for 473 backbone atoms and 0.59
Å when 2054 atoms are compared, including side chains.
Below we will denote the aromatic ring substituents on

galactose C3 as the “left hand side” (LHS), while the aromatic
rings connected to the propylic chain will be referred as the
“right hand side” (RHS); this notation is according to the
viewpoint of Figure 3 and all subsequent renditions of the
structures. The LHS shows perfect overlap between the two
complexes. The 3-fluorophenyl substituent sits in a pocket
generated by the displacement of Arg144, with the fluorine
atom pointing toward the protein backbone. Key interactions
involving the meta-fluorinated phenyl triazole on the LHS have
been described previously.22

The B-factors of the ligand atoms on the LHS are very
similar in the two complexes (10−15 Å2), and lower than those
of the RHS (20−35 Å2 in R and 20−40 Å2 in S), indicating
that the LHS is more ordered. The electron density for
Arg144, which stacks with the fluorinated phenyl ring of the
LHS, is slightly less well-defined in R than in S. The difference
in mobility of Arg144 does not seem to be correlated to the
minor differences in water structure (see below).
Although R and S have a different configuration at propyl

C2, the conformation of the ligand adjusts to allow the
hydroxyl group of the stereocenter to maintain a hydrogen
bond with Glu184. The configuration of the R-stereoisomer
enables the propyl linker to adopt the same conformation as
the corresponding segment in the glucose ring of the parent
compound (cf. Figure 1). Thus, the C2 hydroxyl group of R
makes an H-bond to Glu184 with its hydrogen atom in a
staggered conformation with respect to the aliphatic hydrogen
atom on the C2 carbon, as observed in the lactose and glycerol
complexes by neutron crystallography.15 In contrast, the
hydroxyl group in S is positioned in an eclipsed conformation
with respect to the aliphatic hydrogen, which is expected to be
energetically less favorable. This conformational adjustment
results in different interactions of the two ligands with the
protein at the RHS of the binding site. Furthermore, the RHS
of R is modeled with a single conformation, whereas the RHS
of S is modeled as two conformations in which the fluorinated
ring has two orientations related by an 180° flip. At the RHS,
both R and S interact with Arg186, despite the differences in
conformation at this end of the ligand. S appears at first glance
to have tighter interaction with Arg186 due to a better
alignment between the π orbitals of the ligand phenyl ring and
the face of the arginine guanidinium group. However, the
results from ensemble refinement suggest that the S isomer in
fact has higher mobility (see below).
Water molecules are well conserved around the binding site.

Particularly, we see that waters around the LHS overlap very

Figure 3. X-ray crystal structures of the ligand−galectin-3C
complexes. (A) R-galectin-3C (PDB ID 6QGF). (B) S-galectin-3C
(PDB ID 6QGE). (C) Overlay of the two complexes. The protein
backbone is shown in ribbon representation (gray), key ligand-
coordinating side chains are shown in stick representation, and
hydrogen bonds to the ligands are shown as dashed lines. The 2m|
Fo|−D|Fc| electron density map of the ligand and water molecules,
contoured at 1.0 σ, is shown as a gray mesh. Carbon atoms of the R
ligand are colored red, while those of the S ligand are blue. Water
molecules that are within 5 Å of either ligand are represented as small
spheres. In panels A and B, water molecules are colored by B-factor,
on a spectrum from dark blue at 15 Å2 to bright red at 70 Å2. Water
molecules shown without electron density are visible at <1.0 σ, but are
poorly ordered. In panel C, water molecules belonging to R-galectin-
3C are colored red and those belonging to S-galectin-3C are colored
blue.
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Figure 7.1: X-ray crystal structures of the ligandgalectin-3C complexes overlayed, R - Red, S - Blue. The protein
backbone is in cartoon representation gray. Water molecules within 5 Å of the ligands are represented
by small spheres.

solvation theory (GIST) calculations reveal similar areas of high solvation
density comparing the two complexes, with subtle differences where the
ligand pose is different. This results in a solvation entropy difference of
−T∆∆SMD,solv(R − S) = 3 ± 2 kJ/mol. Taken together the conforma-
tional and solvational entropy adds up to 13 ± 5 kJ/mol which is greater
than the total taken from ITC which is 3± 1 kJ/mol, but this is not signi-
ficant to 95% confidence level. These results indicates that conformational
entropy dominates over solvational entropy in determining the total entropy
difference.
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7.3 Paper III

Ligand binding to proteins often involve some kind of conformational change
in the protein. Two common model for ligand binding which involves con-
formational change is induced-fit where the proteins changes conformation
after ligand binding to better accommodate the ligand, and conformational
selection where the protein samples a conformation which resembles the
ligand bound form and the ligand selectively binds this conformation. Apo
galectin-3C relaxation dispersion experiments, reveal a second conforma-
tion, which resembles the ligand bound form populated to 4%, making
conformational selection a possible binding path. In order to unravel which
pathway that is dominating in galectin-3C lactose binding we have meas-
ured 15N NMR relaxation dispersion experiments on apo galectin-3C, as
well as nine lactose concentrations covering a range of protein saturation
from 7-75%. By fitting the dispersion data to a four state model, see figure
7.2, we are able to determine the rate constants for both conformational
selection and induced fit. The rates reveal a 21 times higher affinity for
lactose to state 2 compared to state 1. Despite the sampling of a higher
affinity state in apo galectin-3C, the dominant binding pathway for the
whole lactose concentration range is induced-fit. The dominance of induced
fit can be explained by the higher conformational transition rates between
the lactose bound forms of galectin-3C compared to apo, indicating that
lactose reduces the barrier between the states.

7.4 Paper IV

In the drug design process one important parameter is the affinity of the
target for the target. However, lately the kinetics of ligand binding, and
especially the rate of ligand release are getting more focus since it is often
a better predictor in vivo efficacy and safety. In this paper we have used
15N relaxation dispersion experiments to study the on- and off-rates of six
related ligands with different affinities for galectin-3C. We show that the
on-rate is essentially unchanged for all ligands while the off-rate decreases
with stronger binding affinity. By analysing the rates and binding affinities
using a linear free energy relationship we can get a deeper understanding of
the underlying energy landscape. We see that the difference in the lifetime
of the complex mainly depends on the difference in free energy of the bound
state and less on the height of the transition barrier.
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This is not a novel, short story or fable, so if that is what you are 
looking for, please put this book down before you get disappointed. 
It is not a book containing recipes (even if that would be fun to make 
one day), not about how to renovate a boat, nor is it a memoir, even 
though it contains parts of the authors life. This book contains a few 
facts, some scientific results, and perhaps one or two speculations. 

Yes, you guessed: this is a PhD thesis. If you are interested in theology, 
economics or the social sciences, this is not the book for you. So what 
kind of thesis is this? It is the kind containing strange words you don’t 
hear every day, figures of proteins and equations with signs you might 
not have seen before. Now, the majority of humanity is probably 
deterred from ever opening this book, but just to exclude a few more, 
here’s another scary word: ENTROPY. 

So, if you for some reason received this book, but have no plan 
whatsoever to read it, except for perhaps the acknowledgements,  
I have a few suggestions as to what you could do with it. First of all, 
if you are mentioned in the acknowledgements and for some reason 
want to keep it, I suggest tearing it out together with the cover, and 
staple them together and save. This way, it is much easier to bring 
when you are moving. Otherwise, it should work just fine as kindle, or 
perhaps it could be used to prop up something, or as a paperweight. 
For those of you who do plan to read the book, or parts of it, I wish 
you happy reading!


	Blank Page
	Blank Page


 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: From page 3 to page 94; only odd numbered pages
     Trim: none
     Shift: move left by 8.50 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20191107092204
       841.8898
       a4
       Blank
       595.2756
          

     Tall
     1
     0
     No
     1288
     318
     Fixed
     Left
     8.5039
     0.0000
            
                
         Odd
         3
         SubDoc
         94
              

       CurrentAVDoc
          

     None
     15.5906
     Bottom
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     6
     96
     92
     46
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: From page 3 to page 94; only even numbered pages
     Trim: none
     Shift: move right by 8.50 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20191107092204
       841.8898
       a4
       Blank
       595.2756
          

     Tall
     1
     0
     No
     1288
     318
    
     Fixed
     Right
     8.5039
     0.0000
            
                
         Even
         3
         SubDoc
         94
              

       CurrentAVDoc
          

     None
     15.5906
     Bottom
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     7
     96
     93
     46
      

   1
  

 HistoryList_V1
 qi2base





