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Abstract

Coherent extreme ultraviolet (XUV) light sources are necessary for the investigation of
physical processes in the natural length and time scales of atoms. These experiments re-
quire a high degree of control of the coherent XUV light. The optical components and
techniques, which are available for visible and infrared light, unfortunately cannot be used
for controlling XUV light. In this thesis, novel techniques to control ultraviolet to XUV
light are presented. The sources of XUV light discussed in this thesis include: high-order
harmonic generation, free electron lasers and nitrogen air lasing. These sources are com-
plementary and are suited for different applications.

High-order harmonic generation produces XUV light with a very large spectral bandwidth,
which can be compressed to produce the shortest light pulses to date. The yield of XUV
light that can be produced through high-order harmonic generation is limited since the
conversion efficiency of this process is low. Our experiments therefore aim to develop low-
loss techniques for controlling the XUV light. We demonstrate techniques to measure and
control the spatial phase of the harmonics using quantum path interference, and to control
the XUV light after it is generated using opto-optical modulation.

In contrast to high-order harmonic generation, free electron lasers can produce XUV pulses
with very high intensities and at tunable wavelengths. Furthermore, there are free electron
lasers where the amplitude and phase control of the XUV light, when compared to other
sources, is unparalleled. The pulses that are produced with FELs, however, are not suffi-
ciently short to perform attosecond (1 · 10−18s) experiments. In this thesis, we describe a
free electron laser experiment, where sub-femtosecond waveform structures are generated
in a controlled and reproducible way. The results from this experiment present the possib-
ility to perform attosecond physics using free electron lasers, a field which was previously
confined to the high-order harmonic generation community.

Finally, experiments with nitrogen air lasing are also presented in this thesis. Unlike the
other techniques, nitrogen air lasing does not produce XUV light. Instead, this technique
produces coherent ultraviolet light, which is promising for atmospheric remote sensing.
Since the mechanism generating the light with this technique is currently not understood,
a recollision model, similar to the model describing high-order harmonics generation, is
tested.

None of the aforementioned sources have the same intensity, coherence or possibility to be
controlled as conventional lasers. Instead, these sources excel within their own parameter
space. Our experiments aim to push these techniques to cover the gaps where none of these
sources currently can be used.
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Populärvetenskaplig sammanfattning på svenska

Vi kontrollerar och styr ljus varje dag. Vi använder oss av glasögon och förstoringsglas för
att se bättre. Vi använder oss av speglar för att se förbi hinder eller för att se oss själva.
Men tänk om inget material släppte igenom eller reflekterade ljus, och ingen av dessa upp-
finningarna fungerade. Detta är vad som händer när fotonernas våglängd blir kortare än
vakuum-ultraviolet, då absorberas dessa fotoner i de flesta material.

“-Men det är väl inte hela världen?”, kanske man tänker. Vi har ju aldrig sett det här“vakuum-
ultravioletta” ljuset med våra egna ögon, sant, men det betyder inte att det inte påverkar våra
liv. För industriella tillämpningar så är fotoner med kort våglängd, ända nere i den extremt
ultravioletta (XUV) regimen, väldigt intressanta. I mikrolitografi så avgör fotonernas våg-
längd hur små sturkturer vi kan tillverka. Sedan början av 90-talet så har våglängden som
används i denna teknik gått från en mikrometer (1µm= 10−6m)) till ungefär 10 nanometer
(1 nm = 10−9m)) idag, en reduktion på en faktor 100. Detta är en av anledningarna till att
vi idag kan gå runt med 90-talets motsvarighet till superdatorer i våra fickor. Inom grund-
forskning används ljus i detta våglängdsområde bland annat för att generera väldigt korta
ljuspulser. Pulserna är så korta så att de lämpar sig för att studera elektronernas dynamik i
atomer och molekyler.

Men hur gör man allt detta när linser och speglar bara absorberar de mesta av ljuset? Det
finns många tekniker där man försöker komma runt detta problemet, men oftast brukar de
brukar fortfarande innebära stora förluster av strålningen.

I mitt avhandlingsarbete har jag främst arbetat med hög övertonsgenerering. I övertonsge-
nerering utnyttjas en infraröd laser till att jonisera atomerna i en gas, och sedan accele-
rera elektronerna tillbaka till jonen. Om elektronerna rekombinerar med jonen genereras
XUV-strålning. En stor del av arbetet handlar om hur man kan kontrollera XUV ljusets
egenskaper när det genereras, och hur man kan kontrollera det kortvågiga ljuset efter det
har genererats.

Under genereringsprocessen finns det flera vägar elektronerna kan ta till jonen. Eftersom
elektronen är en kvantpartikel, och flera av dessa kvantvägarna kan bidra till samma fo-
tonenergi för den utsända strålningen uppstår interferens, detta fenomen kallas kvantba-
neinterferens. Genom att studera denna interferensen kan vi mäta vad elektronerna gör i
övertonsgenereringsprocessen, men vi kan dessutom kontrollera hur ljuset sänds ut från
atomerna.

För att styra XUV ljuset efter det har genererats kan vi använda oss av en teknik som kallas
opto-optisk modulering (OOM). Då fokuserar vi först XUV ljuset i en gas där den absor-
beras under en kort tid. Medans ljuset är absorberat i gasen skickar vi en infraröd styrpuls
för att kontrollera XUV ljuset. Detta gör att vi kan skräddarsy vågfronten, och därmed ut-

vi



bredningsriktningen av XUV ljuset när det sänds ut igen. Kan vi kontrollera vågfronten av
XUV ljuset så kan vi fokusera, dela eller rikta om XUV luset. Förutom att styra ljuset ger
denna metoden insikt i hur atomens energinivåer skiftas på grund av styrpulsen.

Dessa kontrollteknikerna låter oss både utveckla nya metoder för att kontrolla XUV-strålning
samt att studera elektrondynamiken i atomer. I dagsläget har vi bara demonstrerat att dessa
formerna av kontroll är möjliga att åstadkomma, men min förhoppning är att de i framti-
den kan utvecklas och lösa problem som idag inte har praktiska lösningar.

vii





Chapter 1

Introduction

This thesis deals with various techniques for coherent manipulation of the properties of
ultraviolet- to extreme ultraviolet light (XUV). The experiments performed in the thesis
work use apparatus for which the size and complexity range from user-friendly turnkey
table-top laser systems to state-of-the-art large scale free electron laser (FEL) facilities.

The invention of the laser in 1960 [1] is considered to be a milestone for scientific and indus-
trial developments. The laser provides a source of intense, highly coherent radiation, where
both the intensity and the phase of the light can be controlled. The coherent properties of
the laser light allows for producing short pulses, which can be used either for time-resolved
techniques [2], or non-linear optical processes, as these short pulses provide a high peak in-
tensity [3]. By the 1990’s, femtosecond (1 ·10−15 s) laser systems were demonstrated [4], in
which the time-scale suitable for studying molecular dynamics. Today, conventional lasers
can still only operate in the visible- and infrared (IR) regimes and with down to femto-
second pulse durations. Generating much shorter wavelengths than for the visible range
using conventional lasers is problematic, as at some point most materials become absorpt-
ive in the vacuum-ultraviolet (VUV) regime. Techniques such as capillary discharge x-ray
lasers [5, 6] and solid slab x-ray lasers [7] fall short as they can only reliably produce nar-
rowband radiation and nanosecond (1 · 10−9)- to picosecond (1 · 10−12) pulse durations.
Currently, there are other sources than lasers, that can produce femtosecond pulses with
photon energies higher than VUV, although the amount of control that can be exerted
from these sources, is far from what is possible in the visible and IR regimes.

In the thesis work, experiments have been performed using three kinds of UV- to XUV-
sources: High Order Harmonics Generation (HHG) [8, 9], FELs and nitrogen air lasing.
These three sources are based on physical phenomena that differ from lasing for the gener-
ation of coherent UV-XUV radiation.
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HHG can be produced by using in-house lasers. The laser pulses are focused into a gas
target in a small table top setup, generating a large bandwidth of coherent radiation. Photon
energies produced with this technique can reach the soft x-ray regime [10]. The spectrum
can be compressed to a train of attosecond (1 · 10−18 s) pulses [11, 12], or single isolated
attosecond pulses [13, 14], and used to probe electron dynamics in atoms [15]. Currently,
HHG is the process that produces the largest coherent bandwidth [16] and generates the
shortest possible pulse durations [17], but the downside is that the flux of XUV radiation
is very low compared to other sources.

FELs, as the name suggests, generate radiation from unbound electron bunches that are
accelerated to relativistic velocities and forced through magnetic insertion devices to os-
cillate. During oscillation, the electron bunches emit coherent radiation, tunable across
a large bandwidth [18]. To reach high photon energies, however, FEL–facilities have to
be very large in order to accelerate the electron to sufficient velocities [19]. In addition,
the generation process is stochastic, causing a large shot-to-shot variation. To decrease the
fluctuations and jitter in FELs, it is possible to seed an FEL with a femtosecond (10−15s)
laser, imprinting the laser’s coherence onto the electron bunches [20, 21]. Still, the emitted
radiation does not have bandwidths, pulse durations, coherences, or fluctuation stabilit-
ies comparable with those from HHG. FELs, however, provide unprecedented flux and
wavelength tunability across a large spectral region.

Nitrogen air lasing is the least understood of the techniques presented here. When focusing
a high intensity femtosecond IR laser in nitrogen, under certain circumstances, part of the
laser energy will convert into coherent radiation at 391 nm, corresponding to a resonance in
molecular nitrogen [22]. In addition, this UV pulse is not only emitted forward together
with the IR pulse, but also backwards towards the source, making it ideal for remote sensing
[23].

In all of these techniques, the spatial and temporal coherence is imprinted by a conventional
laser, and subsequently, the properties of emitted radiation can be tailored and controlled
by changing the properties of the laser source [11, 24]. The manipulation of conventional
laser sources is well established, such that the properties of IR laser pulses can be altered
to a high degree of control. What this work mainly strives for is to determine how much
control can be transferred from our IR beams onto the XUV beam.

1.1 Aim of this work

The aim of this work is to demonstrate spatio-temporal control of UV-XUV radiation dur-
ing and after its generation. Since these techniques rely on physical processes which today
are not completely understood, we also probe the intrinsic dynamics of the techniques in
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the experiments.

HHG experiments with two different experimental setups were carried out. One HHG
setup was built, to be used with a commercial variable rep-rate turnkey laser. This laser
has a very stable output power, making it ideal for measuring the interference between
two quantum trajectories of these harmonics (cf.Paper I). These results showed that it is
possible to assert control of the intensity-dependent dipole phase in HHG by changing
the intensity of the IR driving pulse. The second setup involved the use of a pump-probe
interferometer, where an XUV pulse was resonantly absorbed in a gas cell, and a second
IR control pulse stark shifted the atomic resonance and imprinted an intensity-dependent
phase onto the emitted XUV beam [25, 26]. Paper II describes the probing of the intensity-
dependent Stark shift of the helium 2p state, and demonstrated that this state can be used
as an effective XUV beam splitter. Both of these papers aimed to demonstrate control of
the XUV wavefront during- and after the generation process by using IR light.

The experiments presented in Paper III were performed at the FERMI free electron laser
at Elletra Sincrotrone in Trieste. At this facility it is possible to generate harmonics of the
fundamental FEL beam, and the aim of the experiment was to demonstrate that changing
the phase of these harmonics enables short-pulse generation as they are phase-locked. The
results demonstrate that it is possible to perform XUV waveform synthesis by changing the
phase between the harmonics.

Paper IV evaluates an interpretation of the source of the 391 nm nitrogen air lasing radi-
ation. As it is not known why nitrogen air lasing occurs, a proposed recollision model [27]
was tested as the source of energy and coherence transfer from the 800 nm IR beam to the
391 nm air lasing beam.

Paper V describes a custom-made, achromatic waveplate intended for inline, parallel po-
larized, two-color HHG [28, 29]. An inline configuration is more stable than a split-beam
configuration, but it is limited by the bandwidth of the optics. With the achromatic wave-
plate described in Paper V, few cycles pulses can be used in an inline configuration.

1.2 Outline of the thesis

Chapter 2 of this thesis lays out the foundation of the techniques used in this work. We
start by describing femtosecond lasers, which are the enabling tool, and the source of the
coherence, for all our techniques. The semi-classical mechanics of the HHG process are
presented followed by a brief introduction of FELs. Chapter 3 expands on the spatio-
temporal control techniques. Quantum path interference and opto-optical modulation are
explained for the HHG experiments. The control of XUV waveforms are described for
the FEL experiment, and the experiments and interpretation of the nitrogen air lasing is
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discussed. Chapter 4 summarizes the findings from all the experiments.
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Chapter 2

Short-pulse light sources

This chapter introduces the conceptual background for lasers, HHG and FELs, and also
describes the setups used for the experiments discussed later. As all of the work presented
in this thesis relies on short light pulses, necessary theory describing their generation is
introduced.

The benefit of short-pulse light sources can be considered to be two-fold. On the one
hand, the pulses have a short duration, and therefore provide a good temporal resolution
in experiments. On the other hand, short pulse light sources generally have a high peak
intensity, as the average output energy of the source is confined to a very short duration.
Regardless of the reason for generating short light pulses there are physical restrictions for
how short the pulses can be made. The first, and the most intuitive restriction, is that the
duration of a pulse can not be shorter than a single optical cycle. This means that our choice
of wavelength, λ, determines what the shortest possible pulse duration is. Secondly, the
duration of an electromagnetic pulse is inversely proportional to the frequency bandwidth
of the pulse, and this relation depends on the shape of the pulse. If we consider a Gaussian
spectrum, with a full width at half maximum (FWHM) bandwidth Δν, then the shortest
possible pulse duration, τ , is given by the time-bandwidth product:

τ =
0.44
Δν

. (2.1)

The time-bandwidth product is directly related to the wave nature of light, and is illus-
trated in Fig. 2.1. For a monochromatic spectrum the pulse duration is infinite, i.e. it is
not pulsed at all, and lasers which produce monochromatic light are denoted as continuous
wave (CW) lasers. In the middle panel in Fig. 2.1, two more monochromatic peaks are ad-
ded to the spectrum. The waves will now periodically interfere constructively, producing a
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train of pulses. In the bottom panel we instead have a full Gaussian spectral distribution,
the resulting waveform is now an isolated pulse. At this point we could extend the band-
width of our spectrum, although the lower limit of the pulse duration would be a single
cycle of our central frequency.

Figure 2.1: Illustration of the spectro-temporal relations of electromagnetic waveforms. The left
columns represent a frequency spectrum, and the right columns show the corresponding
temporal waveform for the given spectrum. The first row shows a single frequency com-
ponent, the resulting waveform is infinitely long. In the second row, several spectrally
separated peaks combine to create a train of pulses. Third row: a continous distribution
yields an isolated waveform in time. Bottom row: the larger the frequency bandwidth
is, the shorter the waveform can become.

A broadband pulse is, however, not automatically short. For short pulse generation, aside
from producing a broad spectrum, it is important to ensure that the bandwidth is coherent
and that the spectral components arrive simultaneously. The latter requirement becomes
more important the broader the bandwidth becomes, as different wavelengths generally
have different phase velocities in different dielectric media, a phenomena known as disper-
sion. It is therefore important for the spectral components to have the right phase, in order
to obtain short pulses.

2.1 Femtosecond lasers

With conventional lasers it is possible to reach the femtosecond regime. Since these lasers
rely on bulk material for amplification of the laser radiation it is the spectroscopic properties
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of the bulk material that limit the bandwidth of the amplification process. Today, the most
widely used medium for femtosecond lasers is titanium sapphire (Ti:Al2O3), or Ti:Sapphire
[30], which has a gain bandwidth of almost 400 nm, centered at 800 nm. The entire gain
bandwidth of Ti:Sapphire is, however, not usable in most setups, since the reflectivity of
the cavity mirrors can not cover such a large bandwidth. The output of Ti:Sapphire lasers
is instead limited to a few tens of femtoseconds, which corresponds to a few tens of optical
cycles.

Even though Ti:Sapphire lasers can produce the required bandwidth for femtosecond pulses
it is not possible to directly amplify these pulses in the gain medium, as the pulses can reach
intensities that may damage the gain medium. In order to avoid burning and dielectric
breakdown in the Ti:Sapphire crystal, chirped pulse amplification (CPA) [31] is used, where
the pulses are temporally stretched before they are amplified in the gain medium.

Figure 2.2: Illustration of the CPA technique. A weak input pulse is stretched in time using a
grating compressor. The stretched pulse may be amplified without the risk of damaging
the Ti:Sapphire crystal. The long amplified pulse is compressed after passing through a
grating compressor. The resulting pulses have a short duration and a high peak intensity.

The schematic in Figure 2.2 illustrates a typical routine for CPA. Weak input pulses, from,
for example, an oscillator are first temporally stretched, usually to a few picoseconds in a
grating stretcher. These long pulses are then amplified in a Ti:Sapphire crystal (population
inversion in these crystals is achieved using pump lasers), and then compressed in a grating
compressor.

For most of our experiments, two laser systems were used: An ytterbium based laser, and a
Ti:Sapphire laser. The specifications of the lasers is briefly discussed below.
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2.1.1 Ytterbium laser

The ytterbium laser, also called the Pharos, is a commercial turnkey laser system from Light
Conversion Ltd., based on ytterbium potassium gadolinium tungstate (Yb:KGW) as the
amplification medium. The Pharos produces a 5-7 W (depending on the repetition rate)
average output power, with a repetition rate that varies between 1 and 200 kHz. The out-
put wavelength is centered at 1030 nm with ∼10 nm bandwidth, producing 180 fs FWHM
pulses. The energy of the pulses varies from 1 mJ to 33 µJ. The Pharos laser has a built in
pulse picker and attenuator, making it possible to obtain different combinations of pulse
power and average power.

Even though the specifications of the Pharos laser at first might seem unattractive for ul-
trafast experiments, the Pharos comes with an upside: robustness. The Pharos is primarily
designed for industrial use, where sometimes the laser has to operate for extended periods
of time without any drift of the output power. The long, narrowband pulses are insensitive
to dispersion effects during propagation or vibrations in the compressor. From a practical
point of view, the laser is easy to start, maintain and operate, as it is intended to be used by
non laser experts, meaning that the experimental problems encountered are shifted down
the beamline closer to the experiment, rather than at the source.

2.1.2 Ti:Sapphire laser

The laser in the “Attolab” is a custom-built Ti:Sapphire laser system, operating at 1 kHz and
centered at 800 nm. The laser produces 20 fs pulses with ∼ 4mJ pulse energy.

The system is seeded by a Ti:Sapphire oscillator (Rainbow v1, Femotlaser), which produces
7 fs, 2 nJ pulses with a 300 nm bandwidth at a 78 MHz repetition rate. Before the seed
enters the amplification stages the bandwidth is reduced to 100 nm due to the reflectivity of
dielectric mirrors after the oscillator. The seed is amplified in four Ti:Sapphire amplification
stages. The Ti:Sapphire crystals are pumped by two Neodymium-doped yttrium lithium
fluoride (Nd:YLF) lasers at 527 nm, a “Photonics DM 30-527” laser and a “Continuum
Terra laser”.

The laser system uses acousto-optic modulators [32] (AOM) to shape and reconstruct the
spectral phase and amplitude of the laser pulses. Three AOMs are used in total. The first
AOM is placed after the stretcher in the laser system to ensure a flat spectral amplitude
before the seed is sent to amplification (Dazzler, Fastlite). The second AOM is positioned
in the third amplification stage in order to counter gain narrowing during the amplifica-
tion (Mazzler, Fastlite). The third AOM is used to reconstruct the spectral profile of the
pulses at the laser output (Wizzler, Fastlite). The spectral reconstruction with the Wizzler
includes higher dispersion orders, which can be fed back to the Dazzler to pre-compensate
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before the amplification chain. The Wizzler and Dazzler can therefore actively measure
and shape the phase profile of the pulses. Besides removing higher-order dispersions to
produce transform-limited pulses, the Dazzler can truncate the bandwidth of the pulses to
50 nm, and by doing so makes it possible to have 40 fs pulses, where the central wavelength
is tunable between 780-820 nm.

2.2 High-Order Harmonic Generation

Lasers can produce many different wavelengths, ranging from the mid infrared [33, 34] to
the UV regime [35]. There are, however, no high-power lasers sources that operate in the
VUV regime. Since materials absorb most radiation in this regime, the working principle
for conventional lasers can not be used.

In the late 80’s, a promising candidate for an alternative source of coherent sub-VUV ra-
diation was found. Two independent research groups measured a spectral plateau of XUV
radiation when focusing IR laser pulses into a gas target [8, 9]. The spectrum consisted
of odd harmonic orders of the IR laser. From the previous understanding of perturbative
harmonic generation[3] it was unexpected that the yield of the harmonics would exhibit a
plateau, or any measureable signal at such high orders. Today we know that this process
is different from perturbative harmonic generation and it is called high-order harmonic
generation (HHG).

2.2.1 Three-step model

HHG requires high intensities of the laser pulses. When the electric field of the laser beam is
comparable in strength to that of the electrostatic attraction of the electron and the nucleus
in the target gas, quantum tunneling becomes probable. By the early 90’s, an intuitive
semi-classical three-step model was proposed to explain the phenomenon [36, 37]. The
tunnel-ionization and recombination can not be explained classically, but the propagation
of the tunneled particle can:

(I) An atom is subjugated to the electric field of the laser pulse. The laser field distorts the
potential binding the outermost electron to the nucleus, forming a barrier. Part of
the electron wave-packet (EWP) may tunnel out through the barrier, cf. Figure. 2.3.

(II) The free EWP is accelerated away from the parent ion in the continuum. During
the excursion the wavepacket spreads.

(III) When the driving field changes sign, the freed EWP is retarded and may be acceler-
ated back to the nucleus, gaining kinetic energy. When it returns to the ion, part of
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the EWP may recombine. The excess energy from acceleration is released as high-
energy photons.

Figure 2.3: Illustration of the three step model for HHG. The laser field (red line) distorts the atomic
potential (black line), allowing part of the EWP to tunnel out. The freed EWP part is
accelerated away from the nucleus, once the laser field changes sign it may be accelerated
back. Part of the EWP may recombine with the ion, the excess energy is released as high
energy photons.

HHG is more accurately described by Lewenstein et. al in the strong field approximation
(SFA) [38] model, where the full harmonic spectrum is released during the recombination
of the EWP. Since the wavepacket spreads during the propagation step, there are different
ionization- and return times for different parts of the EWP. The freed EWP then contains
a continuum of kinetic return energies. In the acceleration step, the various parts of the
EWP are therefore considered to travel along different quantum paths. A more intuitive
picture, however, can be constructed if we consider the EWP to be an electron that has
tunneled out, and that follows a classical trajectory in the driving field.

We can assume that the electron, once it has tunneled out into the continuum, is a free
particle that is only influenced by the external electric field. The acceleration of the electron
is then given by:

ẍ = − eE0

me
sin(ω0t), (2.2)

where E0 and ω0 are respectively the electric field strength and wavelength of the IR laser
pulse, e and me is the charge and mass of the electron. The velocity at any given time is
then given by:
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ẋ =
eE0

meω0
[cos(ω0t)− cos(ω0ti)] , (2.3)

introducing the time of tunnel-ionization ti. Integrating the expression again gives the
displacement of the electron as a function of time:

x =
eE0

meω2
0
[sin(ω0t)− sin(ω0ti)− ω0(t− ti)cos(ω0ti)] . (2.4)

By using Eq. 2.4 it is possible to calculate the trajectories of the electrons, as a function of the
time of tunnel-ionization, Fig. 2.4 (a). For each of the trajectories we assign a corresponding
return time, tr, when the electron returns to the ion. Provided that we have the time of
ionization, ti and time of recombination, tr, we can calculate the amount of kinetic energy,
Ek, accumulated during this excursion:

Ek =
1
2
meẋ2 =

e2E2
0

m2
eω

2
0
[cos(ω0tr)− cos(ω0ti)]2 . (2.5)

The constants the rightmost term of Eq.2.5 are rewritten as; Up, the ponderomotive energy,
i.e., the kinetic energy acquired by a free particle in an electric field:

Up =
e2λ2I

8π2meϵoc3
. (2.6)

Here, λ is the wavelength of the driving laser, I is the peak intensity of the laser pulses, c is
the vacuum speed of light and ϵ0 is the vacuum permittivity.

The trajectories in Fig. 2.4 (a) are color-coded to display the distribution of return energies
accumulated in the acceleration step. It is apparent that there are always two trajectories
within a single half-cycle leading to the same final energy. For obvious reasons these two
trajectories are referred to as the long and the short trajectory, corresponding to the time
duration they spend in the continuum. The kinetic behavior of the electron trajectories
is illustrated in Fig. 2.4 (b), the classical interpretation is that the shortest trajectories do
not accumulate any kinetic energy in the continuum as they immediately recombine after
tunneling. The longest trajectories do not accumulate any kinetic energy either, as they
spend a full laser cycle in the continuum, wherefore the net acceleration amounts to zero.

The largest possible kinetic energy, that can be acquired is 3.17Up, which is found for
electrons spending ∼ 0.65 cycles in the driving laser field. These electrons are born at
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Figure 2.4: (a) Classically calculated electron trajectories as a function of laser period T. The tra-
jectories are released during the first half of the driving field laser cycle 0 < T < 0.5.
The trajectories are color coded to display return energy for each tunneling time. Grey
trajectories never return to the parent ion. (b) Return energy of the different trajectories
as a function of their excursion times, showing two classes of trajectories leading to the
same energy. The highest energy is 3.17 Up, where Up is the ponderomotive energy.

approximately T/3. The total energy of the emitted photon is then the sum of the accu-
mulated kinetic energy, and the ionization potential of the atom, Ip. The highest possible
photon energy, also called the harmonic cut-off [39], predicted by the semi-classical three
step model is:

Emax = 3.17Up + Ip. (2.7)

Multi-periodic effects

For all trajectories within a single half-cycle, the three-step model predicts a continuum
of possible energies produced by the returning electrons. This is indeed true for single
cycle pulses, however, for multi-cycle pulses we have consecutive generation events. These
events introduce an additional interference effect, producing discrete harmonics of the fun-
damental driving field. In an isotropic medium, such as gas, while the odd-order harmonics
of the fundamental driving field interferes constructively, the even orders interfere destruct-
ively. This occurrence of discrete harmonics can not be explained with the classical electron
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picture. Instead, we have to consider the wave nature of the EWP.

Figure 2.5: (a) Illustration of the phase relation of even harmonics during consecutive half-cycle re-
combination events. (b) Calculation of the spectral bandwidth of harmonics, generated
for 1, 4 and 20 cycles.

From Fig. 2.4 it becomes apparent that a certain emitted photon energy originates from a
specific trajectory, with specific ti and tr. During each cycle there are two tunnel-ionization
time windows of the EWP, in opposite directions. When the second recombination event
occurs in the following cycle, the emitted XUV radiation is π-shifted due to the reversed
sign of the driving field. For even harmonics, the phase shift solely due to the distance
between the two generation events corresponds to πn, where n is the order of the even
harmonic. Including the π-shift from the driving field sign change ensures that consecutive
emission events of the even-order harmonics are always out of phase, shown in Fig. 2.5
(a). For the odd-order harmonics, the opposite is true. Here, the spacing between two
consecutive events is always out of phase, (2n + 1)π, and adding the π-shift from field
inversion consistently gives a constructive interference, cf. Fig. 2.5 (b).

The number of cycles contained in the laser pulse generating the harmonics determines the
spectral width of the harmonics in the spectrum. We can qualitatively evaluate the cycle
dependent electric field Ẽtot by calculating following equation:
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Ẽtot(t) = E0eiaω0t
n−1∑
b=0

eiaω0bT/2eibπ , (2.8)

where b is the number of cycles contained in the pulse, aω0 is the photon energy of which
we are evaluating the intensity of and T is the cycle duration.

The result of Eq. 2.8 for 1, 4 and 20 cycles is illustrated in Fig. 2.5 (c). As observed, a
single cycle pulse produces a continuous spectrum whereas additional cycles narrow the
bandwidth of the individual harmonics. The resulting frequency comb which is generated
will produce a train of pulses. This generated frequency comb is still extremely broad, and
the pulses in the train can reach attosecond durations.

2.2.2 Two-color HHG

An inversion-symmetric HHG would produce only odd harmonic orders. The generate of
even orders requires that either the inversion symmetry of the generation medium or the
generating electric field is broken. One method to generate even-order harmonics through
HHG is by mixing the driving laser field with its second harmonic [40–46]. The second
harmonic can enhance the electric field of the fundamental in one direction and suppress
the electric field in the opposite direction. In the resulting modulated electric field, ioniza-
tion and return times are separated by a full cycle of the fundamental driving field, and the
harmonics from consecutive events are then spaced by 2πn, allowing for the generation of
both odd- and even order harmonics.

Paper V describes an achromatic waveplate designed for two-color HHG in an inline con-
figuration, using broadband laser pulses. The fundamental and the second harmonic pulses
are centered at 1300 nm and 650 nm respectively. In contrast to an interferometric config-
uration, the inline configuration is inherently more stable as the phase of the fundamental
and second harmonic shift together due to any vibrations or changes to the optics in the
setup. An inline setup, however, relies more on material properties of the optics in the
setup. Two key components in this setup are: a nonlinear crystal for producing an ortho-
gonal second harmonic of the fundamental through second harmonic generation (SHG),
and a waveplate to create parallel alignment the polarization of the fundamental and its
second harmonic. To accommodate for broadband pulses, the SHG crystal is thin in or-
der to have a broad phase-matching bandwidth. The solution for the waveplate is not as
straightforward. Instead its composition and dimensions are the result of a numerical op-
timization problem. The study in Paper V therefore focuses on comparing the experimental
and theoretical polarization characteristics of this composite waveplate.

The final state of polarization, after the light has passed through the achromatic waveplate,
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was measured by placing the waveplate between two parallel polarizers and measuring the
transmission of white light through this setup. The resulting spectrum displayed a 100 nm
plateau of transmission centered at 650 nm and a 300 nm plateau centered at 1300 nm. The
experiment was reproduced using Jones calculus [47], and excellent agreement was found
between the output spectra. The comparison, however, does not account for any potential
temporal distortions of the pulses intended to be used with this waveplate. Therefore an
experiment using short pulses at the intended wavelengths must still be performed in order
to fully demonstrate the functionality of this achromatic waveplate.

2.2.3 Yield and spectrum

One of the main disadvantages of HHG is the conversion efficiency. This is an inherent
problem to the generation process itself, as there are several phenomena involved that give
rise to a reduced conversion efficiency.

• The IR driving field may never become depleted: HHG relies on a strong external
field that is enabling tunnel-ionization. For an extremely nonlinear process like
HHG, a minor loss of IR energy corresponds to a huge loss in tunneling efficiency.

• A part of the EWP has to remain bound in order for the process to be coherent,
meaning that only part of it may tunnel out. During the excursion the tunneled
wavepacket will spread, and upon returning only a fraction of the EWP can recom-
bine.

• Throughout the entire generation process the medium will be continuously ionized,
reducing the number of atoms participating in the process and once the XUV is
generated it will be reabsorbed while propagating in the generation medium.

In addition, only part of the radiation will interfere constructively. This topic is in more de-
tail in the next section. A rough estimation, for an 800 nm central wavelength driving laser
generating harmonics in argon, is that an intensity of 1014W/cm2 is optimal when bal-
ancing tunneling efficiency versus ionization losses. Expected peak conversion efficiencies
for the plateau harmonics can reach 10−5 of the input energy, and the harmonic cut-off is
expected to reach 50-60 eV. Extending the cut-off further is possible. If we consider Eq. 2.7
there are two possibilities, either a gas with higher Ip can be used (for example, neon or he-
lium), or the value of Up can be increased. Increasing Ip does not only shift the harmonic
spectrum by the energy difference of the gases, but also allows for generation with higher
intensities as ionization losses are decreased.

In Eq. 2.6, the maximum value of Up can be increased by raising the peak intensity of the
pulses. However, this does introduce higher losses from ionization. In addition, it also
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affects the phase-matching which is discussed in the next section. Alternatively, the more
popular option is to use the favorable quadratic dependence of the wavelength [48, 49],
where it becomes possible to reach photon energies spanning from hundreds- to thousands
of eV [50, 51]. When the wavelength of the IR driving field is increased, the EWP spends
more time accelerating in the continuum accumulating kinetic energy, but during this time
the EWP spreads more, reducing the overlap with the ion when it recombines. Studies show
that the yield of the HHG process scales as λ−5 − λ−6 [52], demanding more laser power
to compensate for this reduction in conversion efficiency.

2.2.4 Phase matching

The single atom response can give an intuitive interpretation of HHG, however, it is in-
sufficient for describing efficient generation conditions in the lab. Instead, HHG must be
treated as a macroscopic process. Since HHG takes place within an interaction volume,
containing spatially separated emitters, it is important to ensure that the emission events
add up coherently along the propagation axis, this is called phase matching. Normally, the
phase matching criteria are described as an amount of mismatch, Δk, between the wave vec-
tors of the driving laser beam and a specific harmonic. For HHG, Δk can be decomposed
into four sources generating a mismatch of the wave vector [53]:

Δk = Δkg + Δkd + Δkn + Δkp, (2.9)

where Δkg is called the Gouy phase mismatch, Δkd is the dipole phase mismatch, Δkn is
the phase mismatch due to neutral gas dispersion and Δkp is the mismatch due to plasma
dispersion.

The Gouy phase mismatch is a geometrical phase, introduced when focusing the driving
laser. In general, there is a π phase shift (the beam is inverted) on the other side of the focus,
but this shift occurs continuously across the focus. In the near field, the difference in Gouy
phase shift between the fundamental beam and a q-th order harmonic can be expressed as:

Δkg = − q
zR

, (2.10)

where zR is the Rayleigh length. The dipole phase mismatch comes from the generation
process itself: each photon energy is born with a phase related to its specific EWP trajectory,
and the trajectory is related to the intensity of the driving laser, I. A good approximation,
for the plateau harmonics, is that this phase has a linear intensity dependence with an
empirically retrieved slope αq [54–56]. The offset between the driving laser and a harmonic,
along the propagation direction z, is then given by:
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Δkd = αq
δI
δz
. (2.11)

The neutral gas and plasma phase mismatch simply arises from the fundamental and har-
monic velocity difference in the medium:

Δkn = q
ω

c
(nf − nq), (2.12)

Δkp = q
ω

c
(nef − neq). (2.13)

Here, nf and nq are the refractive index for the fundamental and the harmonic beam in the
medium, respectively, ne indicates the plasma refractive index in the medium and ω is the
frequency of the fundamental beam. Ideally, the sum in Eq. 2.9 should be minimized for
optimal phase matching, and this is usually achieved by tuning the IR pulse intensity and
spot size, gas pressure at the target and the position of the focusing optic while monitoring
the yield of XUV radiation.

2.3 Free electron lasers

Unlike lasers and HHG, FELs do not rely on the restrictions of any medium for gener-
ating radiation. Instead, FEL devices, as their name implies, generate radiation from free
electrons. The electrons are accelerated to relativistic velocities and undulated in magnetic
insertion devices. Since FELs do not rely on a medium for the generation and amplification
of the light, they can therefore produce femtosecond pulses at higher intensities, compared
to other sources.

An illustration of the operating principle is shown in Fig. 2.6. An electron bunch accelerated
to relativistic velocities enters an undulator. The undulator consists of periodically poled
permanent- or electromagnets. Due to the Lorentz force, the magnets exert a lateral force
on the electrons causing them to oscillate as they propagate through the undulator. These
oscillations induce synchrotron radiation in the propagation direction of the electrons. Ini-
tially, this emission is incoherent as the electrons in the bunches have no restrictions in how
they emit their radiation. If the undulators spacing is set correctly, however, the radiation
that is produced by the electron bunch will modulate the electron distribution.

This modulation of the electron distribution causes the electrons to form microbunches.
Provided that the microbunches slip one wavelength period of the emitted radition dur-
ing an oscillator period, the sum of consecutive emissions will interfere constructively. A
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Figure 2.6: The principle of an FEL. An electron bunch, accelerated to relativistic velocities, enters
an undulator. In the undulator, the electron bunch will begin oscillating and emitting
radiation. The radiation causes the electron bunch to form microbunches that are res-
onant with the emitted radiation. The emitted radiation from the modulated electron
bunch interferes more constructively, encouraging more microbunching. After passing
the undulator, the electron bunch is deflected, and the radiation generated from the
process travels forward towards an application chamber.

self-amplifying feedback occurs, the microbunching encourages more radiation to inter-
fere constructively, the resulting increased flux causes the microbunches to bunch more,
promoting an exponential increase in emission [57]. This mode of operation is denoted as
Self-amplified spontaneous emission (SASE).

The wavelength of the FEL radiation, λ, depends on the undulator period, λu and the velo-
city of the electron bunch, ve. In the lab frame, the oscillation period of the electron bunch
is λu, however, in the frame of reference of the electrons, since they travel at relativistic
velocities, they perceive a Lorentz contracted undulator period, λ:

λ =
λu

2γ
. (2.14)

Here, γ is the Lorentz factor:

γ =
1√

1 − v2
e
c2 )

, (2.15)

and c is the vacuum speed of light. Since the velocity of the electrons is so close to the
speed of light, the electron kinetic energy is more commonly used. A rough estimate for
XUV generation (λ = 6 nm) in an FEL are: 1 GeV electron beam energy and λu = 2.7 cm
[58]. The first demonstration of hard X-ray generation, λ = 1.2 , required 13.6 GeV and
λu = 3 cm [59].
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It is apparent that FELs demonstrate the possibility of generating high photon flux at very
short wavelengths, even though FELs have a large shot-to-shot variation of the generated
light pulses, compared with both lasers and HHG. Typically, in phase- and intensity sens-
itive experiments with FELs, each light pulse is “tagged” and the temporal waveform is
reconstructed. In post-processing, only the shots within a certain variance of, for example,
intensity or pulse duration are used. Since FELs typically have a repetition rate of a few tens
of Hz, each measurement becomes time-consuming in order to gather enough statistical
data.

2.3.1 Seeded free electron lasers

With the SASE technique, the onset of amplification is stochastic. The microbunching
occurs inside the undulator, at a random time, causing each shot to vary with regard to
amplification and phase. To counteract this random onset of amplification, a conventional
laser can be used to seed the initial microbunching of the electrons: a mode of operation
called a seeded FEL [21, 60]. In a seeded FEL, the electron bunch and the seeding laser co-
propagate into an initial undulator, called a modulator. The electron bunch is modulated
by the laser beam in a more controlled manner as compared to SASE, before it is sent for
amplification in the main undulator line, denoted as the radiator.

The experiment described in Paper III was performed at the FEL-1 undulator line, at Fermi
FEL, Elletra Sincrotrone, which is a seeded FEL operating in the XUV regime [61]. FEL-1
provides 50-100 fs pulses between 20-100 nm with up to 200 µJ pulse energy, at 10-50 Hz
repetition rate. Part of the laser beam used for seeding can be split off and recombined
with the FEL generated XUV at the experimental target, with a jitter between the beams
close to 4 fs. Compared with SASE FELs, where the jitter is several tens or- even up to
a hundred fs, 4 fs is in a regime where pump-probe spectroscopy can be performed more
reliably. Compared with equivalent experiments with HHG, where jitter can be reduced
down to a few tens of attoseconds, it still has a comparably low stability.

2.4 Conclusions

The sources described in this chapter are complementary to each other, and very dependent
on the application. Conventional lasers have a very high degree of spatial and temporal
coherence, can reach high peak intensities and their radiation can easily be manipulated
using well-established optical components. For wavelengths shorter than VUV, or pulse
durations below the femtosecond barrier, other sources have to be used. HHG can provide
radiation with a very high spatial and temporal coherence, at wavelengths reaching the soft
x-ray regime. The HHG technique is fairly inexpensive and therefore accessible. However,
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the method suffers from low conversion efficiency and therefore low photon flux of the
generated radiation.

FELs are a tunable source of high photon energy radiation, covering the VUV to hard x-
ray regime, and producing a high photon flux. FELs, however, have a large shot-to-shot
variation of the pulse duration and intensity. For two pulse experiments, FELs have a large
jitter between the pulses used in the experiments, limiting the temporal resolution of these
kinds of experiments.
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Chapter 3

Spatio-temporal control techniques

In the previous chapter we discussed two different short pulse light sources operating at
wavelengths shorter than the VUV regime: HHG and FELs. HHG produces very short
pulses, and since they are generated by a laser there is a high degree of stability to the driving
laser in interferometric experiments. HHG, however, has a very low conversion efficiency.
FELs provide a large flux, they have a high degree of wavelength tunability, but are hard to
synchronize with an external laser source and can not produce very short pulses.

The present chapter discusses techniques that control radiation from HHG and FELs. For
HHG, we explore control of the spatio-temporal phase of the XUV radiation as it is gener-
ated using quantum path interference (QPI). We show how to control the XUV radiation
after it is generated with HHG using an IR pulse, in a technique called opto-optical mod-
ulation (OOM). An experiment for producing and measuring sub-femtosecond pulses in
an FEL is presented. Finally, experiments testing a recollision model for nitrogen air lasing
is shown and discussed.

3.1 Quantum path interference

In HHG there are two electron quantum paths that result in the same final kinetic energy.
However, the two parts of the EWP following these two paths spend unequal amounts of
time in the continuum, and during their excursion they experience different electromag-
netic environments. The phases accumulated by these two parts are therefore dissimilar.
Provided that the radiation from their recombination overlaps in the far field where it is
detected we observe something something called quantum path interference (QPI).

Historically, the prospect of several quantum paths contributing to the same photon energy
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was already proposed by Lewenstein et. al [38] in 1994, while developing the SFA for
HHG. Experiments measuring the coherence time for harmonics later revealed that there
are two spatially separated regions in the harmonic spectra with different coherence times,
and the phenomenon is attributed to the two quantum paths [62–64]. The two paths
have unequal phase matching conditions as they have different dipole phase parameters, α
[55, 65]. For applications, the phase matching for the shortest path is favored, and the long
one is suppressed, in order to avoid temporal interference of the trajectories. Since the QPI
contains information about the intrinsic electron dynamics of HHG process there are also
experiments that try to phase match both paths in order to observe the interference.

It is important to note that QPI can not be explained classically, as the interference comes
from different parts of the light generated by the same EWP. However, much of the beha-
viour of the intensity dependent dipole phase can be calculated classically, again by treating
part of the EWP as an electron following the long- and the short trajectories.

The main difference between the phase matching of the long- and the short trajectory is
the dipole phase mismatch term in Eq. 2.9. The intensity dependent dipole phase we write
as [38]:

Φ = qωtr −
∫ tr

ti

(
p+A(t)2

2
+ Ip

)
dt, (3.1)

where p = meẋ is the momentum of the electron (EWP part) and A(t) is the vector
potential of the IR field. Since this expression is derived from the SFA it is less accurate in
describing the shortest of the short trajectories, i.e., the harmonics for which the photon
energy is close to Ip, since they are most affected by the atomic potential. It does, however,
allow for an interpretation of the phase accumulation for different harmonics. We can
interpret the right hand term in Eq. 3.1 as the part of the EWP that has tunneled out, and
will return to the core with energy qω. In this way it can be treated as a laser dressed
electron, where the kinetic energy it acquires translates into an increase in the frequency of
the EWP part. By integrating the momentum along its excursion path we therefore obtain
the average frequency which has evolved during the excursion. The left hand term instead
follows the evolution of the bound part of the EWP, starting at the onset of the applied
electric field at t = 0 until the time the liberated part of the EWP recombines, at tr.

Subsequently, we analyze the trajectories from Fig. 2.4 (a), and the presented solution for
the trajectories is general for any parameters of the electric field as long as it is sinusoidal,
meaning that we can separate the two trajectories simply by ionization time during the
cycle. If there is a returning trajectory, and the ionization event occurs during 0 ≤ T ≤ 0.3
then it is a long trajectory, and if the ionization event occurs during 0.3 < T ≤ 0.5 the
trajectory is short. We solve Eq. 3.1 for each of the trajectories in order to determine their
respective intensity-dependent phase variation, shown in Fig. 3.1.
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Figure 3.1: (a) Return energy as a function of excursion time. Different harmonic orders (dashed
green lines) are chosen to calculate the variation of the intensity dependent dipole phase
in (b). The phase behaviour of the long- and short trajectory converge towards the cut-
off, since they converge towards the same classical trajectory.

From the results in Fig. 3.1 (b) it is apparent that the long trajectories always have larger
intensity dependence of the dipole phase than the short trajectories. This can be attributed
to the fact that the long trajectories always spend more time in the continuum and therefore
are more sensitive to any change of electric field amplitude. What is also noticeable is that
the difference in accumulated phase between the trajectories is largest for the lowest order
harmonics, and for increasing harmonic order, the long and the short trajectory converge
towards the same path at the harmonic cut-off.

In Fig. 3.2 (a) we instead observe a single harmonic, indicated by the green line, and vary
the peak intensity of the driving field. In doing so, the phase variation for a given photon
energy can be retrieved, cf. Fig. 3.2 (b), showing that the harmonic is at the cut-off when
the intensity is low, and as the intensity is increased the harmonic branches off into the
long- and short-trajectory contributions.

The intensity-dependent dipole phase of the harmonics ultimately influences the resulting
wavefront of the XUV radiation. Since the harmonics are generated close to the focus
of an IR laser, the intensity distribution of the IR focus shapes the spatial phase of the
harmonic radiation. For all photon energies, except for the cut-off energy, there are two
wavefronts generated: one for the short and one for the long trajectory, shown in Fig. 3.3.
For a spatially varying focal profile (i.e., not a top hat profile), the wavefront of the long
trajectory is always more curved, since its phase is more sensitive to intensity variation, as
shown in Fig. 3.2 (b). This results in a more divergent beam. The harmonic spectrum when
measured in the far field displays the short trajectories as an intense, on-axis distribution
with slightly increasing divergence towards the cut-off. The long trajectories on the other
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Figure 3.2: (a) Return energy as a function of excursion time, for several different intensities of the
driving laser field. For a single harmonic order (green line), the variation of the intensity
dependent dipole phase is calculated (b). For the lowest intensities of the driving field
there is only one trajectory describing the harmonic. As the intensity is increased, this
trajectory branches into a long- and short trajectory contribution.

Figure 3.3: Illustration of the trajectory contributions in the far-field. In the near field, the long-
and short trajectories will acquire different wavefront curvatures due to their different
intensity dependent dipole phase accumulation. The short trajectory is less divergent
and will be constricted to a small on-axis angle. The more divergent long trajectory will
cover almost the entire detector surface. Contributions from both trajectories are found
on-axis, which is where they will interfere.

hand are very divergent for low order harmonics, but converge towards the same divergence
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as the short trajectories near the cut-off.

For harmonics far from the ionization potential of the atom, the intensity-dependent phase
for the short- and the long trajectories is well approximated by the linear slopes in 3.2 (b):

Φq
l/s = αq

l/sI. (3.2)

As the dynamics of the two trajectories have a different intensity dependence, the phase
of the emitted radiation between these two trajectories will predominantly depend on the
difference between the corresponding dipole phase parameters αq

s − αq
l . Our experiments

aim at retrieving the difference between, and the magnitude of said dipole phase parameters
by measuring and theoretically reconstructing the intensity variation of the harmonics in
the spectrum.

3.1.1 200 kHz laser HHG setup

The QPI experiments were performed using the 200 kHz Pharos laser. A custom-built,
inherently stable HHG setup was constructed for this purpose. The aim of the setup was
to optimize for passive stability, and as such, as few optical components as possible were
used to transport the beam to the experiment chamber. The experiment chamber itself was
also intentionally kept simple in order to ensure passive stability: only the most necessary
components for generating and detecting harmonics were used. A schematic of the setup is
given in Fig.3.4 and as can be seen, the beam was focused outside of the vacuum chamber
with a 10 cm focusing lens. The beam first entered the Generation chamber, where it was
focused at the tip of an effusive gas get. The gas jet had a 50 µm hole and 1-3 bar back-
ing pressure. The harmonics and the laser beam passed through a differential pumping
compartment, designed to keep a low (10−5 mbar) ambient pressure in the spectrometer
chamber. This differential pumping chamber consisted of a pumping hole, 2 mm in dia-
meter placed 3 centimeters after the gas jet, and a second 8 mm differential pumping hole
approximately 20 cm from the gas jet. Inside the spectrometer chamber the beam was dif-
fracted using an aberration-corrected flatfield grating (001-0639, Hitachi). The IR beam
and the specular reflection (0th order diffraction) were diffracted/reflected onto the walls
of the vacuum chamber, whereas the XUV first-order diffraction was incident onto a high-
voltage multi-channel plate (MCP) detector. The detector was integrated with a fluorescent
screen displaying the XUV spectrum. A camera on the outside of the chamber was then
used to record the image (Pike F-505B, Allied Vision Technologies).

The vacuum system consisted of two roughing pumps and two turbomolecular pumps.
One of the roughing pumps was used to pump the gas from the effusive gas jet in the
generation chamber. The second roughing pump was used as a backing pump for two tur-
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Figure 3.4: Schematic overview of the 200 kHz laser HHG setup. The laser beam from the 200 kHz
laser is focused into a target gas nozzle using a 10 cm focusing lens, generating high
order harmonics. The laser and the harmonics propagate into the spectrometer chamber,
where they are diffracted using an XUV grating. Only the harmonics have a correct
diffraction angle in order to be projected onto the MCP detector.

bomolecular pumps. Without the turbomolecular pumps, the chamber could be pumped
down to 10−3 mbar. With the turbomolecular pumps on, the pressure in the spectrometer
chamber managed to reach as low as 10−6 mbar without the gas load in the generation
chamber. During HHG, with gas constantly injected into the generation chamber, the
differential pumping segment managed to maintin a pressure difference of three orders of
magnitud between the two chambers. The reason for needing such low pressure in the spec-
trometer chamber is twofold: prolonging the lifetime of the MCP detector, and limiting
reabsorption of the XUV during propagation in the chamber.

When generating harmonics with a 1030 nm driving laser in argon, an intensity of at most
1 · 1014W/cm2 was found to be optimal. With the Pharos laser, this intensity at the IR
focus at a 10 kHz repetition rate, and 700µJ pulse energy, was achieved when using a 10 cm
focusing lens. The output beam diameter was 5 mm, but the aperture was reduced slightly,
using an iris outside the chamber, in order to ensure a more homogeneous beam profile and
proper beam spot size in the focus. Typically, 20 of the laser energy was discarded and
lost through reflection losses. Optimizing the phase matching was done by adjusting the
position of the lens, which was mounted on a linear translation stage outside the chamber,
changing the pressure of the gas at the gas nozzle and by trimming the beam diameter
with the iris. Typically, the focal position of the IR beam is always located past the gas
nozzle for HHG in order to minimize the phase mismatch of the short trajectory. For
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QPI experiments the focus was located even further past the gas nozzle, in order to phase-
match the long trajectory contributions. The short trajectory contributions were slightly
phase mismatched in this configuration, however, their signal reamined strong compared
to the long trajectory contributions. The diffraction grating was installed onto a motorized
rotation and linear translation stage in order to fine-tune the focusing of the XUV spectrum
at the MCP detector.

Figure 3.5: Cross sectional rendering of the 200 kHz laser HHG setup, highlighting the small size of
the setup. A 30 cm ruler is added in the assembly for comparison. Most of the vacuum
equipment, such as the turbomolecular pumps and electrical feedthroughs are removed
for simplicity.

What made this setup unique was its size and passive stability. The laser output and beam
pointing was designed to be stable for extended periods of time, the chamber was simple
and robust, aligning the beam through the setup is not necessary for weeks of intermittent
usage and the startup procedure took only a few minutes. Fig. 3.5 gives a rendering of the
CAD drawing of the setup, illustrating its size. The XUV spectrometer constituted most
of the setup since the grating required specific distances from the source and the MCP
detector. In a situation where lower spectral resolution is needed the photon spectrometer
could technically be further reduced in size. However, for QPI experiments the spectral
resolution was one of the key factors.

3.1.2 QPI measurements

The HHG setup can record high resolution spectra of the narrow harmonics. The Pharos
laser has a low intensity fluctuation, providing a very stable measurement of the HHG
spectra. The influence of QPI on the XUV spectrum is subtle, and often not directly
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visible in the spectrum itself. To clearly see the QPI, variations of the spectrum are studied,
as a function of either intensity, chirp or focal point position (in relation to the gas nozzle)
of the IR beam. For most of our measurements the chirp was varied, mainly in order to
change the peak intensity of the pulses, a technique that was first performed and described
by Carlström et. al [56]. We refer to this as the chirp-scan technique. There are benefits of
controlling the chirp instead of the intensity directly, for instance, the compressor grating
translation motors of the Pharos laser have a better step resolution than the attenuator.
Of course, a custom attenuator could be designed to match the precision of the grating
translation, however, another more fundamental benefit is that a chirp scan retains the
pulse energy whilst still lowering the peak intensity. This is illustrated in Fig. 3.6, where
we assumed that we had a certain peak pulse intensity, I0, and aimed to reduce it to half
using the two different techniques (chirp scan and intensity scan). It was apparent that just
attenuating the intensity removes energy from the pulse, whereas chirping it just stretched
it in time. By using the chirp scan technique it become possible to reach the same peak
intensity, but with the generation process occuring for more cycles allowing for more XUV
signal to be generated in each pulse.

Figure 3.6: Illustration of the difference between a chirp-scan and an intensity scan. The peak in-
tensity of transform limited pulses from the 200 kHz laser is reduced to half of its original
value in two ways. In the intensity scan technique (shown in green), the pulse is simply
attenuated, discarding energy to reach the new peak intensity value. In the chirp scan
technique (red), the pulses are stretched in time in order to attenuate the peak intensity,
allowing for HHG during more cycles. The durations shown is the typical transform
limited pulse duration (181 fs), and the longest pulse duration before the signal reaches
the noise level (375 fs).

Fig. 3.7 shows the measurement procedure of a QPI chirp scan. The motorized compressor
grating of the Pharos laser was tuned from producing a negatively chirped pulse- to a posit-
ively chirped one, crossing the transform limited pulse duration in the middle of the scan.
In the HHG chamber, depending on the peak intensity in the IR focus, the long- and the
short-trajectory contributions of the generated XUV radiation had a certain phase differ-
ence ΔΦ, resulting in an interference between the two trajectories that was recorded at the
MCP detector. By recording these harmonic spectra for each position of the compressor it
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was possible to retrieve the on-axis interference as a function of chirp, by evaluating a sec-
tion of the data set along a certain harmonic. We called the chirp-divergence cross sections
of the data sets QPI plots, and they were unique for each harmonic under each generation
condition.

For low-order harmonics (15-23 in our experiments) there were two main features noticeable
in the QPI plots: the first one was the high-periodicity on-axis modulation as seen in
Fig. 3.7, corresponding to the interference between the first- and second quantum trajectory,
and the second feature was large concentric rings for which the radius was decreased when
the intensity was reduced. This was the movement of the ring-like structures seen in Fig. 3.3
as a function of intensity. The source of this ring-like pattern is currently still debated: some
groups claim that these rings are in fact the QPI of the two shortest trajectories [56, 66, 67],
while others believe that these structures can be generated only from the long-trajectory
contribution interfering with itself, as it has a very strong intensity dependence [68, 69].
Our interpretation is closer to the latter, however, the true origin of this phenomenon was
not important for our experiments, as will be explained later, since we reconstruced the
QPI with arbitrary sources.

The recorded data was post-processed in order to enhance the visibility of the intensity-
dependent interference. First, the harmonic spectra were straightened, and since the har-
monics normally display a minor tilt due to alignment imperfections, the spectra were
sheared using an affine transform, cf. Fig. 3.8 (a) & (b). This ensures that there was an even
lineout across the divergence axis, covering the spectral content of the long- and the short
trajectory contributions.

The QPI plots of each harmonic were then re-interpolated in order to display a linear de-
pendence of the pulse duration rather than the compressor position, as presented in Fig. 3.8
(c) & (d). The linear pulse duration dependence was closer to an intensity dependence,
since it relates inversely to it, as opposed to the compressor position, which has more of a
hyperbolic dependency to the intensity and is dependent on the specific compressor that is
used. It is apparent from Fig. 3.8 (c) that most of the QPI oscillations were confined to the
edges of the QPI plot, which is a result of the dispersion insensitivity of the pulse duration
close to the zero chirp of the compressor. Once re-interpolated, cf. Fig. 3.8 (d), the oscil-
lating pattern become evenly spread across the entire QPI plot, allowing for a better visual
overview of the phenomenon.

The dynamic range of the signal in the re-interpolated spectra was, in this context, mainly
dominated by arbitrary intensity-dependent yield of the HHG, which peaked at the shortest
pulse duration in each scan. Each row on the divergence axis in the QPI plots was there-
fore re-normalized to itself in order to enhance the contrast of the QPI oscillations. This is
shown in Fig. 3.9, where harmonic 15 was post-processed in order to remove yield-dependent
signal. Re-scaling the color axis in 3.9 (a) would increase the contrast of the QPI oscillations
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Figure 3.7: Experimental procedure for measuring QPI plots. Pulse duration of the 200 kHz laser
output is varied by changing the compressor position, going from negatively chirped
pulses to positively chirped. In the HHG focus, the generated harmonics will have dif-
ferent phase relation between the long- and the short trajectories, depending on the peak
intensity of the laser. For each compressor position, a harmonic spectrum is recorded,
generating a spatio-spectral data set for different intensities of the driving laser. The
relevant section of data is the divergence and chirp axis, taken across a harmonic, since
it displays the intensity dependent modulations due to QPI.

near the edge, but would also saturate the interference in the center where the pulse dura-
tion was close to transform limited. Instead, a horizontal lineout along the chirp axis was
evaluated, as shown in Fig. 3.9 (b), and a low-order polynomial was fitted to the intensity
profile and subtracted from the signal, leaving only the higher frequency oscillations of the
QPI. This was done for each position on the divergence axis, producing a QPI plot only

30



Figure 3.8: Corrections of the measured harmonics in argon, and their corresponding QPI plots.
(a) The measured harmonics appear slightly sheared on the detector screen. (b) Using
an affine transform, the harmonics are correct in order to appear straight vertical. (c)
QPI plot of Harmonic 15. Plotting the divergence as a linear function of compressor
position gives a non-linear dependency on the pulse duration. Therefore, a large re-
gion close to the transform limited pulse duration where the intensity does not vary.
(d) Re-interpolating for linear step size in pulse duration instead gives a more uniform
distribution of the QPI fringes.

containing oscillations related to the interference, as shown in Fig. 3.9 (c).

The post-processed QPI plots are representative of the interference of the long- and the short
trajectory, seen to occur between -7 to 7 mrad in Fig. 3.9 (c), and the interference seen off-
axis. As the chirp scan technique is intended to be an alternate technique for measuring the
intensity-dependent phase between the trajectories, it is not clear whether or not chirping
the fundamental beam would introduce any additional phase difference between the two
trajectories. It is well known that the laser driving field in HHG imparts its chirp on the
generated harmonics [70], although it is not apparent if it does so differently for the long
and the short trajectory.

The actual influence of the chirp scan was one of the ambiguities that was addressed inPaper
I. In order to investigate whether any additional phase was introduced through chirping of
the IR beam, an intensity scan was performed using the built-in attenuator of the Pharos
laser. The post-processed QPI plot from the intensity scan was compared to one from a
chirp scan, and the results are presented in Fig. 3.10. The scan range of the chirp scan in
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Figure 3.9: The post processing procedure of the QPI plots, shown for harmonic 15 in argon. (a)
The dynamic range of the QPI plots is mainly dominated by the intensity dependent
yield of the harmonic radiation. The signal of each row on the divergence axis is there-
fore normalized. (b) A linout, indicated by the black dashed line in (a) is taken, a low
order polynomial is fitted and subtracted from the duration dependent intensity pro-
file. (c) The resulting, filtered, fringes of the QPI plot cover more of the dynamic range,
providing a better visual overview of the QPI.

Fig. 3.10 (a) was truncated in order to match the scan range of the intensity scan (b). The
resulting plots displayed a striking visual resemblance with regard to fringe position of the
on-axis QPI, but also for the off-axis interference. One of the main differences between
these two techniques is the reduced contrast of the interference fringes in the intensity
scan, compared with the chirp scan. Fig. 3.10 (c) shows a cross-section of the on-axis line
from the QPI plots, illustrating not only the matching fringe spacing, but also the much
more rapid decrease of the XUV signal when using the intensity scan.

Comparing the two scan methods did not directly provide an answer to whether or not
the driving field chirp was imprinted differently onto the long- and the short trajectory
contributions. However, it was not apparent from the QPI plots that there was a difference
between the fringe spacing in the two techniques. As is discussed later, the QPI plots
were the structures which we simulated in order to retrieve the number of XUV sources
needed, as well as their corresponding dipole phase parameters, to theoretically recreate
the HHG process. What the chirp/intensity-scan comparison concluded was that the QPI
structures produced with both techniques were as similar as if they had been phase-shifted
by the same amount due to the driving field chirp and only shifted differently due to their
corresponding intensity dependence. The results from Paper I showed that the chirp-scan
technique can be interpreted as an effective intensity scan with an extended scanning range.
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Figure 3.10: Comparison between the chirp-scan technique (a) and an intensity scan (b) performed
over the same range of pulse peak intensity attenuation, for harmonic 15 in argon. (c)
Lineout across the zero divergence for the chirp-scan (blue) and intensity scan (red) in
logarithmic scale.

3.1.3 QPI simulation

Interference between the long- and the short trajectories is found in SFA calculations, how-
ever, its interpretation is often shrouded by the mathematics needed for the quantum mech-
anical explanation. In our simulations we instead relied mainly on a geometric model,
presented in [56], allowing us to reproduce a more intuitive origin of QPI as illustrated in
Fig. 3.3. The benefit of this model is that the entire understanding of QPI, from the origin
of trajectories to the emergence of the QPI plots, can be traced back to the three step model.

The key assumption in the geometrical model is that the interference seen on the detector
can be represented by an electrical field EDET, when evaluated in any point along its diver-
gence axis y. At the distance z from the source, the resulting electric field can be described
by the interference of two separable sources emerging from z = 0:

EDET(y, z) = Es(y, z) + El(y, z), (3.3)

where the long- and short trajectory sources E(y, z)l/s can be written as:

El/s(y, z) = Cl/sI
q
2
0 W(z)exp

[
−iG(y, z) + iΦl/s(y, z)

]
. (3.4)
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Here, Cl/s is a constant describing the intensity ratio between the long- and the short
trajectories. W(z) is the evolution of the beam waist of the harmonic as it propagates and
G(y, z) is the geometrical phase from focusing. The dipole phase term, Φl/s(y, z), can be
expanded as:

Φl/s(y, z) = αl/sI0 +Φ0
l/s, (3.5)

where αl/sI is the intensity-dependent dipole phase that we are interested in, and Φ0
l/s

is a constant offset of the phase. The latter only affects the position of the QPI fringes
and not their periodicity, wherefore Φ0

l/s was set to zero in our simulations. The result of
Eq. 3.3 gives a one dimensional interference across the divergence axis. The calculation of
Eq. 3.3 is repeated for several different intensities, I0, and the results are collated into an
image that resembles a chirp scan, as seen in Fig. 3.11 (a). The parameters are optimized
to visually match the experimental QPI plot presented in Fig. 3.11 (b), and the crests from
the simulation are overlaid on the measured QPI plot to illustrate the resemblance of the
features.

Figure 3.11: (a) Optimized result from the Gaussian beam model for harmonic 15 in argon. The
crests from the interference fringes from the theoretical model are overlaid on the meas-
ured chirp-scan (b)

The visual matching procedure covers a large parameter space, however, most of the para-
meters are set when reproducing the experimental conditions. The constant Cl/s does not
influence the position or the periodicity of the interference fringes, instead, it is just used
to change the contrast of the interference. The terms W(z) and G(y, z) are given by the
focusing geometry which is used in the lab. The intensity in the IR focus, I0, is estimated
from the focal spot size and pulse power. The remaining unknown parameter, αl/s, is the
quantity we want to retrieve from the simulation.
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Estimating αl/s from a single calculation of Eq. 3.3 is possible by matching the divergence
of the beams with the experimentally measured spectra. However, the divergence depends
strongly on the accuracy of the estimation of the IR focal spot size and intensity. Addi-
tionally, the divergence of the beam measured on the MCP detector does not necessarily
correspond to the simulated beams divergence due to the nonlinear response of the MCP
detector. Instead, the divergence of the beams is matched as a first estimation of the αl/s

values. Matching the periodicity and curvatures of the interference fringes, however, re-
quires more precision. Therefore, the accuracy in determining the difference between the
dipole phase parameters, αs − αl, is higher than determining their absolute values.

Figure 3.12: Separation of the QPI contributions in the Gaussian beam model for harmonic 15. (a)
Only including the long- and the short trajectory, (b) two long trajectories and (c) all
three trajectory contributions.

In addition, when retrieving the dipole phase parameters for the long and short trajectories,
the off-axis interference is also reproduced by introducing a third source term with a dipole
phase parameter α3 that is slightly larger than αl. In the off-axis region no short-trajectory
contributions are expected, and the α3/αl interference can therefore be matched before
introducing the short trajectory contributions. The different interference phenomena are
illustrated in Fig. 3.12 and in (a) we see only the long- and the short trajectory interference,
which is confined to the on axis region. In (b) the α3/αl interference is displayed, and in
(c) we have all three sources. The off-axis modulation slightly distorted the periodicity of
the long- and the short-trajectory interference, which is consistent with the experimental
observations in Fig. 3.11. Due to this shift of the fringe positions, there is a slight correction
of the retrieved value of αs in our simulations.

A full comparison of the measured and simulated QPI plots is presented in Fig. 3.13. The
model and the measured plots were in good agreement for most harmonics, but the model
struggled with reproducing the features of harmonics 19-23. The model also omitted the
decreased efficiency of the HHG process when the pulses were very long, which appeared
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Figure 3.13: (a) Measured QPI plots for harmonics 15-37. (b) Optimized QPI plots, using three
sources, from the Gaussian beam model. The crests of the fringes from the simulations
are overlaid on the measured QPI plots (black lines).
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as noise in the corners of the measured QPI plots in Fig. 3.13. For this reason, we only
compared the corresponding area in the modeled QPI plots. Still, the main features, such
as the position and periodicity of the fringes, both on- and off-axis, could be accurately
reproduced using the geometric model.

Figure 3.14: The retrieved alpha parameters from the manual fitting procedure.

Fig. 3.14 presents the retrieved α-values as a function of harmonic order. The separation
αs −αl was largest for the lowest measured harmonics and converged towards the cut-off.
This was consistent with the classical calculation shown in Fig. 3.1. The αs-values for har-
monic orders 17 and 19 consistently showed the opposite sign compared to the αl-values,
otherwise it was not possible to match the curvature of the QPI fringes. An opposite sign
of the α-parameter indicates that the phase of a certain harmonic decreases with increasing
intensity. This anomalous intensity dependence can be seen in the measured QPI plots
for harmonic orders 15 and 17 in Fig. 3.13 as a concave curvature of the QPI pattern. Har-
monic orders 19 to 23 were close to the zero crossing of the α-parameter and did not dis-
play any modulations on-axis. The harmonics above order 23 displayed only convex fringe
curvatures, indicating that the α-parameters were all positive.

The origin of the anomalous intensity dependence of the dipole phase parameter is currently
still not understood. The negative α-parameter can be obtained classically from Eq. 3.1,
however, the trajectories used to obtain the negative α-values are the ones closest to the
atom. As the equation is derived from SFA, where the atomic core is completely neglected,
it is unlikely that the equation properly describes the phenomenon under observation.
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3.1.4 Interpretation of the third source

The experimental and simulated results indicate that, for low-order harmonics, two distinct
interference regimes occur in the QPI plots: the on-axis, high-periodicity long-/-short-
trajectory interference, and an unknown off-axis, low-periodicity interference. One of the
possible explanations for the off-axis interference is self-interference of the long trajectory
[56, 68, 69].

This type of interference cannot be reproduced in the geometrical model with one single
source, because in our simulations, the paraxial approximation is made in order to ana-
lytically solve the propagation to the far field, resulting in a parabolic expression for the
calculated wavefronts. A parabolic wavefront will never interfere with itself, however, we
expect the wavefronts to be Gaussian in the experiments, and these types of wavefronts can
interfere with themselves. We can interpret the third source contribution as a first-order
approximation of the self-interference of the long trajectory, as illustrated in Fig. 3.15 (a).
At the tails of a Gaussian wavefront there are emitters that can radiate to the same point in
the far field as emitters from the slope of the Gaussian wavefront. By using two parabolic
wavefronts we emulated the interference of spatially separated emitters in the far field.

In a different interpretation, we can consider the third source to be an approximation for
the non-linear part of the intensity-dependent dipole phase. The choice of α-parameter is
only valid for a given intensity, and works best for describing harmonics near the cut-off,
since these harmonics are only generated at the highest intensity near the peak of the spatial
intensity distribution. The lower-order harmonics were generated across the entire spatial
distribution, at different peak intensities, and could therefore have a spread of different α-
parameters, as shown in Fig. 3.15 (b). Near the wings of the intensity profile, the magnitude
of the α-parameter for a given harmonic was small, meaning that the spatial phase variation
was low compared to the peak of the intensity profile. Accounting for this non-linearity
of the α-parameter, the wings of the parabolic wavefront can become flattened and cause
spatially dependent interference in the far field.

Another, more exotic, interpretation of the third source is that it originates from the third
trajectory, i.e., an electron that missed the parent ion during the first return and therefore
recombined in the subsequent cycle. The third trajectory was theoretically determined
beforehand in both SFA [38] and TDSE [55], but not measured experimentally.

The principal difference between the third-trajectory and long-trajectory self-interference
in the chirp-scan technique is how the intensity-dependent dipole parameter, α, behaves
when approaching the cut-off. For the interpretation of long-trajectory self-interference,
the difference αl −α3 should converge towards zero at the cut-off. In the self-interference
interpretation, α3 was introduced to correct a geometrical mismatch between experiment
and model. Since the divergence of the harmonics decreased towards the cut-off, we would
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Figure 3.15: (a) Illustration of the expected wavefront in the experiments (top). At the wings of
the Gaussian distribution the slope of the intensity profile changes, allowing for light
emitted near the wings to interfere with light emitted at the slope. (bottom) Using
two parabolic wavefronts, it is possible to reproduce the self-interference effect from a
Gaussian intensity distribution. (b) For a given harmonic, linear intensity dependent
phase is only valid for high intensity (near the peak of the intensity distribution). For
lower intensities, the phase accumulation is lower.

expect αl − α3 to decrease with the divergence, as in Fig. 3.14.

For the interpretation of long-/-third-trajectory interference, based on TDSE calculations
[56], we would expect αl −α3 to have a constant separation up to HH21, and from HH23
it is presumed to diverge. The difference between these two fitting procedures should be
the largest for higher harmonics. The cut-off energy for the third trajectory is lower than
for either the long or the short trajectories, however, this has no effect on the comparison.
What is important is that the QPI plot contains visible off-axis structures. From Fig. 3.13,
HH27 and HH29 were considered to be the last harmonics to display off-axis interference.

Fig. 3.16 displays the results of the comparison. For the third-trajectory interpretation we
used a diverging model for the α-parameters, and for the long-trajectory self-interference
we had a converging model for theα-parameters. The comparison shows the measured QPI
plots with the crests (black lines) of the simulated QPI plots superposed. In this spectral
region, the QPI plots had just a short scan range before the signal dropped to the noise
level, and the divergence of the harmonics was low. There is therefore a limited number of
oscillations in the interference that could be matched. However, certain indications pointed
at the crests from the diverging model fitting the measurements better. The resulting α-
parameters are shown in Fig. 3.17. For harmonics above HH29 there was no visible off-axis
interference to match, and they were not assigned an α3. In this alternative interpretation
of the third source, the behavior of the αl and α3 values is more concise compared to their
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Figure 3.16: Comparison between the two interpretations of the third source contribution. The self-
interference interpretation proposes that al and a3 converge (left column). In the third
trajectory interpretation al and a3 should diverge (right column). The comparison is
made for the two highest harmonics that still display off-axis interference, H27 (top)
and H29 (bottom).

corresponding values in Fig. 3.14, where there occurred an increase of their separation in
both models starting at HH23.

The results from these comparisons should not be interpreted as proof of a third quantum
trajectory. The chirp-scan technique works best for the long- and short-trajectory interfer-
ence, where many interference oscillations can be matched. For the higher-order, off-axis
interference there were only two oscillation fringes that matched. The results from these
comparisons only indicate how the presence of a third trajectory would affect our QPI
plots.

3.1.5 Conclusions

The chirp-scan technique together with the Gaussian beam simulations can decompose
the interference, due to the intensity-dependent dipole phases, of the long and the short
trajectories. The chirp-scan technique reduces the peak intensity of the IR laser pulses,
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Figure 3.17: The alpha-values retrieved when fitting with divergent al and a3 values in Fig. 3.16.

but retains the pulse energy, allowing for an increase in possible scan range. By comparing
the chirp-scan technique with an intensity scan, we demonstrated that an additional phase
between the long- and short-trajectory contributions is not introduced due to the chirp of
the IR laser beam.

In the QPI plots, the difference in dipole phase parameters, α, translates into the spacing
between oscillation fringes. The retrieval of the α-parameters is done by visually matching
the simulated and experimental interference pattern crests. In the simulations, we intro-
duced a third source in order to model the, low-periodicity, off-axis interference. Our res-
ults showed that the short trajectories of the harmonics, close to the ionization threshold
of the target atom, had an anomalous behavior of the α-parameter. Harmonics 19-23 dis-
played very faint interference on axis, and harmonics above HH23 had a normal behavior
of the α-parameter. These results indicate that there occurred a zero-crossing of the short-
trajectory α-parameter found in our spectra.

3.2 Opto-optical modulation

Opto-optical modulation (OOM) is a technique for spatial modulation the phase of XUV
radiation using an IR control pulse [25, 26].

The principle operation of OOM is that XUV radiation in our experiments (generated by
HHG) is refocused into a gas target, resonantly exciting the atoms into a coherent super-
position of the ground and excited states. This excitation can be long-lived compared to
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the duration of the XUV pulses. When the XUV pulse has passed, and while the atoms
are still in a superposition state, an IR control pulse is used to AC-Stark-shift the energy
level of the excited states. For a given excited state, An, we can express this Stark-shift of an
energy level by [71]:

An(E) = An + δAn(E), (3.6)

where An(E) is the energy of the Stark-shifted state in a time-varying electric field E, and
δAn(E) is the magnitude of the shift in energy, as illustrated in Fig. 3.18 (a). Once the IR
control pulse has passed, the excited state shifts back to its unperturbed energy level, An.
For the highest states of an atom, the direction of the Stark-shift is predominantly towards
a higher energy, and these are the states considered in the following example. As the phase
of the excited state evolves at a higher frequency when it is shifted to a higher energy, the
phase of the emitted radiation becomes advanced, compared to the state in the absence of
an IR control pulse, cf. Fig. 3.18 (b). The accumulated Stark phase, ΦS, can be expressed as
the time-integral of the Stark-shift of the state δAn during the presence of the IR control
pulse τIR [25]:

ΦS =
1
ℏ

∫
τIR

δAn(t)dt, (3.7)

where ℏ is the reduced Planck’s constant. The shift δAn is state- and intensity-specific,
therefore it is possible to control the spatial phase of the XUV emission by tailoring the
overlap of the spatial intensity distribution of the IR control pulse across the XUV-excited
ensemble.

The XUV emission can be redirected by controlling its spatial phase, and this process is
illustrated in Fig. 3.19. The XUV pulse is focused into the target gas medium, coherently
exciting the atoms. The excited atoms slowly radiate collinearly with the pump XUV pulse,
producing narrow absorption lines in the spectrum measured at the far-field. The foci of
the pump XUV beam and the IR control beam are slightly off-centered. The larger IR focus
covers the XUV focus within the slope of its intensity distribution, and the excited ensemble
therefore experiences a spatial intensity gradient when it is Stark-shifted, introducing a
spatial phase variation capable of rotating the wavefront of the emitted XUV radiation.
This renders it possible to redirect the XUV beam by controlling the offset and the intensity
of the IR control beam.
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Figure 3.18: Illustration of phase accumulation from AC-stark shift. (a) An XUV beam, with fre-
quency ω, resonantly excites an atom to an excited state, An. After the XUV pulse
has passed, a non-resonant IR pulse Stark shifts the state An by δAn(E). (b) In the
presence of the IR pulse, the energy separation from ground to excited state is given by
ω + δω. Once the IR pulse has passed, the phase of the Stark-shifted state will have
advanced faster compared to an un-shifted state.

3.2.1 Experimental setup

The OOM experiments were performed with the 1- kHz laser system. The setup for OOM
was based on a Mach-Zehnder type interferometer, where most of the optics were inside
a vacuum-chamber in order to avoid jitter between the two arms due to sound vibrations
and air turbulence. Fig. 3.20 illustrates the beam propagation through the interferometer.
The IR beam from the laser was split before the chamber using an annular mirror. The
reflected outer part from this annular mirror was used for HHG inside the chamber, and
the transmitted inner part is used as the IR control pulse. The beams entered the chamber
through two window ports at the Brewster angle for the IR wavelength, which allowed for
lossless transmission into the chamber. Inside the chamber, the beams were reflected using
a set of two annular mirrors, HM1 and HM2. The small control beam was reflected on
the side of the hole on HM1, and the larger, annular, generation beam covered only the
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Figure 3.19: Illustration of XUV redirection with OOM. An XUV pulse is focused into a gas target,
resonantly exciting a long lived state. After the XUV has passed, a slightly off-centered
IR control pulse is is overlapped with the excited gas region, such that the excited region
experiences the intensity gradient of the IR control pulse. The IR pulse Stark-shifts
the state, creating an spatially intensity dependent phase accumulation. This phase
accumulation tilts the resulting wavefront of the radiating XUV emission, redirecting
it off-axis.

reflective part of HM2.

The beams were reflected into a delay chamber, where two focusing mirrors FM1 and FM2
reflected and focused the beams back through the annular mirrors (HM1 and HM2). The
focusing mirrors were mounted on motorized translation stages from SmarAct (SLC-2445-
S-HV) in order to control the delay between the arms. The focusing mirror in the control
arm also had an additional, higher-precision piezo translation stage from Piezosystems Jena
(PX 100 CAP vacuum). The generation beam passed through HM2 and was focused into a
pulsed gas cell (Attotech GR020), synchronized with the IR laser at 1 kHz, generating high
order harmonics. The generation beam and harmonic beam passed through a differential
pumping hole into the recombination chamber, where the more divergent, annular gen-
eration beam was removed using a motorized iris, I1 (SID-0-22-S-HV, SmarAct). When
performing HHG with the pump beam, however, a nonlinear phase for the IR beam was
accumulated, resulting in small amounts of on-axis IR radiation passing through the re-
combination mirror RM2. A filter wheel with thin metallic filters can be used right before
the iris to ensure that no residual IR from the pump arm is transmitted after recombin-
ation. The lower-divergence Gaussian spatial intensity profile of the harmonic beam was
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transmitted through the partially closed iris and transmitted through the annular IR-XUV
recombination mirror, RM2.

The IR control beam was focused in vacuum, after passing HM1. The control beam could
be attenuated using a motorized iris, I2 (SID-0-22-S-HV, SmarAct), and the smaller control
beam was then reflected, using RM1, horizontally next to the hole on the annular recom-
bination mirror RM2. The XUV and IR beams were then incident on a platinum-coated
torodial mirror, re-imaging the foci of the beams, using 2f-2f geometry, into the application
chamber.

Figure 3.20: Schematic view of the beam propagation through the interferometer vacuum chamber.
The IR pulses from the 1 kHz laser are split outside the chamber using an annular mir-
ror into a control beam and a generation beam. The beams enter the chamber through
window ports. The control beam is reflected on the side of an annular mirror, HM1,
towards a focusing mirror, FM1. FM1 focuses the beam back through the hole of the
annular mirror, onto a plane mirror RM1 and finally to the annular recombination
mirror RM2. The generation beam follows a similar path, being reflected on an an-
nular mirror HM2, a focusing mirror FM2 but is then focused into a pulsed gas cell
generating harmonics. The IR beam and the XUV beam in the generation arm travel
to an iris I1, where the less divergent harmonic beam passes through the iris opening
and most of the IR beam is discarded. A metallic filter wheel (not pictured) can also
be used to completely remove the residual IR beam in the generation arm. The XUV
beam passes through the annular mirror, RM2, recombining with the IR control beam.
Together the beams propagate towards a torodial mirror where their foci are imaged in
an application chamber.
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Since both beams underwent focusing they had the same parity, as both of their profiles
were inverted. In addition, the mirror parity in both the generation and control arms
was equal, meaning that pointing instabilities of the input beam would shift the two split
beams in the same direction. Aside from accounting for passive stability, the interferometer
was also actively stabilized using a CW HeNe laser (R-32734, Newport). The HeNe laser
co-propagated with the IR beam before it reached the interferometer, and once inside it
traveled the same path as both the control- and generation beams. Part of the HeNe was
picked-off at SM2 in the generation arm, and at SM1 in the control arm. The beams
recombined at SM3which coupled them out through a window port of the chamber, where
the two HeNe beams were made to overlap in order to display spatial interference fringes.
When the stabilization system was active, it controls the motorized translation stages of
FM1 in order to keep the fringe position static. RM1 andRM2were however not stabilized,
since they were positioned after the HeNe pickoff.

In the application chamber, the XUV and IR beam foci were located in a second pulsed gas
cell (Attotech GR020), shown in Fig. 3.21. This is where the XUV pump pulse coherently
excites the gas and the IR control pulse Stark-shifts the excited states. The beams then enter
a photon spectrometer, almost identical in design as the one described in Sec. 3.1.1. In the
detector, the XUV radiation is spectrally resolved in the horizontal axis (in the lab frame).
The redirection using OOM must therefore be done in the vertical axis. This is achieved
by offsetting the overlap of the foci in the vertical direction, using RM1. The position
of the gas cell can be moved using a 3D-translation stage located outside of the chamber,
controlling the gas cell through an edge-welded, vacuum-compatible bellow.

The interferometric setup has certain drawbacks, which need to be considered when per-
forming OOM experiments. Since the IR control pulse is attenuated using an iris, the
focal spot size also changes when the beam is attenuated. In some scans, a variable-density
ND filter can be used outside of the chamber, however, this filter is not motorized and
can not fully attenuate the beam. Since the translation stages for the delay control move
the focusing mirrors, the position of the foci also becomes displaced. Although the scan
range is usually not very long– at most a few millimeters (corresponding to a few pico-
seconds (10−12s)) –it might influence the spatial overlap of the IR and XUV pulses in the
application chamber.

A typical spectrum of harmonics generated in argon with the setup, with a fully open iris,
I1 , is shown in Fig. 3.22 (a). The harmonics were not as uniform as those generated in
the 200– kHz setup, as seen in, for example, Fig. 3.8. On either side of most harmonics
in Fig. 3.22 were two additional intensity peaks, corresponding second order diffractions
of the cutoff harmonics. The irregular shape of the harmonics most likely originated from
the generation with the annular beam. Since the central part of the generating IR beam
was used for the control pulse, the annular part of the beam was used for HHG. The
annular beam was trimmed using another iris, before entering the interferometer chamber,
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Figure 3.21: Schematic view of the target gas chamber and the spectrometer chamber succeeding the
interferometer chamber in Fig. 3.20. The foci of the XUV pump and the IR control
beam are imaged into a pulsed gas cell for the OOM experiments. The target gas
chamber has two pinholes to limit the gas into both the spectrometer chamber and the
preceding torodial mirror chamber. After passing though the spectrometer chamber
the XUV pump and IR control pulse are incident onto a focusing flatfield grating. The
zeroth order dispersion (specular reflection) hit a beam block, the IR diffraction hits the
side of the chamber, and only the diffracted XUV light is imaged onto a MCP detector.

in order to control the intensity of the beam in the interaction region. The generation beam
therefore had a thin, ring-like intensity distribution.

Any irregularities of the original IR beam profile will influence the quality of the focus in the
HHG chamber. The harmonics still displayed visible contributions from the long and the
short trajectories, however, at a much lower divergence compared to the 200– kHz setup.
Since both setups used an identical geometry of the photon spectrometer, the divergence
on the detector screen was set by the focusing geometry. The setup for OOM used a 40 cm
focusing mirror for HHG, compared to the 10 cm focal length lens in the QPI setup.

When performing the OOM experiments, the divergence of the harmonics was further re-
duced using the iris, I2, in order to measure as small off-axis shifts due to OOM as possible.
The divergence of these harmonics was usually close to 1 mrad, as shown in Fig. 3.22 (b). In
order to reach resonances with the harmonics, the intensity of the generating IR beam was
increased blueshifting the harmonics [72]. Shifting the central frequency of the harmonics
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Figure 3.22: Harmonics generated in the 1 kHz HHG setup. Without trimming the harmonic spec-
tra (top) the short trajectory contributions cover up to ±6 mrad. In order to measure
smaller redirections using the OOM technique, the iris, I2, is used to reduce the di-
vergence of the spectrum to ±1 mrad (bottom).

by tuning the laser wavelength was possible, but since the laser bandwidth was reduced,
the harmonics also became more narrow. Ultimately, there was only a marginal shift of the
harmonic peak positions when tuning the laser wavelength.

3.2.2 Helium 1s2p

So far, we have considered a unidirectional redirection of the XUV signal using OOM,
which is the case if we have a linear and increasing intensity dependence of the Stark-shift,
and an approximately linear intensity gradient spatially across the target. In principle,
linear Stark-shifts only occur for the highest states of an atom. These states Stark-shift
close to ponderomotively, as described in Eq. 2.6. The experiments described in Paper II
were performed in helium, and demonstrated that a lower lying state, helium 1s2p, has
a non-linear Stark shift. The ground state configuration of helium is 1s2, after the XUV
excitation pulse states up to high np-manifold are coherently excited as seen in Fig. 3.24.
Helium 1s2p is therefore one of the lowest excited states in the atoms.

The direction of the Stark shift of a given state depends on the density of states surrounding
it. In the case of helium 1s2p, it has a higher density of states above it compared to the
high-np manifold, and it will first shift towards lower energy when experiencing a weak
external laser field, as shown in Fig. 3.23. When the laser field amplitude is increased it will
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Figure 3.23: Accumulated phases for different states in helium from TDSE calculations.

then shift to higher energy, and with sufficiently high strength of the electric field, the 1s2p
state will also shift ponderomotively. Fig. 3.24 shows a measured spectrum in helium where
the emission from the high–np states were redirected up, and the emission from 1s2p was
redirected in both directions. Harmonic 13, generated with 800 nm, was centered near
20 eV, but was blue–shifted into resonance with the 1s2p state. Harmonic 15, which is
centered near 23 eV, naturally covered the higher–np manifold.

In order to determine the order of the Stark shift (either up then down, or down then up)
for the 1s2p state, an intensity scan was performed, where the IR control pulse was attenu-
ated using the iris, I2, from Fig. 3.20. The measurement was theoretically reproduced with
coupled Maxwell wave equation TDSE simulations, displayed in Fig. 3.25. In the simula-
tion, the XUV and IR Gaussian focal FWHM were set to 28 µm and 56 µm, respectively
and spatially offset by 35 µm. The experimentally measured IR focal spot was estimated to
be ∼120 µm, whereas the experimental XUV focal spot was harder to measure. The gas
cell, which was attached to a 3D-translation stage, from Fig. 3.21, was replaced with a knife
edge and the harmonic spectrum was measured as a function of translation of the knife
edge. The estimated XUV focal spot size in the vertical direction was ∼50 µm. However,
the horizontal scan varied between ∼50 µm to ∼150 µm for different back-to-back meas-
urements. We believe that this was due to hysteresis of the vacuum edge-welded bellow,
wherefore the actual size remained uncertain.
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Figure 3.24: Redirection of XUV radiation with the OOM technique. The ambient pressure in the
gas target chamber was 1.1 · 10−3 mbar. Measurement with IR control pulse (top)
and without the control pulse (bottom). The np manifold displays redirection up,
whereas the 1s2p state is redirected both up and down due to its nonlinear Stark phase
accumulation.

The results in Fig. 3.25 display the main features of the Stark-phase accumulation. In
both the experiment and the simulation, the IR beam was located above the XUV beam.
For small iris openings (low intensity), the emission from the 1s2p state in helium was
first redirected down. When the iris was opened more and the laser field in the focus
was increased, the emission started to also be redirected upward. These experiments show
the first measurements of non-linear Stark–shifts, displaying the OOMs ability to access
Stark-induced dynamics in atoms. For OOM as a technique to control light, this is also a
demonstration of an XUV beam splitter controlled by an IR control pulse.
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Figure 3.25: Experimental (top) and simulated (bottom) iris opening scans of the 2p deflection in
the far field. The IR beam is located below the XUV beam in the near field.

3.2.3 High np self-interference

When the size of the XUV focal spot is such that the high np states in helium not only
experience the linear intensity gradient of the IR, but also the nonlinear wings and crest of
the Gaussian intensity distribution then the situation becomes more complicated. The high
np states predominantly have a linear, positive intensity dependence as seen in Fig. 3.23. The
XUV wavefront created near the wings of the Gaussian IR profile is less redirected than the
XUV wavefront near the maximum of the slope of the IR intensity profile. The difference
in emission direction in the near field will cause the OOM redirected light to interfere in
the far field, as illustrated in Fig. 3.26.

A geometrical model was created to simulate the interference of the redirected light. The
IR and XUV profiles are simulated in the near field with parameters estimated from the
experimental conditions. The size and peak intensity of the IR beam is estimated from
experimentally imaging the focus of the beam and measuring the average power of the laser
beam. The overlap of the XUV and IR beams is optimized for maximum OOM deflection
angle in the far-field, which corresponds to the XUV beam sampling the steepest intensity
gradient of the IR intensity profile. The intensity dependent Stark-phase accumulation
is provided from the TDSE calculations as shown in Fig 3.23. However, for the high–np
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Figure 3.26: Illustration of self interference of an XUV beam that is Stark-shifted at the wings and
around the crest of the Gaussian intensity distribution of the IR beam. The wavefront
of the XUV beam will be non-linear in the near field, which will result in an interference
pattern when observed in the far-field.

manifold we simply use the ponderomotive energy from these calculations, therefore the
spatial phase in the near field can be calculated. The spatial XUV intensity profile in the
far field is then calculated by Fourier transforming the spatial profile in the near field.

The comparison of the measured and experimental results are shown in Fig. 3.27. The
simulated IR and XUV beams have FWHM width of 120 µm and 50 µm respectively.
The offset between the beams is 50 µm. The geometrical model manages to reproduce
the interference fringes in the redirected radiation. Ideally, this could potentially be used
as a technique for XUV focal spot size measurements, but currently the precision of the
experimentally measured parameters, such as peak intensity of the IR beam and XUV-IR
beam offset, is not sufficient.
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Figure 3.27: Measured deflection of the high–np manifold in helium as a function of iris opening
(top). Simulated deflection of the high–np manifold in helium as a function of iris
opening using the geometrical model (bottom).

3.3 Free electron laser synthesizer

FELs have the possibility to produce XUV radiation at very high intensities and with a
tunable wavelength. However, compared with pulses generated with HHG, pulses from
FELs are longer and less stable with respect to intensity and duration. Attosecond pulse
generation with FELs has been demonstrated in SASE operation, where sub femtosecond
spikes are sometimes generated by the stochastic process [73]. The SASE process relies
on chance to produce these short pulses, and many of the shots are discarded with this
technique. A more reliable means of generating attosecond pulse structures from FELs is
desired. Paper III proposes a more controlled technique for producing these short pulses
in a seeded FEL. Here, the electron bunches are microbunched in a first undulator, called
the radiator, then successively pass a set of undulators where the main FEL radiation is
produced. The radiators do not necessarily have to be set to resonantly enhance the FEL
radiation at the wavelength of the seeding laser that is used for microbunching. Instead,
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they can generate any integer harmonic of the seeding laser. The work in Paper III focused
on synthesizing temporal waveforms by generating different harmonics in the radiators, and
controlling the amplitude and phase between them. This is the same principle as illustrated
in Fig. 2.1.

It has been demonstrated previously that the harmonics generated in the radiators have a
phase relation that can be controlled in order to create an asymmetric XUV field [74]. The
experiment in Paper III extends this technique to create a train of sub femtosecond pulses
using an FEL. In the experiment the third harmonic of a 780 nm IR laser was used to seed
the electron bunch in the modulator. Three radiators were set resonant to the 7th, 8th and
9th harmonic of the 260 nm seeding laser. Phase shifters between the radiators allowed
for individual control of a harmonics phase with respect to the other generated harmonics.
By choosing different phase relations between the harmonics it therefore became possible
to create a train of pulses using three harmonics. One challenge now was to measure the
sub-femtosecond temporal structures when the jitter between the FEL generated XUV and
a reference laser is ∼6 fs.

Figure 3.28: Illustration of the energy level diagram of the generated photo-electrons for the FEL
synthesizer experiment. The photo-electrons can absorb either just the harmonics, H7,
H8, H9, or a harmonic and IR photons. The number IR photons absorbed (one or
two) determine the emission direction of the photo-electron. To determine the phase
between the harmonics, the correlation of the side-band signals, S7,8

(±) and S8,9
(±),

are measured.

A group from the University of Freiburg developed a technique in Paper III, to resolve the
attosecond pulses with jitter between the IR and XUV pulse which is ∼6 fs. The meas-
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urement relies on a method, similar to RABBITT (Reconstruction of Attosecond Beating
By Interference of Two-photon Transitions) [12, 75, 76], where an atom is irradiated by an
XUV pulse and an IR pulse at the same time. This is typically a HHG technique, where
an IR beam and odd harmonic orders of the IR are absorbed by an atom, emitting photo-
electrons. The emitted photo-electrons can be released either by absorbing a photon of the
harmonic qω, by absorbing a photon of the harmonic and one from the IR beam qω + ω,
or by absorbing a photon of the harmonic and emitting a photon qω − ω.

In RABBITT performed with HHG, the spacing between consecutive harmonics is two
IR photons. Spectrally resolved, these photo-electrons generate a side-band between the
consecutive odd harmonic orders. Since there are two different quantum paths to reach the
same energy, e.g., qω + ω and (q+ 2)ω − ω, the side-band signal oscillates depending on
the phase difference between the harmonics qω, (q+ 2)ω and the IR field.

Figure 3.29: Correlation plots simulated with SFA for different phase relations between the har-
monics H7, H8 and H9.

In the FEL experiment described in Paper III, the spacing between consecutive harmonic
orders was three IR photons, which means that there were two side-bands between each
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consecutive harmonic as seen in Fig. 3.28. If we consider two harmonics, H8 and H9,
then the photo-electrons in one of the side-bands, S8,9

(±), can interact with either H8 or
H9, but this would require an interaction with either one or two IR photons depending
on which harmonic was absorbed by the atom. This difference in photon parity for the
two side-bands, S8,9

(±), results in opposite emission direction of the photo-electrons, the
phase of the IR with respect to the harmonics then determines the probability of which side-
band is favored. By measuring the photo-electron signal of the side-bands in one emission
direction, the signals of S8,9

(+) and S8,9
(−) are always anti-correlated since they interact

with the same source of IR photons.

Figure 3.30: Correlation plots measured in a neon gas target for different phase relations between
the harmonics H7, H8 and H9.

If we consider three harmonics instead, H7, H8 and H9, and measure the signal of both
side-band pairs, S7,8

(±) and S8,9
(±) between the harmonics, then the signals correlation

would be dependent on the phase between these harmonics. If all harmonics are in phase,
the correlation would be positive. If all harmonics are out of phase with respect to each
other, Δϕ7,8,9 = π, then the side-band signals will be anti-correlated. By measuring the
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correlation between the side-band signals, the need for sub-cycle resolution of the delay
between the XUV and IR is eliminated. The relative phase of the harmonics can instead be
retrieved from the measured correlation patterns, as shown in Fig. 3.29.

The experiment was performed at the Low Density Matter beamline at FERMI. Part of
the IR beam (before the third harmonic up-conversion for the seed pulse) was split off and
recombined with the XUV harmonics generated with the FEL in a neon gas target. The
photo-electrons were measured with a magnetic bottle electron spectrometer optimized for
a 2π steradian collection angle. The delay of the IR with respect to the XUV beam was set
to zero and the natural jitter between the IR and XUV beams maps the delays between the
pulses. The resulting correlation plots, shown in Fig. 3.30, were performed for various phase
relations between the three harmonics. From these measurements, since the spectral phase
and shape of the XUV harmonics was known, it was possible to reconstruct the temporal
profile of the pulses. The measurements in Paper III show that pulses reconstructed with
this method were expected to be shorter than 1 fs. To date, this is the only technique where
attosecond pulse trains can be consistently produced with an FEL.

3.4 Nitrogen air lasing

Compared with HHG and FELs, nitrogen air lasing does not produce light the VUV re-
gion. The technique still relies on a femtosecond laser to create a UV beam with properties
that can be governed by controlling the IR beam. Focusing an intense femtosecond laser
with an 800– nm wavelength in nitrogen may produce directional, coherent forward emis-
sion at 391 nm. Under the conditions where this radiation is generated, the IR laser is strong
enough to create a filament [77], and ionize the nitrogen molecules. The 391– nm emis-
sion is resonant with the transition from the second excited state B2Σ+

u to the ground state
X2Σ+

g of the singly excited nitrogen molecule, N+
2 . Injecting a weak seed at the 391 nm

together with the 800 nm laser, can amplify the seed intensity by two orders of magnitude.

The mechanism of this optical gain is currently still not understood, and it is debated
whether population inversion between the ground state and the excited state is required
for the enhancement of the 391 nm emission. According to certain theories, population
inversion can be achieved by radiative transfer from the ground state to the excited state by
the driving IR laser [78, 79]. In another interpretation, the inversion can be attined due to
electron recollisions with the nitrogen ions [27].

Paper IV describes the testing of the recollision model. From previous experiments it is
known that the ellipticity dependence of the 391– nm forward emission is similar to the
ellipticity dependence of HHG [27, 80]. For the study presented in Paper IV, the carrier
wavelength dependence was instead tested. Provided that recollision plays an important
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role in nitrogen air lasing, the central wavelength of the driving laser field can not be an
even integer number of the 391 nm radiation. This follows the same principle as in Sec.
2.2.1, i.e., if the central wavelength of the laser is 782 nm, 391 nm would be its second
harmonic. Since the laser in this case can not produce this energy, there is no contribution
to the population inversion.

Figure 3.31: Measurements of the spectra using the spectrometer (Ocean Optics, HR4000) for dif-
ferent pulse durations. Figure courtesy of Penji Ding.

In order to test how well a recollision model describes the phenomena, a two–dimensional
scan was performed where the pulse duration and central wavelength was tuned. From
Fig. 3.32 (b), one would expect to always have a minimum of the 391 nm signal when the
driving laser had the wavelength 782 nm. By tuning away from 782 nm, an increase of the
391 nm signal would be presumed and eventually a peak should be reached. The position
of this peak would depend on the pulse duration: provided that the pulses were very long,
the peak would be located at an odd order harmonic of 391 nm, whereas if the pulses were
fairly short, small maxima would appear between the even- and odd-order harmonics. By
scanning the wavelength for different durations of the driving laser field it should be possible
to measure the signal peak shift.

The experiment was performed with the 1– kHz HHG setup. For these tests, only the
probe arm of the interferometer was used. The application chamber was filled with 5 mbar
of nitrogen, instead of using the pulsed gas cell. To avoid filling the interferometer chamber
with nitrogen, a window port valve between the torodial mirror and application chamber
can be closed. The AOMs of the laser were used to change its gain bandwidth and central
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wavelength. Since the bandwidth of the laser was limited to 100 nm, as described in Sec.
2.1.2, the scan range was confined between 750 nm and 850 nm. This meant that the 20–
fs pulses had no scan range, since they used the entire bandwidth, whereas the central
wavelength of a 40– fs pulse could be tuned between 780 nm to 820 nm. The recorded
spectra for varying pulse durations, when centered at 800 nm, are shown in Fig. 3.31

Figure 3.32: Measurements of the spectra using the spectrometer (Ocean Optics, HR4000) for
different central wavelengths. The small peak near 750 nm for the higher central
wavelengths of the IR pulse is assumed to stem from amplified spontaneous emission,
and is therefore incoherent. Figure courtesy of Penji Ding.

Fig. 3.32 displays the recorded spectra from a wavelength scan, using a visible-IR spectro-
meter (Ocean Optics, HR4000). The DAZZLER was used to control the gain bandwidth
and shift the central wavelength position. The WIZZLER is used to correct the phase of
the pulses after the DAZZLER in order to transform–limit them. This phase correction
often alters the spectral profile, wherefore the procedure was performed a few times until
the spectrum measured with the spectrometer was visibly shifted.

The shape of the spectrum affected the 391– nm signal in our experiments: if the spectrum
went from a top-hat to a Gaussian distribution between wavelength scans, there was low
reproducibility of the 391 nm signal. The spectral shape of the IR pulses was therefore
controlled by suppressing parts of the spectrum with a programmable gain hole with the
DAZZLER. More effort was put into retaining the shape of the spectrum than the position
of the central wavelength, as the actual position of the central wavelength was retrieved by
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finding the spectral center of mass after the experiments. In Fig. 3.32, there was a small
signal peak near 770 nm when the central wavelength is tuned to 820 nm. This signal was
assumed to come from amplified spontaneous emission, and did therefore not participate
in the nitrogen lasing process as it is incoherent.

Figure 3.33: Wavelength scans performed for three different pulse durations: 35 fs (top), 40 fs
(middle) and 50 fs (bottom). The central wavelength position is calculated from the
center of mass of the spectra. The measurements display an increase of peaks, and a
decrease of peak separation for increasing pulse duration. These results are expected if
a recollision process is participating in the 391 nm signal generation. Figure courtesy of
Penji Ding.

The results of the wavelength scans are shown in Fig. 3.33 for IR pulse durations of 35, 40
and 50 fs. As predicted, a minimum was always found near 782 nm. The peak position of
the first maximum on the red side shifted towards 782 nm as a function of increasing pulse
duration.
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These results were consistent with the theory of a multi periodic recollision process as de-
scribed in Sec. 2.2.1: the 391– nm signal would be the second harmonic of the driving laser
if the laser is centered at 782 nm. At this wavelength, since both the target gas medium
and the laser field are inversion symmetric, the laser could not populate the excited state in
the nitrogen ions through a recollision process. Since the laser pulses are fairly short (tens
of cycles), secondary interference maxima are presumed to exist between the consecutive
odd harmonics, as displayed in Fig. 2.5 (c). The spacing between these secondary maxima
is dependant on the duration of the laser pulse, which is what gives rise to the duration
dependant oscillations of the 391– nm signal.
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Chapter 4

Summary and Outlook

The experiments presented in this thesis aim to demonstrate control of light in the UV-
to XUV regimes. Each of the light sources used in this thesis work have properties which
outperform the other sources: HHG is a compact source, producing very large bandwidths
and short pulse durations, FELs produce the highest pulse intensities and the wavelength is
fully tunable, nitrogen air lasing can be used for remote sensing in atmospheric conditions.

These light sources also have their individual disadvantages: the intensity of the light pro-
duced through HHG is low, pulses produced by FELs are too long for attosecond meas-
urements, and nitrogen air lasing process is not yet fully understood in order to be used for
remote measurements. Our experiments demonstrate steps forward for these techniques
by performing low-loss control of HHG radiation, sub-fs pulse generation with FELs and
investigative experiments in order to understand nitrogen air lasing. Science is often done
by a number of small increments; the techniques presented in this thesis are mainly a proof-
of-concept, driven by their potential for future applications. Since fundamental demon-
stration of these control techniques has been performed, it is now interesting to further
develop the reliability and versatility of these methods for applications.

Nitrogen lasing

Nitrogen air lasing is a complicated phenomenon, where more than just one “key” process
participates in the generation of the 391– nm emission. Experiments to understand these
processes and their impact on the generation are driven by the possible utility of this tech-
nique for remote sensing. Since the emission is bi-directional it can be used to induce a
coherent backwards propagating beam at an arbitrary distance in the atmosphere.

63



The experiment presented in Paper IV tested whether a recollision model, similar to that
of HHG, could be responsible for populating the excited state in the nitrogen ions, by
measuring the intensity of the 391– nm signal as a function of pulse duration and central
wavelength of the driving laser. The results showed a periodic oscillation of the 391– nm
signal intensity as a function of central wavelength, which was always at a minimum when
the driving field wavelength is exactly twice as long as the signal wavelength. The periodicity
was increased with increasing pulse duration. These results indicated that the behaviour of
the nitrogen air lasing can be explained by a recollision process, however, they did not
directly exclude the contribution of other processes to the emission.

Phase control during HHG

In the QPI experiments, the phase difference between the quantum trajectories give an
insight into the sub-cycle dynamics of the HHG process. With the Gaussian beam sim-
ulation it was possible to estimate the phase accumulation as a function of intensity and
therefore apply limited control to the spatio-temporal phase during the HHG process. The
semi-classical interpretation of the phase accumulation allowed for intuitive understanding
of the process. Recently, other research groups have investigated more phenomenological
interpretations of the harmonic phase accumulation, in order to predict the positions of the
harmonic foci, and possibly to control their position [81, 82]. Since there are no efficient
optics for radiation in the XUV regime, controlling the phase front during HHG offers a
solution without the use of XUV optics.

The presented chirp-scan technique allowed for reconstruction of the intensity dependent
dipole phase of the HHG process. In our experiments, we demonstrated that the dipole
phase accumulation can be both positive and negative. In addition, it was possible to
pinpoint in our measurements the turning point of the phase accumulation, where the
harmonics became insensitive to the applied intensity. This is to the best of our knowledge
the first measurements of anomalous intensity–dependent dipole phases in HHG. Intro-
ducing a third source term in the simulations provided an improved visual match with
experimental chirp-scan measurements. When retrieving the intensity dependent dipole
phase parameter of this third source term, it appeared to diverge from the dipole phase
term of the long–trajectory contribution, as a function of increasing harmonic order. This
behavior can be explained by a third electron trajectory from the semi-classical three step
model. Proof of the presence of the third trajectory can however not be made from these
measurements alone; additional experiments have to be performed in order to deduce the
origin of this third source contribution.

It would be interesting to reproduce the retrieval of the dipole–phase parameters using a
tunable wavelength source, such as an optical parametric amplifier. The harmonics in our
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experiments present a window where the interference from our long multi–cycle pulses is
constructive. This is beneficial in our experiments since each harmonic, when spectrally re-
solved, is well separated from the consecutive harmonics, thus avoiding interference from
the neighbouring harmonics on the detector. However, the separation between each har-
monic is large which makes it hard to follow the evolution of the dipole–phase parameters
as a function of wavelength. By having a tunable source for HHG it would be possible
to continuously, and more reliably, retrieve the dipole–phase parameters. Additionally,
mapping these parameters close to, or even below, the ionization potential might reveal in-
teresting dynamics. The harmonics with energy below the ionization potential can not be
explained with the classical three step model, and the notion of classical trajectories becomes
abstract. Therefore it would be interesting to see the behavior of the intensity–dependant
dipole–phase parameters in this regime.

Phase control after HHG

Using the OOM techniques it is possible to retrieve the accumulated Stark-phase of dif-
ferent energy levels in atoms. The OOM also provides a way to steer XUV light using an
IR control beam. Since conventional optical components do not work efficiently in this
wavelength regime, OOM demonstrates an alternative method for light manipulation. The
response time of OOM is dependent on the pulse duration of the IR pulse, which is faster
than any acusto- and electro-optical modulators, allowing for ultrafast beam redirection
[83].

Future experiments aim to implement spatial light modulators, increasing the amount of
control when tailoring the IR control pulses, and increasing the amount of control pulses.
With these additions to the OOM toolbox it would be possible to perform synchronized
operations using XUV radiation. For example, two IR pulses can be used to redirect the
OOM onto a target for a controlled period of time, creating an XUV source with a tunable
pulse duration. Two IR pulses can also be offset on either side of the XUV pulse. This
would technically focus the XUV emission at a distance which can be controlled by the
intensity of the IR pulses.

OOM has been demonstrated with XUV from HHG, but it may also be implemented
at FEL–facilities. The principle would remain the same, where the XUV from an FEL
would be absorbed in a gas target after the generation process. An IR pulse would then
be overlapped, off-centered in order to redirect the XUV light. By using two IR pulses, it
would be possible to redirect the beam from the propagation axis using the first pulse, and
redirecting it back with the second pulse. By doing this, it might be possible to switch out
an XUV pulse that has a very small jitter compared to the control pulses. Alternatively,
the IR pulses could be injected at an off–axis angle with respect to the XUV pulses that are
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generated by an FEL. In this off–axis configuration it might be possible to redirect an XUV
beam to co–propagate with the IR control pulse.

Temporal phase control in FEL

The experiments with OOM do present a method for low-jitter short pulse genereation
that could be used for FELs. The experiments portrayed in Paper III, however, demon-
strate a more direct and controlled method for producing attosecond pulse trains using a
seeded FEL. An interesting conclusion that was drawn from these experiments was that
the degree of phase control of the XUV radiation was superior to the HHG process. The
FEL synthesizer technique provided full control of the amplitude and temporal phase of
the individual XUV harmonics, which is not possible in HHG.

With the technique described in Paper III it is possible deduce the relative phase of the
XUV and the IR beams within one cycle of the IR pulse with attosecond precision, which
enables phase–resolved interferometric measurements to be performed with FELs. Such
experiments, which usually were confined to HHG sources, can now be performed at much
higher intensities and shorter wavelengths. This type of control also opens the door for
coherent control experiments in the XUV regime [74].
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