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Mü +Ku = .

t

u = u( ); u̇ = u̇( ).

u(t ) = qn (t )φn

qn (t )

qn (t ) = An cosωnt + Bn sinωnt



φn qn (t )

t φn ωn

(−ωnM +K)φn = .

φn
ω , ..., ωn

φn

fn =
cs ( n + )

ℎ

fn cs
ℎ

πr

/r
πr

/
√
r

/
√
r



η =
π

ED
ES

ED
ES ED ES

ED = πcωu

u

ES = ku / .

η =
ωc
k
.

Kη = ωC.

D(ω) = −ω M + ( + iη)K.

C = αM + βK.



ζn =
α

ωn
+
β
ωn .

c
cc r

ζ =
c
cc r

cc r = mωn

ζi ζ j i j
α β

α = ζ
ωiω j

ωi + ω j
; β = ζ

ωi + ω j

ωi ω j

η =
π

ED
ES
= ζ

ω

ωn
,

η = ζ .



ω/ω
n

0 0.5 1 1.5 2

R
d

10
0

10
1

10
2

ζ=0.20

ζ=0.10

ζ=0.05

ζ=0.01

Rd

u (ω) =
f
k
√
[ − (ω/ωn) ] + ζ

.

ζ

ζ

ωD = ωn

√
− ζ .



∇̃Tσ + = ρ
∂

∂t
∇̃ σ

b

∇̃T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂
∂x

∂
∂y

∂
∂z

∂
∂y

∂
∂x

∂
∂z

∂
∂z

∂
∂x

∂
∂z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
; σ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σxx
σyy
σzz
σxy
σxz
σyz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; =

⎡⎢⎢⎢⎢⎢⎣
bx
by
bz

⎤⎥⎥⎥⎥⎥⎦ ; =

⎡⎢⎢⎢⎢⎢⎣
ux
uy
uz

⎤⎥⎥⎥⎥⎥⎦ .

b

t

=

n n

v

v =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
vx

vy
vz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

V ∫
V

T (∇̃Tσ + −ρ ∂
∂t

)dV = .



∫
V

T ∇̃TσdV =
∫
S

T dS −
∫
V

(
∇̃
)T

σdV .

∫
V

T ρ
∂

∂t
dV +

∫
V

(
∇̃
)T

σdV =
∫
S

T dS +
∫
V

T dV .

u

u = Na

N a

v = Nc

c

∇̃u = ε = Ba

∇̃v = Bc

B = ∇̃N
c
D

σ = Dε.

σ = DBa.

∫
V

T ρ dV ¨+

∫
V

T dV =

∫
S

T dS +
∫
V

T dV .

u
t

=

∫
V

T ρ dV ; =

∫
V

T dV ; =

∫
S

T dS +
∫
V

T dV



M¨+Ka = f .

M K f

ξηζ

ξ = ± η = ± ζ = ±

xyz

x = x (ξ, η, ζ ); y = y (ξ, η, ζ ); z = z (ξ, η, ζ ).

ξηζ

xyz

⎡⎢⎢⎢⎢⎢⎣
dx
dy
dz

⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x
∂ξ

∂x
∂η

∂x
∂ζ

∂y
∂ξ

∂y
∂η

∂x
∂ζ

∂z
∂ξ

∂z
∂η

∂z
∂ζ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
dξ

dη

dζ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x
∂ξ

∂x
∂η

∂x
∂ζ

∂y
∂ξ

∂y
∂η

∂x
∂ζ

∂z
∂ξ

∂z
∂η

∂z
∂ζ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.



⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
dξ

dη

dζ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= −

⎡⎢⎢⎢⎢⎢⎣
dx
dy
dz

⎤⎥⎥⎥⎥⎥⎦
de t �

n∑
i=

e
i = .

σxx = με xx + λL(ε xx + ε yy + ε zz )

λL μ

ux = f (x − cp t )



ux = f (x + cp t ).

f + f
d

σxx = −dp u̇x .

( μ + λ)( f ′ + f ′) = −dpcp ( f ′ − f ′).

f ′ f

dp = ρcp

ds = ρcs .

�

�

�

�





s f

ρ
∂ u f

∂t
+ ∇p =

ρ ∇ p

p = −c ρ∇u f

c K

c =

√
K
ρ
.

∂ p
∂t
− c ∇ p = .

p = p̂e iωt

p̂

∇ p̂d +
ω

c
p̂d = .



M f p̈ f +K f p f = f f ,p

M f K f p f f f ,p

S

f = fb + fl + fs,p

fb fl fs,p
S

S n

us · n|S = u f · n|S .
S

σs,n |S = −p f

σs,n S p f

⎡⎢⎢⎢⎢⎣
s

ρ T
s f f

⎤⎥⎥⎥⎥⎦
[
¨
¨

]
+

[
s − s f

f

] [ ]
=

[
s

f

]
.

R¨R + R R = R



R =
T ; R =

T ; R =
T

R R R

R
m s

[
mm ms

sm s s

] [
¨m
¨s

]
+

[
mm ms

sm s s

] [
m

s

]
=

[
m

s

]
.

m =

ξ

s =

s sΦ = λ s sΦ

λ Φ

s = − −
s s sm m +

∑
Φiξi = Ψ m +Φξ.

[
m

s

]
=

[
Ψ Φ

] [
m
ξ

]
=

[
m
ξ

]
.



i = c +Θc × c i

i i c
Θc

c i i

i = v̂i
(
c +
( − ( c + c × c )

)
× i
)

=
∑
i
v̂i
((

T
i i
)
−
(

i
T
i

))
.

i i

c c c i
¯

i

i = i − ¯; c = c − ¯

¯ =
∑
i
v̂i i ; v̂i =

vi∑
i vi
.

i c i
i vi

c =
∑
i
v̂i i

Θc =
∑
i
v̂i

c i

| c i |
× i .

vi = .



vi = − | c i || c | ; vi = −
( | c i |
| c |
)

c

uI
RMS ( f ) =

n

√√ n∑
i=

ui

ui i n

uI I
RMS = m

√√√ m∑
j=

uI
RMS ( f j )

uI
RMS ( f j ) j m

Ured
Upost

Upr e

Ur ed =
Upr e −Upost

Upr e
.



i A ΦA
i

j B ΦB
j

=

����(ΦA
i )T (ΦB

j )
����

(ΦA
i )T (ΦA

i )(ΦB
j )T (ΦB

j )
.

i

=

��� f A
i − f Bi

���
f Bi

f A
i i A f Bi i
B

Ac t ion =
∫
ω
E (ω)dω

E

E = Ekinet ic + Est r ain

ω

Ekinet ic =

∫
V
ρv · vdV

Est r ain =

∫
V

σ : εdV

ρ σ ε









 
Concrete slab

Construction site 

for Max IV

Measuring point

100 m



0 5 10 15 20 25
−1.5

−1

−0.5

0

0.5

1

1.5
x 10

−4

Time (s)

V
e
lo

c
it

y
 (

m
/s

)

Cars Cars

Truck

iω



0 10 20 30 40 50 60 70 80 90 100
60

70

80

90

100

110

120

130

140

150

Frequency (Hz)

|U
| 
(d

B
)

−

Time (s)

Fnorm

1

0
0.8

Fnorm



E, ν, ρ, η







�����������



�����������



Soil

Bedrock

f(t)

100 m

Evaluation
Road

5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency (Hz)

M
a
g
n
it

u
d
e

 

 

η=0.05

η=0.10

η=0.15

η=0.20



Z = c ρ

×



300 m

700 m

16 m

16 m



0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

−6

Frequency (Hz)

|V
|

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

−6

Frequency (Hz)

|V
|

Frequency (Hz)

0 5 10 15 20

D
is

p
la

c
e
m

e
n
t 

(m
)

1.E−14

1.E−13

1.E−12

Without a barrier

With an open barrier

Frequency (Hz)

0 5 10 15 20

D
is

p
la

c
e
m

e
n
t 

(m
)

1.E−14

1.E−13

1.E−12

Without a barrier

With an open barrier



Frequency (Hz)

0 5 10 15 20

D
is

p
la

c
e
m

e
n
t 

(m
)

1.E−14

1.E−13

1.E−12

Horizontal disp.

Vertical disp.

Frequency (Hz)

0 5 10 15 20

D
is

p
la

c
e
m

e
n
t 

(m
)

1.E−14

1.E−13

1.E−12

Horizontal disp.

Vertical disp.









f(t)

Barrier

(1) (2)

(3)
(4)

(5)
Wave front











1.2

0.75

1.7

6.8

(DN100)

(DN150)

(DN150)

(DN150)

×



60

60

12

4

10

4.1

◦C ρ

c





−



5 10 15 20 25 30
10

−2

10
−1

10
0

10
1

10
2

D
is

p
la

c
e
m

e
n
t 

(n
m

)

Frequency (Hz)

 

 

Type A

Type B

Type C

Type D

5 10 15 20 25 30
10

−2

10
−1

10
0

10
1

10
2

D
is

p
la

c
e
m

e
n
t 

(n
m

)

Frequency (Hz)

 

 

Type A

Type B

Type C

Type D

−





























Numerical study of reduction in ground vibrations by using barriers
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a b s t r a c t

Reduction in traffic-induced ground vibrations by the use of barriers is investigated. The traffic load char-
acteristics were measured for motorway traffic. The effects of parameters on various types of barriers
were examined by the use of a finite element model that was calibrated to green-field measurements.
The model involved a layered soil and bedrock. The depth of a trench and the elastic modulus of a solid
back-fill material were found to be the most important parameters to consider. In investigation of the
effects of infiltration of water into an open trench, a coupled finite element formulation of the water
and the soil was applied. Infiltration of water was found to decrease the achieved reduction. At long
distances from the vibration source, of around 500 m and longer, amplification in vibration level can
be seen when a trench has been installed. It was also found, at long distances, that the motion of the
ground surface follows the motion of the bedrock.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Occasionally, very strict vibrational requirements are specified
for vibration-sensitive equipment used in high-tech facilities, such
as large ground telescopes, radar towers and synchrotrons. High-
tech facilities are often located in the vicinity of vibration sources
of significant amplitude, such as trafficked roads and rail- and
tramways. Traffic-induced ground vibrations can propagate to
facilities nearby and lead to the vibration requirements for sensi-
tive equipment being exceeded. It can be desirable in such cases
to reduce the ground vibrations. The traffic-induced vibrations
can be reduced by various means, such as shaping the landscape
surrounding the facility or by placing a wave barrier in front of
the facility [1,2].

Installing a wave barrier in the ground between a vibration
source and a facility creates a discontinuity for the propagating
waves. Waves that are incident to the trench give rise to different
types of waves. These can be divided into five separate groups
(see Fig. 1): (1) Rayleigh waves reflected back by the barrier, (2)
Rayleigh waves transmitted through the barrier, (3) body waves
from the barrier propagating downwards and back, (4) body waves
from the barrier propagating forward and (5) waves propagating
through the soil and the bedrock, under the barrier. Ground
vibrations after the barrier has been passed are caused by (2), (4)
and (5).

In the present paper, barrier is used as an umbrella term for var-
ious types of barriers. More specific, an empty barrier is referred to
as a trench, a trench back-filled with a solid material is referred to
as a solid barrier, and a trench infiltrated by water is simply
referred to as a water-infiltrated trench.

1.1. Earlier studies

Since the pioneering work by Woods in 1968 [5], barriers used
for reducing ground vibrations have been studied extensively. Sev-
eral investigations of the effectiveness of wave barriers in terms of
reduction in ground vibrations have been carried out, through field
tests and numerical simulations by means of both the boundary
element (BE) method and the finite element (FE) method, as well
as combination of the two (FE–BE).

Extensive scaled field tests were performed in [5], in order to
study the effectiveness of trenches, both close to the vibration
source and at a considerable distance from it. On the basis of the
experimental findings, certain guidelines concerning the dimen-
sions of a trench to achieve maximal reduction in the ground vibra-
tions are presented. It was also concluded that, because it is
difficult to extrapolate full-scale tests from results of small-scale
field tests, numerical investigations are of interest. Numerical stud-
ies of the effectiveness of barriers in terms of reduction in ground
vibrations by means of the BE method have been carried out by, for
example, [6–16]. The FE method is also extensively used in studies
by, for example, [17–21]. Coupled FE–BE methods for studying the
effectiveness of barriers in terms of reduction in ground vibrations
have been employed by, for example, [22–26].

http://dx.doi.org/10.1016/j.engstruct.2016.02.025
0141-0296/� 2016 Elsevier Ltd. All rights reserved.
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Some general conclusions from the numerical investigations are
that trenches provide a more effective vibration isolation than soil
barriers and that the depth of a trench being the one parameter
that has the greatest effect on the effectiveness and the width
could be negligible while the distance to the vibration source
may be important to consider. Further conclusions are that the
effectiveness of barriers depend upon the material parameters of
the filling material and that barriers, as well as, sheet-pile walls
and row of piles can be suitable for reducing ground vibrations.
The use of a softer filling material increases the effectiveness of a
solid barrier and also permits larger depths to be used than in
the case of a trench, the depth of a solid barrier is more effective
than increasing its width. Several studies, e.g. [20,24–27], also
points out that the impedance mismatch, of the back-filling mate-
rial and the surrounding ground, is the key factor of determine the
efficiency of a barrier. Since the variation of the mass density, Pois-
son’s ratio and the loss factor of the filling material is in practice
small, at least compared to the elastic modulus, they were found
to not appreciably affect the effectiveness of a solid barrier. Also,
a concrete lid placed on top of a trench with double sheet-pile
walls, for safety reasons, and the inclination of the trench were
found to not affect the effectiveness to any marked extent.

1.2. Present study

The main objective of the study was to investigate the use of
barriers for minimising traffic-induced vibrations. This was per-
formed by establishing FE models, validated by green-field mea-
surements, resulting in a model with a layered soil and bedrock
able to predict the effectiveness of using a wave barrier. The char-
acteristics of the applied traffic load was determined from vibra-
tional measurements conducted at a motorway. Trenches, solid
barriers and water-infiltrated trenches parallel to a motorway
were studied. Installation of a wave barrier disturbs the wave front
and reflects waves into the bedrock. Wavelengths being less atten-
uated in the bedrock than in the soil. Therefore, the reduction in
ground vibrations at distances far from the barrier may be affected
by the waves propagating under the barrier in the bedrock. Thus,
the reduction obtained at distances far from the barrier was stud-
ied. The effects of infiltration of water into a trench were examined
by employing a coupled FE model of the water and the soil, taking
the interaction between them into account. Moreover, parametric
studies of geometric parameters of a trench and studies of the
material parameters of a filling material in a solid barrier were
performed.

In the paper, the synchrotron facility, Max IV, serves as an
example case. Fig. 2 presents an architectural sketch of the facility.
It is built approximately 100 m from the motorway E22. An
electron beam is to be controlled by a large number of magnets
that are distributed along the ring-shaped building. Since the qual-
ity of the measurements obtained is dependent upon the vibration
level of the magnets, very strict vibration requirements are

specified. The vibration requirements regarding vertical displace-
ments of the magnets are especially strict, its being required that
these be less than 20–30 nm in root-mean-square (RMS) per sec-
ond within a frequency span of 5–100 Hz.

2. Numerical calculations

In the section, the governing theory of structural dynamics and
of fluid–structure interaction (FSI) are presented.

2.1. Structural dynamics

The differential equation of motion for the continuum formula-
tion of a three-dimensional solid is written as

~$TrS þ bS ¼ qS
@2u
@t2

ð1Þ

where rS is the stress tensor, bS is the body force vector, qS is the

mass density, u is the displacement vector, ~$ is a differential oper-
ator and t is the time. With use of Galerkin’s method, the FE formu-
lation for a structural domain becomes [28,29]

Ms€uþ Ksu ¼ fs ð2Þ
whereMs is the mass matrix, Ks the stiffness matrix, fs the load vec-
tor and u the nodal displacement vector. Since damping has to be
included in the numerical model in order to obtain a realistic
response, a rate-independent damping model was assumed since
it provides a better match to the real behaviour of soils than other
simple available damping models. A limitation of the assumed
damping model is that it cannot be used in the time domain. Thus,
the damping was described by a loss factor, introduced by the struc-
tural damping matrix [30].

2.2. Fluid–structure interaction

In order to investigate a trench infiltrated by water, FSI was con-
sidered. Two governing equations can be employed for describing
the pressure field of a homogeneous acoustic fluid, which is
assumed to be inviscid, irrotational (curl uf ¼ 0), compressible
and to undergo small pressure changes. The equation of motion,
the volumetric drag being neglected here, can be written as

q0
@2uf

@t2
þ $p ¼ 0 ð3Þ

where q0 is the static density, uf is the fluid displacement vector, t is
the time, $ is the gradient operator and p is the acoustic fluid pres-
sure [31,32]. The constitutive equation for a barotropic fluid with
constant density can be written as

p ¼ �c2q0$uf ð4Þ
where c is the speed of sound. With use of Eqs. (3) and (4), the wave
equation for the acoustic fluid, the pressure serving as the field vari-
able, can be written as the Helmholtz equation

@2p
@t2

� c2$2p ¼ 0: ð5Þ

By expressing the pressure as a complex harmonic function

p ¼ p̂eixt ð6Þ
the wave equation in the frequency domain becomes

$2p̂þx2

c2
p̂ ¼ 0: ð7Þ

Thus, with use of Galerkin’s method, the FE formulation for the
acoustic fluid domain can be written as

f(t)

Barrier

(1) (2)

(3)
(4)

(5)
Wave front

Fig. 1. Different waves stemming from waves incident to a barrier.
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Mf €pþ Kfp ¼ f f ð8Þ
where p is the nodal pressure vector.

2.3. Coupling of domains

Continuity in fluid and structural displacements is assumed in
the direction normal to their common boundary S. By introducing
a normal vector, n, the kinematic boundary condition can be for-
mulated as

us � njS ¼ uf � njS: ð9Þ
Due to the continuity in pressure at S, the static boundary condition
for the coupling can be formulated as

rs;njS ¼ �p ð10Þ
where rs;n is the stresses at S in the normal direction.

By introducing a coupling matrix, H, the complete fluid–struc-
ture system of equations can be written as

Ms 0
q0H

T
sf Mf

" #
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

M

€u
€p

� �
|ffl{zffl}

€x

þ Ks �Hsf

0 Kf

� �
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

K

u
p

� �
|ffl{zffl}

x

¼ fs
f f

� �
|ffl{zffl}

q

: ð11Þ

2.4. Characteristics of the road traffic

Experimental testing of traffic-induced vibrations was carried
out at the Max IV site. For such vibrations, strains are usually at
a level such that the assumption of linear elasticity is applicable.
With use of a system of linear equations, the frequency content
of the traffic load was considered by scaling the calculated dis-
placements with the obtained frequency spectrum.

It is known from previous work by the authors [33–35] con-
cerning the example case used here, that when taking account of
both internal and external vibration sources the material parame-
ters (concerning practical values of them) of the soil have a strong
effect on the vibration level that occur in sensitive areas in the
facility, whereas structural modifications of the facility itself have
only a slight effect. It was also concluded that external vibration
source frequencies exceeding 25 Hz are effectively damped out in
the soil so that they have only a negligible effect on the vibration
level in sensitive areas, which is in line with studies of other site
conditions, see for example [36]. As the vibration requirements

for Max IV are especially strict within a frequency span of 5–
100 Hz, a frequency span of 5–25 Hz for the traffic load was consid-
ered. The frequency range of interest corresponds to Rayleigh
wavelengths of the top soil layer of 45–9 m.

The frequency content of the traffic load at the E22 motorway
near the facility (cf. Fig. 2) was evaluated on the basis of green-
field in-situ measurements; see Fig. 3 for a schematic presentation
of the test set-up. Full velocity–time series were measured by geo-
phones at the top of the slope of the road embankment of the
motorway during the passage of trucks, which generated the high-
est measured velocities. The ten events having the highest velocity
amplitudes caused by heavy trucks during the period of one hour
were registered. A displacement spectrum was obtained by divid-
ing the velocity spectrum by ix. Fast Fourier Transformation of
the displacement spectrum was performed to determine the fre-
quency content of the response at the embankment. Since high fre-
quencies are damped out quickly in the soil, the measurements on
the embankment do not have the same frequency content as the
traffic load. However, in the frequency range of interest (below
25 Hz) this difference was assumed to have a negligible effect
because of the distances between the load (on the truck wheels)
and the embankment being so short.

In order to account for the frequency content of the traffic load,
the median value (50% quantile) of the measured data was calcu-
lated for each frequency and used for scaling the frequency
response function (FRF) obtained from the FE analyses; see Fig. 4.

2.5. Evaluation

An RMS value was used as a measure of the vibration magni-
tude for evaluation and comparison purposes. The RMS value of
the displacements from the steady-state analyses was determined
by

URMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xm

i¼1
Uðf Þ2i

r
ð12Þ

where URMS is the RMS value of the displacements, Uðf Þi is the mag-
nitude of the displacement at each frequency and n is the number of
frequencies in the interval.

To determine the effectiveness of the barrier, an average dis-
placement reduction factor was calculated by the use of five
equally spaced evaluation points; see Eq. (14). The points were
located at, 100, 150, 200, 250 and 300 m from the load, i.e. at the

Fig. 2. The buildings of the Max IV facility as they are expected to appear, as well as the nearby E22 motorway, as rendering in a drawing [3,4].
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location of the ring-shaped building; see Fig. 5. The displacement
reduction factor, Ured, pertains to the vibrational amplitude after
a barrier had been installed (post-barrier), Upost , to the amplitude
prior to its being installed (pre-barrier), Upre, in accordance with
Eq. (13). Upre and Upost were determined on the basis of the complex
displacement magnitudes for the different frequencies and were
calculated as the RMS values at the evaluation points, in accor-
dance with Eq. (12). Ured and �Ured are defined as

Ured ¼ Upre � Upost

Upre
ð13Þ

�Ured ¼ 1
m

Xm
i¼1

Ured;i ð14Þ

where m is the number of evaluation points.
In order to investigate effects of installation of a barrier on long

distances from the vibration source, the action value was used,
defined as

Action ¼
Z
x
EðxÞdx ð15Þ

where the total energy, E, is calculated as

E ¼ Ekinetic þ Estrain ð16Þ

using the cyclic mean value of the kinetic energy and of the strain
energy. The kinetic energy and the strain energy, defined as

Ekinetic ¼
Z
V

1
2
qv � vdV ð17Þ

Estrain ¼
Z
V

1
2
r : �dV ð18Þ

were evaluated from the FE analyses.

3. The finite element model

In the numerical example employed, the geotechnical condi-
tions at the Max IV site were employed [37,38]. The soil consisted
of 16 m of two different clay tills identified as Low Baltic clay till
covering the stiffer Northeast clay till on top of bedrock consisted
of sandstone and shale. The geometry of the FE model was that of
the road, the barrier, 16 m of soil and 100 m of bedrock; see Fig. 5.
The road was modelled as having a layer of asphalt covering a layer
of unbounded granular material. A 2D FE model was developed
with the use of the FE software package Abaqus [39]. The barrier
being assumed to be much longer than the structure to be pro-
tected, i.e. wave phenomena that occurs at the edges are assumed
to have negligible effect on the obtained ground vibration level
and, therefore, not affect the effectiveness. In order to develop an
FE model and to ensure that the analyses provided results of ade-
quate accuracy, studies have been conducted to investigate the
influence of various parameters such as the aspect ratio and size
of the finite elements, the size of the model geometry and reflec-
tion of waves at boundaries. The size of the model was determined
to be 116 � 350 m2 (height �width). Quadrilateral 8-node plane
strain elements obtained by quadratic approximation using
reduced integration were employed. To simulate the far-field con-
ditions and avoid boundaries with significant reflections, 5-node
quadratic one-way infinite elements were employed. In these ele-
ments, viscous absorbing boundaries are employed [40]. The soil
materials had for the most part an element size of 2 � 2 m2, the
bedrock having mainly an element size of 2 � 9 m2, thus an ele-
ment mesh with a minimum of nine element nodes representing
the shortest wavelengths was employed; see Fig. 6. The model con-
tained approximately 3800 elements with approximately 11,800
degrees of freedom.

The vibrations with the highest amplitudes occur when the road
is heavily trafficked, thus the traffic load can be regarded as a line
load. This assumes, however, that all loads acts in phase. In the
comparative studies on the effectiveness presented here, it is
assumed to have a negligible effect. An FRF was obtained by apply-
ing a harmonic load of 1 N for frequencies from 5 to 25 Hz in steps
of 0.1 Hz. In order to account for the characteristics of a traffic load,
the FRF was scaled with the frequency spectrum of the measured
traffic load; see Section 2.4.

Local variations within each layer of the road materials, the soil
layers and the bedrock, such as strata and granularity, were
assumed to be small as compared with the wavelengths in the fre-
quency range of interest. Thus, the road materials, the soils and the
bedrock can be modelled as isotropic homogeneous materials [41].
The material parameters employed were evaluated from both
geotechnical and geophysical green-field measurements that were
carried out in-situ in collaboration between the authors and partic-
ipating companies. The mass density was evaluated mainly
through soil sampling. The elastic modulus was determined from
correlations between the results of numerical simulations and of
falling weight deflectometer (FWD) tests and on the basis of rela-
tionships between vertical seismic profiling measurements and
to surface seismic data. Relating the speed of the pressure wave
and of the shear wave to one another enables Poisson’s ratio to also
be determined. The loss factor was evaluated by comparison

Construction site 

for MAX IV

Measuring point

100 m

Fig. 3. Schematic measurement setup.
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Fig. 4. The magnitude spectrum of displacements, U(f), as obtained on the basis of
measurements. The 95% and the 5% quantile curves, respectively, are shown as
dashed lines. The median value (50% quantile), being used in the numerical
analyses, is shown as a red solid line. A reference displacement of 10�12 m being
used here.
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between three-dimensional FE simulations and measurements
data obtained from FWD tests at site. Thus, the FE model was cal-
ibrated with in-situ measurement data; see Table 1 for the
employed material parameters and stratification.

The infiltrated water was modelled as an acoustic fluid by
means of FSI analyses. In modelling of the water, 8-node biquadra-
tic acoustic pressure elements were employed. The water was
assumed to have a temperature of 10 �C, the static density, q0,
being set to 1000 kg/m3 and the speed of sound, c, to 1450 m/s
resulting in a bulk modulus, K, of 2.10 GPa. The pressure at the free
surface of the acoustic medium was prescribed to zero.

4. Parametric study of barriers

In order to visualise that wave barriers have an large influence
on the propagating wave front, the vertical complex magnitudes of
the displacements from simulations with and without a trench are
shown for a harmonic load at 15 Hz are shown in Fig. 7. As shown,
for the case with a trench, the wave front is directed downwards
into the bedrock, propagates forward through the bedrock and
excites the soil layers. It is also visible in the figure that the vibra-
tion level at the ground surface to the right of the trench are
decreased, in comparison to the situation without a trench.

4.1. Trench as wave barrier

A parametric study of trenches was carried out for differing
locations, widths and depths. As a base state, the trench was placed
at a distance, x, of 50 m from the centre of the road, having a width,
w, of 1 m and a depth, d, of 12 m (the same as the depth of the top
soil layer); see Fig. 5 for the notations. Each parameter was varied
from the base state while the other parameters were kept constant.

The reduction in the vibration level is shown in Fig. 8a as a func-
tion of the depth of the trench. The depth, d, was varied between 0
and 16 m. The reduction becomes larger as the depth is increased.
It is evident that in the present case, the trench needs to be deeper

than 4 m in order for the vibration level at the facility to be reduced
appreciably. The largest change was found to be for the increase
from 6 to 10 m in depth. Between 6 and 10 m the reduction in
the vibration level increases from 21% to 55%. For a trench deeper
than 10 m, the waves propagating in the bedrock appear to domi-
nate. A reduction of 65% could be obtained by having a depth of
16 m.

The width, w, of the trench was varied between 0.25 and 4 m. It
was found that the width has only a very slight effect on the reduc-
tion in the vibration level. For a shallow trench, the effect of the
width was not investigated, although the width may have a stron-
ger effect on the vibration level. A reduction of between just 62%
and 65% was obtained for the different widths that were studied.

A barrier reflects incident waves but also contributes to distur-
bances in the wave front, this causing refraction and diffraction of
the propagating waves. The changes in speed and in the direction
of the wave front due to reflection, refraction or diffraction results
in interference of the waves at certain distances from the barrier.
Thus, the most effective location, in terms of reducing vibrations,
for the barrier could be sought. A study of the influence of the loca-
tion of a trench was carried out. The distance between the motor-
way (the vibration source) and the ring-shaped building (the
receiver), was 100 m. In consideration of this, the location of the
trench was varied between a distance, x, of 10 m (active screening)
and a distance of 90 m (passive screening) from the motorway. In
Fig. 8b the reduction obtained in the vibration level is shown for
various locations of the trench. It was found that the most effective
locations of the trench were, in practice, between 20 and 80 m
from the road. Note that the effect of the location is somewhat
slight.

4.2. Solid wave barrier

In practice, it can be difficult to use trenches due to the infiltra-
tion of water and safety aspects that needs to be considered. This
motivates the use of barriers with a filling material of some sort.
Use of solid barriers also allows a greater depth because of the lack
of need for lateral support at the sides. A parametric study of the
material properties of the filling material was carried out. Four
material parameters were varied, those of the elastic modulus,

Soil layer 1

Soil layer 2

Bedrock

f(t)

x w

Barrier d

2D D D D D

Evaluation points

Fig. 5. FE model. Distance, D = 50 m.

Soil layer 1

Soil layer 2

Bedrock

2 m

2 m

9 m

Fig. 6. Schematic drawing of the FE mesh.

Table 1
Material parameters and stratification [38].

Parameter Asphalt UGM Soil layer
1

Soil layer
2

Bedrock

Depth (m) 0.15 0.5 12 4 100
Elastic modulus

(MPa)
5000 315 378 1136 8809

Loss factor 0.10 0.10 0.10 0.10 0.04
Mass density (kg/m3) 2600 2300 2125 2125 2600
Poisson’s ratio 0.25 0.20 0.48 0.48 0.40
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the loss factor, the mass density and Poisson’s ratio. The solid bar-
rier was placed 50 m from the centre of the road, having a width of
1 m and a depth of 12 m (the same depth as the top soil layer). It
was assumed, as a base state, that the material properties of the
filling material were the same as the top soil layer; see Table 1.
Each material parameter was varied from the base state while
the others were kept constant.

The elastic modulus was varied between 1 and 50,000 MPa. In
Fig. 9a, values of the elastic modulus lower than that of the top soil
layer (the base parameter) are shown. As can be seen in the figure,
up to a value of approximately 35 MPa, the elastic modulus has a
marked influence on the effectiveness of the barrier in reducing
the degree of vibration. A reduction of from 39% to 10% was
obtained in varying the value of the elastic modulus from 1 to
35 MPa. As the elastic modulus approaches zero, the reduction in
the vibration level approaches the same level as that for a trench,
although it may not have exactly the same level, due to the mass
density of the material of the barrier. For the frequency range con-
sidered here (5–25 Hz), with high elastic modulus of the barrier
material, e.g. 20 and 50 GPa, the achieved reduction of the barrier
was negligible. For those elastic modulus, a reduction of about 3%
was seen for the evaluation point located 100 m from the road.
However, for the other four evaluation points, amplification of up
to 3% was shown. Thus, a very little effect of the barrier was seen
during these conditions. A strong frequency-dependence was,

however, seen here. Hence, for higher frequencies the achieved
reduction may be different. It should be noted that in other publi-
cations, such as [7,8,22,25], a stiff barrier has been shown to be
beneficial to install. For the analyses presented in the present
paper, varying the elastic modulus to a value larger than that of
the top soil layer has only a slight effect on the reduction in the
vibration level.

The loss factor was varied between 0.01 and 2, the mass density
was varied between 10 and 3000 kg/m3 and Poisson’s ratio was
varied between 0.01 and 0.48. Since the trench is narrow, varying
those parameters of the filling material only has a slight effect of
the degree of reduction.

4.3. Water-infiltrated trench

To investigate the effects of water infiltration into a trench, a
parametric study was carried out by considering fluid–structure
interaction (FSI) in the FE analyses, in which the water level in a
trench was varied. The depth of the trench was set to 16 m, was
placed 50 m from the motorway and having a width of 1 m. The
water level in the trench was varied between 0 and 16 m (0 m cor-
responding to a trench 16 m deep containing no infiltrated water),
while the other parameters were kept constant. Variation of the
water level in the trench can be a result of, for example, heavily
precipitation or of installation of water pumps that drains the

Fig. 7. Simulation results of the complex magnitude of the vertical displacements at 15 Hz, (a) without a trench and (b) for a trench with the geometry x = 40 m, w = 1 m,
d = 16 m (same as the soil). Note that the colours in the two plots represents the same values, ranging from zero vibration amplitudes (blue colour) to maximum (0.4 nm, red
colour). The full extension of the soil and of the bedrock are not shown here.
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Fig. 8. Average reduction in the vibration level (displacement), (a) versus the depth of the trench and (b) versus the location of the trench.
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trench by pumping out infiltrated water. The variation of the water
level interacts with the groundwater level and can, therefore, affect
the material parameters of the soil in proximity to the trench. Due
to the clay tills’ very low hydraulic conductivity, the changes in the
groundwater level were assumed to be a local phenomenon and,
therefore, not affecting the relatively long wavelengths in the soil
within the frequency range of interest.

As can be seen in Fig. 9b, the water level in the trench can affect
very markedly the obtained reduction in the vibration level. A
reduction of between 65% and 21% was obtained for the various
water levels. The reduction, caused by the trench when it is empty,
decreases only very slightly up to a water level of 6 m, and
decreases rapidly then up to a water level of 10 m, these higher
water levels enabling more of the P-waves to travel through the
trench (S-waves cannot propagate in water). Within the water
levels of 10–14 m the phenomena involved seeming to interact
and to have about the same effect. At higher water levels, between
14 and 16 m, the reduction increases.

4.4. Effects of long distances from the source

As mentioned in the beginning of Section 4, the presence of a
wave barrier in the ground directs incident waves into the bedrock,
then propagating forward through the bedrock and excites the soil
far from the barrier. The distances considered in the previous para-
metric studies, lead to a reduction in the vibration level at the loca-
tion of the facility. It has been noted, however, that the reduction is
decreasing with larger distances from the vibration source. In this
subsection, the causes for the reduction achieved by installing a
wave barrier decreases, or even leading to occurrence of amplifica-
tion, at long distances from the vibration source, are presented.

The length of the FE model used in the previous subsections is
extended here to 1500 m in order to evaluate vibration level at
very long distances from the barrier. For the simulation results pre-
sented in this subsection, the barrier involved constitutes of a
trench with base parameters according to Section 4.1.

The average reduction in vibration level versus the location of
the evaluation is shown in Fig. 10 for two different frequency
ranges. The reduction achieved is somewhat constant at distances
of around 500 m and further from the vibration source. Applying
the frequency range of interest (5–25 Hz), a reduction is shown
at all distances considered, i.e. 100–1200 m in steps of 100 m. If,
however, frequencies between 10 and 25 Hz is considered,
amplification occurs at distances of 600 and 800–1200 m from
the vibration source.

In Fig. 11, each subfigure (a–f) consists of two plots (upper and
lower), valid for evaluation at 200–1200 m from the vibration
source. In the upper plots the obtained reduction by installing a
trench is shown and in the lower plots the displacement response
on the ground, with and without a trench, is shown. By comparing
the responses on the ground surface (lower plots) at the various
distances, it is found that the response is somewhat similar at dis-
tances of about 700–800 m and further away from the vibration
source.

The displacements evaluated on both the ground surface and at
the interface between the lower soil layer and the bedrock are
shown in Fig. 12 for two different distances from the vibration
source. Considering a distance of 200 m from the source and com-
paring the response on the ground surface with the response on
the bedrock, there is a marked difference in the frequency
response. At a distance of 1000 m, however, the behaviour of the
response on the ground surface and at the interface, respectively,
are somewhat similar, i.e. the frequency peaks occurring at the
same frequencies. Since waves in the soil are dampened out faster
than in the bedrock, the vertical motion of the soil layers follows
the vertical motion of the bedrock at long distances from the vibra-
tion source. In Fig. 12b it is shown that the vertical displacements
are larger, for some frequencies, at the soil–bedrock interface than
on the ground surface. Applying a lower loss factor of the bedrock
leads to an even larger difference in the response at those frequen-
cies (especially 13–17 Hz), where the displacements are larger on
the soil–bedrock interface than on the ground surface. Note that
this is only valid for lowering the loss factor of the bedrock. By,
increasing the loss factor of the soil, not only the attenuation of
the waves in the soil increases but also results in that the amount
of energy propagating down into the bedrock decreases.
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Fig. 9. Average reduction in the vibration level (displacement), (a) versus the elastic modulus of the solid filling material and (b) versus the water level in the trench.
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In Fig. 13, the location of the element sections (I, II and III) used
for evaluating the energy is shown. The volume used for calculat-
ing the energy according to Eqs. (17) and (18), is here defined as
a unit length in the direction of the road multiplied with the finite
element area. Section I is located 50 m from the vibration source,

i.e. at the same location as the trench. Section II is located 100 m
from the source and Section III is located 1000 m away. Table 2
presents values of the Action (frequency-integrated energy), for
the three different element sections; see Eq. (15). In Table 2 it is
seen that at the location of the trench (Section I), the action is

Fig. 11. Lower plots; complex magnitude of the vertical displacements, evaluated on the ground surface at various distances from the vibration source (solid line: without
trench, dashed line: with trench). Upper plots; the reduction for the case of with and without a trench, respectively. Amplification is shown as negative reduction, a reference
displacement of 10�12 m being used here.
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Fig. 12. Complex magnitude of vertical displacements, evaluated on the ground surface as well as at the interface between the lower soil layer and the bedrock, at 200 and
1000 m, respectively, from the vibration source. A reference displacement of 10�12 m being used here.

P. Persson et al. / Engineering Structures 115 (2016) 18–27 25



41% higher in the bedrock for the FE model with a trench as com-
pared to the bedrock in the model without a trench. It is also seen
that at 100 m (Section II) from the location of the excitation, the
energy in the bedrock for the trench model represents 77% of the
energy present in the complete section, as compared to the model
without a trench where the energy in the bedrock only represents
24% of the energy present in the complete section. The action in the
bedrock at 100 m from the vibration source was, however, essen-
tially the same for the two different models. The installation of a
trench resulting therefore in higher energy content in the bedrock
as compared to prior an installation.

Note that the direction of the flowing energy was not analysed
in the study, i.e. energy in the bedrock directed away from the
ground surface is still accounted for in determining the action
value. The direction of the energy flow may be calculated applying
transient loads and determining the gradient of the total energy.

5. Concluding remarks

Reduction in traffic-induced ground vibrations through the use
of wave barriers was investigated in a numerical parametric study
employing a FE model, validated by green-filed in-situ measure-
ments. The effects of the geometric parameters of a trench, the
material parameters of a solid filling material, and of the infiltrated
water into a trench considering FSI were examined, as well as the
effect on obtained reduction at longdistances away from the barrier.

The results obtained from the investigation of wave barriers,
considering the measured frequency content of a traffic load are
in line with the general conclusions drawn from the earlier studies
in the area (cf. Section 1.1); the depth of a trench being the one
parameters that has the greatest influence on the effectiveness,
the width could be negligible while the distance to the vibration
source may be considered. The findings regarding the material
parameters of the fillingmaterial are alsomatching the general con-
clusions; the effectiveness of barriers depends upon the material

parameters of the filling material. The use of a softer filling material
increases the effectiveness of a barrier, the depth of a barrier ismore
effective than increasing its width. Since the barriers investigated
here are narrow, themass density, Poisson’s ratio and the loss factor
of the fillingmaterial, within practically values of them, were found
to not appreciably affect the effectiveness of a barrier.

On the basis of the results obtained, the following conclusions
are highlighted.

� The infiltration of water into, as well as draining of water in, a
trench can strongly affect the reduction in the vibration level
that the presence of a trench results in. The effectiveness of a
trench decreases when any large amount of infiltrated water
is present since water transmits P-waves. A water level of
12 m in a trench 16 m deep was found, for example, to decrease
the reduction in the vibration level from 65% to 21%.

� The impedance mismatch, which is the controlling parameter
for the effectiveness of a trench, depends on the wave velocity
and the mass density. Considering practically possible useful
material parameters, the mass density of the solid filling mate-
rial has little effect, thus the wave velocity being the important
parameter. The wave velocity, however, could be described by
the elastic modulus and Poisson’s ratio, and since Poisson’s ratio
do not has a marked influence on the effectiveness (within a
practical values), the elastic (or shear) modulus can be sufficient
to consider in determining the effectiveness of a solid barrier
material.

� At distances of 500–700 m and further from the vibration
source, various phenomena occurs that are not seen at shorter
distances. At those distances, the reduction achieved in the
vibration level by installing a trench in the ground is decreased
to a plateau of approximately 15% for the frequency range of
interest. By considering a different frequency range, amplifica-
tion of the ground surface amplitudes can be seen for distances
of around 600 m or longer. It was also concluded that at dis-
tances of around 700 m and longer, the vertical displacements
of the ground surface follows the vertical displacements of the
bedrock.
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a b s t r a c t

Reduction in traffic-induced ground vibrations by the use of shaped landscapes is investigated here by
shaping the landscape surrounding a high-tech facility, using the landscape thus produced as a wave
obstacle. The effects of the geometric parameters of a shaped landscape were examined in parametric
studies. An architectural landscape design was also investigated in terms of its effectiveness in reducing
traffic-induced ground vibrations. Finite element models, analysed in the frequency domain, were
employed. The models involve a layer of soil and the underlying bedrock. It was found that anywhere
from an appreciable reduction to an appreciable amplification of the vibrations produced can occur,
depending upon the geometric parameters of the shaped landscape involved. The most effective shape
was found for a topography that acted as a waveguide that reduced the level of vibration by
approximately 35%.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Occasionally, very strict vibrational requirements are specified
for sensitive equipment used in high-tech facilities, such as radar
towers and synchrotron facilities. Regardless of whether the
sensitive equipment in itself is a significant source of vibration,
or not, it is important to isolate it from external vibrations.
High-tech facilities are often located in the vicinity of sources
of vibrations of significant amplitude, radar towers often being
found near rocket-launching facilities, for example, and synchro-
trons near heavily trafficked roads, the latter for logistic reasons.
The traffic-induced ground vibrations can propagate to facilities
nearby and lead to the vibration requirements for sensitive
equipment there being exceeded. It can be desirable under such
conditions to reduce the ground vibrations by the use of wave
obstacles. The traffic-induced vibrations can be reduced by various
means, such as by shaping the landscape between the road and
the facility.

It is known from the previous studies [1–3] concerning the
synchrotron facility MAX IV in Lund, Sweden, that the material
parameters of the soil there have a strong effect on the vibration
levels that occur in sensitive parts of the facility, whereas struc-
tural modifications of the facility itself have only a negligible

effect. Most of the vibration energy produced by vibrations
induced on the ground surface is transmitted by Rayleigh surface
waves that propagate close to the ground surface. Since Rayleigh
waves attenuate with horizontal distance as well as with depth,
the ground vibrations can be reduced by constructing a suitable
wave obstacle in the ground between the wave source and
the facility that is to be protected. Body waves propagate as a
hemispherical wave front, whereas Rayleigh waves propagate
radially as a cylindrical wave front [4]. The attenuation of the
body waves is thus proportional to 1=r, the attenuation of the
Rayleigh waves, in contrast, being proportional to

ffiffiffiffiffiffiffiffi
1=r

p
. Thus, at a

relatively large distance from a vibration source the Rayleigh
waves become the dominant wave form.

Constructing a shaped landscape as a wave obstacle between
a vibration source and a facility creates a discontinuity for the
propagating waves. Waves that are incident to the shaped land-
scape show different types of behaviours that are associated with
changes in direction of the propagating waves. They are subjected
to reflection as well as diffraction at the boundaries of the land-
scape. These two phenomena scatter the wave front and reduce
the level of vibration at the facility.

At large construction sites, large amounts of soil are excavated
in order to level the ground surface. This is necessary since,
generally speaking, the surface needs to be horizontal before the
construction of a building begins, the loose topsoil needing to be
removed. The large amounts of excavated soil produced often need
to be transported away from the construction site, which can be
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costly for the construction project. If instead, these soil masses can
serve a useful purpose at the construction site, they can be
retained and be used to construct a shaped landscape with hills
and valleys, for example, see Fig. 1. The architect bureaus asso-
ciated with the MAX IV project, Fojab and Snøhetta [5,6], devel-
oped an architect-designed geometry of a shaped landscape
(cf. Fig. 1) surrounding the MAX IV facility, one based on ideas
partly introduced by the Department of Construction Sciences at
Lund University. This shaped landscape can serve to reduce traffic-
induced ground vibrations incident to the facility and is regarded
as representing an aesthetically desirable solution.

In the paper, the reduction in vibrations that shaped landscapes
are expected to bring about were investigated, the MAX IV
synchrotron facility serving as an example case here. Fig. 1 pre-
sents an architectural sketch of the facility as planned. MAX IV is to
be built approximately 100 m from the motorway E22. In the MAX
IV facility, a beam of electrons is to be controlled by a large
number of magnets that are distributed along the ring-shaped
structure and along beam lines that lead beams of electrons to
measurement stations. Since the quality of the measurements
obtained is dependent upon the levels of vibration of the magnets,
very strict requirements regarding the vibration levels have
been specified. The vibration requirements for MAX IV regarding
vertical displacements of the magnets are especially strict, its
being required that these be less than 20–30 nm in RMS
per second within a frequency span of 5–100 Hz.

1.1. Literature review

Several investigations of the effects of irregular topography on
ground vibrations have been carried out.

Lee and Wu [7,8] presented a numerical solution for the two-
dimensional (2D) scattering and diffraction of plane P, SV and SH
waves by canyons of arbitrary shape in an elastic half space. The
displacements were computed numerically using the method of
weighted residuals (moment method). It was concluded that the
ground vibrations were frequency dependent and were also
dependent upon the orientation of the incident waves. It was
found that the shape of the canyon had an effect on the displace-
ment amplitudes at the surface of the canyon and in the nearby
half-space [8]. Zhou and Chen [9] investigated the effect of
topography on Rayleigh waves excited by an explosive source near
the surface, their employing the local indirect wave-number
method. The energy and the frequency content of waves before
and after passing through the topography involved were com-
pared in order to evaluate the effect of the steepness of the
topography. Reduction in the energy of the waves and loss of
their high frequency content were found to occur. The authors

concluded that these effects were more obvious where the
topography was steeper.

Mossessian and Dravinski [10] investigated the diffraction of
plane harmonic waves by three-dimensional (3D) surface irregu-
larities by the use of an indirect boundary integral method. The
irregular shapes were arbitrary and were embedded in the half-
space. It was found to be important to use 3D numerical models
when investigating the scattering of elastic waves by surface
topographies of arbitrary shape. Sánchez-Sesma and Campillo
[11] investigated the topographical effects for P, SV and Rayleigh
waves in an elastic half-space, through the use of the indirect
boundary element (BE) method, their finding that the topography
can have an appreciable effect on both the amplification and the
reduction in the level of vibration at or nearby the topographic
features in question. Reinoso et al. [12] investigated through the
use of a direct BE method the 3D scattering of seismic waves from
irregular topographies, due to the presence of incident P-, S- and
Rayleigh waves in the time domain. The irregular shapes were
those of both mountains and valleys. It was found that an
irregularity affects by way of its geometry the level of amplifica-
tion achieved. It was concluded that mountains with vertical walls
generate higher amplification levels than walls of mountains with
a smooth slope. Nguyen and Gatmiri [13] used a 2D direct BE
method for examining the scattering of seismic waves by topo-
graphic features of different types. They found that a topographic
feature modifies the seismic waves at and near to the topographic
feature in question. Zhenning and Jianwen [14] investigated the
scattering of incident SV waves by a canyon in a layered half-space
through use of an indirect BE method. They found that the
presence of a layered half-space affects both the displacement
amplitudes on the ground surface and the frequency content of
the displacements. They observed that the displacements obtained
depended upon the type of excitation.

Bouckovalas and Papadimitriou [15] employed the finite differ-
ence (FD) method to study the effects of the topography and of
vertically propagating SV waves on seismic ground vibration in
step-like ground slopes. It was found that the topography involved
can lead to either an amplification or a reduction in the level
of vibration at the crest of the slope or nearby. Amplification
generally occurs near the crest of the slope and reduction at the
toe of the slope. Ducellier and Aochi [16] developed an FD-FE
method for modelling seismic wave propagation in a 2D elastic
medium having an irregular surface topography. To study ampli-
fication effects there, numerical simulations of seismic wave pro-
pagation in a series of hills were carried out and were compared
with a single-hill case. The authors found that the presence of
several hills, as opposed to a single hill, can increase the amplifica-
tion effects produced by the topography of the ground surface.
They concluded that in evaluating topographic site effects the

Fig. 1. The buildings of the MAX IV facility as they are expected to appear, as well as the nearby E22 motorway, as rendering in a drawing [5,6].
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surrounding topography needs to be taken into account alongside
the local topography.

Chongbin Zhao and Valliappan [17] used a coupled finite
and infinite element method to develop a numerical model for
studying wave scattering effects in the frequency domain. They
concluded that the effect of canyon topographic and geologic
conditions on ground vibrations due to P and SV earthquake
waves can affect dramatically both the peak value and the
frequency content of the free-field vibration occurring along the
canyon surface during an earthquake. Athanasopoulos et al. [18]
investigated surface topography effects through carrying out 2D
seismic response analyses based on the use of the finite element
(FE) method. They found that a step-like topography amplified the
intensity of vibration considerably without affecting the frequency
content of the vibration. They concluded that surface topography
plays an important role in affecting the intensity of the ground
vibration induced by seismic waves. Assimaki et al. [19] performed
2D FE analyses in the time domain for analysing topographic
effects, as well as additive contributions of the soil stratigraphy,
the heterogeneity of the material and the soil–structure interac-
tions in the ground vibrations induced by an earthquake. They
found the topography to have a strong effect on the seismic waves
produced by ground vibrations. Gatmiri et al. [20] investigated, by
the use of the FE method in the near-field and the BE method in
the far-field, seismic effects due to irregularities of the topography
at the ground surface, their carrying out parametric studies of
slopes, ridges and canyons. They concluded that ground vibration
is generally amplified at the crest of ridges, at the upper corner of
slopes and at the edges of canyons, but that ground vibration is
reduced at the base of the different features. Gatmiri and Arson
[21] investigated, by means of the FE method in the near-field and
the BE method in the far-field, seismic effects due to the topo-
graphy and the geotechnical characteristics of valleys. They found
that horizontal displacements tended to be amplified at the edge
and reduced at the centre of empty valleys, but that the horizontal
displacements tended to be reduced near the edge and amplified
at the centre in the case of sedimentary valleys. Duzgun and Budak
[22] investigated the effects of canyon-shaped topographies on
ground vibration by the use of a finite and infinite element
method. They found that both the topography and the geotechni-
cal properties have an appreciable effect on the ground vibration
occurring along a canyon.

Beskou and Theodorakopoulos [23] investigated various ways
of modelling a road pavement, foundation soil, loads and material
behaviour. Analytical and numerical methods, as well as combina-
tions of them were considered under both plane strain and 3D
conditions. It was concluded that the FE method appears to be the
best numerical method with respect to efficiency, versatility and
availability without compromising on accuracy.

Some general conclusions from the papers referred to above
can be drawn. In case of seismic waves, topographic features could
affect the wave propagation by either amplifying or reducing the
level of vibration. The effects on the vibration levels depend on the
topography, also the presence of several topographic features may
affect the wave propagation near the ground surface.

None of the investigations referred above considered the
characteristics of the traffic loads to be expected. Also, none of
them explored the usefulness of shaping the surrounding land-
scape so as to construct a wave obstacle with the intention of
reducing incident ground vibrations.

1.2. The present study

The main objective of the present study was to investigate the
use of shaped landscapes (man-made ground surface irregulari-
ties) as wave obstacles for minimising traffic-induced vibrations in

vibration-sensitive parts of a high-tech facility such as the MAX IV
one. Investigating this here was done by creating FE models for
predicting the effectiveness of using a shaped landscape as a wave
obstacle. The FE models employed was applied both to the soil
layer and to the bedrock. The vibrations involved were investi-
gated in the frequency domain by means of steady-state analyses,
the traffic load on the motorway being taken into account in the
analyses. The intention here was to extend the knowledge of the
use of shaped landscapes as wave obstacles. Some preliminary
calculations were made in cooperation with the former master
thesis student Jørstad [24].

The general knowledge of the reduction in the vibration level
achieved by the use of a shaped landscape needs to be extended so
as to encompass traffic-induced vibrations from motorways, gen-
erally, to make it possible to meet the increasing needs in the
future of placing buildings closer to vibration sources.

2. Governing theory

2.1. Structural dynamics

The equation of motion of a body, assuming small deforma-
tions, can be described by the differential equation

~∇T
rþb¼ ρ

∂2u
∂t2

ð1Þ

where ~∇ is a differential operator matrix, r is the stress vector, b the
body force vector, ρ the mass density, u the displacement vector
and t is time [25,26]. The governing finite element formulation of a
dynamic problem, as derived from Eq. (1), can be written as

M €uþC _uþKu¼ f ð2Þ
where M is the mass matrix, C the damping matrix, K the stiffness
matrix, f the load vector and u the nodal displacement vector. In
harmonic loading, steady-state vibration occurs. The load and the
corresponding displacements can be expressed, therefore, as com-
plex harmonic functions

f ¼ f̂eiωt ; u¼ ûeiωt ð3Þ
where f̂ and û denote the complex load amplitude and the displace-
ment amplitude, respectively, i is the complex number involved and
ω is the angular frequency. Inserting Eq. (3) into Eq. (2) results in the
following equation of motion in the frequency domain:

DðωÞû ¼ f̂ ð4Þ
where D is the frequency-dependent dynamic stiffness matrix, which
can be expressed as

DðωÞ ¼ �ω2Mþ iωCþK: ð5Þ
Since damping generally plays an important role in the

dynamic response in soils and therefore has to be included to
obtain realistic output from the calculations, a damping in the
system was assumed. Rate-independent damping model has been
found to provide good approximation to the realistic behaviour of
soils. The loss factor which represents the attenuation of the
propagating waves is defined as

η¼ 1
2π

ED
ESo

ð6Þ

where in a steady-state, the energy dissipated in the form of viscous
damping in a given cycle of harmonic vibration being denoted as ED
and the strain energy as ESo [27]. ED can be written as

ED ¼ πcωu2
0 ð7Þ

P. Persson et al. / Soil Dynamics and Earthquake Engineering 60 (2014) 31–43 33



where c is the damping constant, uo is the amplitude of the motion
and ESo can be written as

ES0 ¼ ku2
0=2 ð8Þ

where k is the stiffness. Inserting Eqs. (7) and (8) into Eq. (6) gives

η¼ωc
k
: ð9Þ

In generalising this to multiple degrees of freedom (dofs), Eq. (9)
can be written as

Kη¼ωC: ð10Þ
Inserting Eq. (10) into Eq. (5) results in

DðωÞ ¼ �ω2Mþð1þ iηÞK: ð11Þ
The imaginary part of the stiffness matrix is referred to as the
structural damping matrix [28].

2.2. Evaluation

The RMS value can be used as a measure of the vibration
magnitude. The RMS value of the displacements obtained from the
steady-state analyses was determined by

uRMS ¼
1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu2

1þu2
2þ⋯þu2

nÞ
q

ð12Þ

where uRMS is the RMS value of the displacements, ui is the
magnitude of the displacement at each frequency and n is the
number of frequencies in the interval.

3. Traffic load and evaluation

Several factors need to be considered in investigating traffic
loads such as the speed and weight of passing vehicles, as well as
irregularities of the road and inhomogeneous soil conditions [4].
Traffic-induced ground vibrations are transmitted as both body
and surface waves.

The vibration requirements for MAX IV are especially strict
within a frequency span of 5–100 Hz, and various studies of the
MAX IV site [1–3] have concluded that vibration source frequen-
cies exceeding 25 Hz have only a negligible effect on the ampli-
tudes of vibrations in the facility. From the initial simulations in
the present study, it was found that the limit of 25 Hz can be
lowered to 20 Hz, due to the ground material parameters being
slightly different here compared to the values in the studies [1–3].
The soil of the present studied location has lower elastic modulus
and higher damping than the one in the mentioned studies, the
lowering of the limit was therefore possible. Thus, a frequency
span of 5–20 Hz for the traffic load was considered. The frequency
content of the traffic load at the motorway near MAX IV was
evaluated on the basis of green-field in-situ measurements; see
Fig. 2 for a schematic presentation of the measurement setup.
Velocity versus time was measured at the top of the slope of the
road embankment of the motorway during the passage of trucks,
which generated the highest velocities at the measuring point. The
ten events having the highest velocity amplitudes, caused by
heavy trucks at a speed of approximately 80–90 km/h, during
a 1-h period were registered. The displacements involved, UðtÞ,

were evaluated and a Fast Fourier Transform (FFT) of the displace-
ment–time curves was performed to determine the frequency
content of the response at the embankment. Since high frequen-
cies are damped out quickly in the soil, the measurements on the
embankment do not have the same frequency content as the
traffic load. However, in the frequency range of interest (below
20 Hz) this difference in location was assumed to have only a
negligible effect on the frequency content of the load because
of the distances between the load (the truck wheels) and the
embankment being so short. A second-degree polynomial was
fitted well to the experimental data; see Fig. 3, the second-degree
polynomial, normalised by its largest magnitude, being considered
to be representative of the frequency content of the traffic load.

Distributed evaluation points were used to calculate an average
displacement reduction factor, see Eq. (14). It was used as a
measure of the effectiveness of the shaped landscape as a wave
obstacle. The displacement reduction factor, Ured, pertains to the
relationship of the vertical vibrational amplitude after a shaped
landscape has been introduced (post-shaped landscape), Upost, to
the amplitude prior to its being introduced (pre-shaped land-
scape), Upre, in accordance with Eq. (13). Upre and Upost were
determined on the basis of the complex displacement magnitudes
for the different frequencies, these being calculated as the RMS
values at the evaluation points, in accordance with Eq. (12)

Ured ¼
Upre�Upost

Upre
: ð13Þ

Ured ¼
1
n

∑
n

i ¼ 1
Ured;i ð14Þ

where n is the number of evaluation points.
For traffic-induced ground vibrations, strains are usually at a level

such that the assumption of linear elasticity is applicable, in the case
of soil and of bedrock,M, C and K thus being constant matrices. With
the use of a system of linear equations, the frequency content of the
traffic load can be employed for scaling the calculated displacements
in order to account for the traffic load.

4. Material parameters considered

In the example case studied here, that of the synchrotron
facility MAX IV, the soil between the motorway and the facility
consisted of 14 m of a clay till and the bedrock consisted of shale,
sandstone and limestone. The soil in the hills was assumed to
have the same material properties as the soil prior to its being
excavated. Note that it may be difficult to compact the soil in such
a way that the original material parameters applies, such as the
density and the elastic modulus, after reshaping the landscape.

Construction site 

for MAX IV

Measuring point

100 m

Fig. 2. Schematic measurement setup.
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Fig. 3. The magnitude spectrum of UðtÞ, as obtained on the basis of measurements.
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Local variations in the soil layer and the bedrock, such as stratum
and granularity, were assumed to be small as compared with the
wavelengths in the frequency range of interest. Thus, the soil
and the bedrock were modelled as being isotropic homogenous
materials. The material parameters employed here were evaluated
by FE simulations of geotechnical and geophysical measurement
data that were obtained at the MAX IV site in collaboration with
the companies PEAB, TYRÉNS and NGI, see Table 1 [29]. The loss
factors include material damping and attenuation effects due to
the varying topography of the soil and of the bedrock.

5. A two-dimensional parametric study

A 2D parametric study of shaped landscapes was carried out for
differing geometric parameters of the shapes involved. The height
(depth) of the hills (valleys), their width and the total number
of shapes in the landscape considered were varied. The shapes
and the configurations of them are described in detail in Sub-
section 5.2.

5.1. The finite element model

The geometry was that of 14 m of soil and 200 m of bedrock,
see Fig. 4. The FE model involved the use of a harmonic point load,
f ðtÞ, applied to the middle of the modelled ground surface, its
representing the traffic from the nearby motorway, see Fig. 4. The
harmonic load was applied for frequencies of 5–20 Hz in steps of
0.5 Hz. To determine the effectiveness of a shaped landscape
evaluation points were used to evaluate the displacements present
where MAX IV is being built. The main evaluation point was
located 10 m from the shaped zone (100 m from the excitation
point), see Fig. 4. An additional evaluation point was introduced to
ensure that the response obtained at the main evaluation point
was not a local phenomenon. A 2D FE model was developed with
the use of the FE software package HyperWorks 11.0 [30]. The size
of the model was 214�560 m2 (height(z)�width (x)). The dis-
tances from the region of interest to the boundaries were large, in

order to avoid disturbing reflections at the boundaries. Quadrilat-
eral 4-node plane strain elements with linear approximation were
employed. To ensure that the analyses provided results of ade-
quate accuracy, an element mesh with a minimum of seven
element nodes that represented the shortest wavelengths were
employed. The element size was set to 2�2 m2 so as to be able to
describe accurately the geometry of the hills and valleys in the
shaped landscape, the same size being used throughout in the FE
model. The model contained approximately 30,000 elements with
approximately 60,000 dofs.

5.2. Configuration of shapes

The shapes were located in a zone 80 m wide, starting 10 m
after the excitation point had been passed and ending 10 m before
the evaluation point was reached, see Fig. 4. The constant curva-
ture of the various shapes, the maximum slope angle being one of
301, served as a constraint. This constraint was employed with the
idea that the shapes were to be retained over an extended period
of time. The number of shapes was varied across the 80 m wide
zone, there being one to six shapes introduced. The shaped
landscapes studied consisted of a configuration of different shapes.
In Fig. 5, the basic geometry that applied to each of the shapes in
the configuration is shown, the dimensions of each of the shapes
being shown in Table 2. Note that the height, h, could just as well
be used to describe the opposite, i.e. the depth of the valleys
involved (Table 3).

In order to indicate whether a given shape is to be regarded as
creating a hill or a valley, a notation of [X X X X] was introduced,
where the number of Xs denotes the number of shapes in a given
configuration, and where X was either H or V, H denoting a hill
and V a valley. A geometric scale factor was used to scale the
height of the shapes in a given configuration. This factor was
varied between 0.25 and 1 in steps of 0.25. An extra notation, [Y],
was introduced so as to be able to denote the geometric scale
factor in the form [Y][X X X X], where [0.75][H V H V], for example,
implies the geometric scale factor to be 0.75 applied to a config-
uration of four shapes that began with a hill, and was followed by a
valley, then a hill and finally a valley.

For additional examples of the notation of the configurations of
the different shapes, see the configuration in Figs. 6 and 7.

Table 1
Material parameters.

Property Soil Bedrock

Density (kg/m3) 2125 2600
Elastic modulus (MPa) 476 8809
Loss factor 0.14 0.04
Poisson0s ratio 0.48 0.40

z

Fig. 4. FE model. Dimensions, materials, location of the excitation point, evaluation
points and the zone where the shapes were employed are shown. The dimensions
are in units of meters.

Fig. 5. Geometry of one shape. The width ðlÞ, the height ðhÞ and the maximum slope
are indicated.

Table 2
Width and maximum height of each shape in a configuration.

Configuration Width, l (m) Height, h (m)

1 shape 80.0 10.7
2 shapes 40.0 5.36
3 shapes 26.7 3.57
4 shapes 20.0 2.89
5 shapes 16.0 2.14
6 shapes 13.3 1.79
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5.3. Results

Fig. 8 presents simulation results concerning the vertical displa-
cements produced in connection with a configuration consisting of
two shapes, [1][V H], at a frequency of 9.5 Hz. As is shown, the level
of vibration is lower, at the main evaluation point, after the vibrations
have passed through the shaped landscape than it is at the same
distance on the other side of the excitation point. It can also be seen
that the shaped landscape directs waves into the bedrock.

In Fig. 9, the frequency response spectrum for the configura-
tions [1][H V] and [1][V H], is shown as examples, as well as the
frequency response spectrum for a flat landscape. In the figure it is
shown that there is a resonance peak in the ground at around 9, 12
and 18 Hz, considering the frequencies of interest (5–20 Hz).

The degree of reduction (and amplification) in the level of
vibration for different number of shapes and different geometric
scale factors for only hills and only valleys is shown in Fig. 10.
As can be seen, for three or more shapes, up to six at least (when
there are only hills or only valleys), the behaviour shown is quite
similar in each case. Valleys with a geometric scale factor of 1 (the
same as hills with a geometric scale factor of �1) have the largest
amplification (which is the same as the largest negative reduction) in
the level of vibration. Also, the level of amplification in the vibration
level achieved is decreased when the value of the geometric scale
factor approaches zero. The degree of reduction in the level of
vibration for positive values of the geometric scale factor (hills) is,
in general, increased when the value of the scale factor increases.

In Fig. 11, a tendency for the degree of reduction in the level of
vibration to decrease as the number of shapes increases can be
noted. The plot also shows the complexity of drawing general
conclusions, a matter which is especially clear in the case of three
shapes (for which the difference in the level of reduction that can
be seen are immense).

Fig. 12 illustrates how a configuration of hills alone generally
results in an appreciably larger reduction in the level of vibration
than a configuration of valleys alone produce. Also, a configuration
of only one shape deviates from the other numbers of shapes
considered here, this illustrating the complexity of drawing gen-
eral conclusions, especially in the case of three or fewer shapes.

In Table 4, the 10 most effective configurations of 2D shapes, in
terms of their reduction of vibrations, are shown. The two most
effective configurations consist of two shapes, a valley followed by a
hill. Four of the five most effective configurations of shapes consist of
two shapes, the one a hill and the other a valley, employed in an
alternating manner. None of the top five configurations consisted of
more than two shapes. Eight of the nine most effective configurations
consisted of alternating hills and valleys (the configuration of one
shape was the one that deviated). The most effective configuration,
[1][V H], reduced the vibration level by 22.1%.

The 10 least effective configurations of 2D shapes in terms of
reducing vibrations are shown in Table 5. All of these configura-
tions consist of valleys only, each of them resulting in an
amplification of the level of vibration. The least effective config-
uration for each of the different numbers of shapes involved was a
configuration of valleys only (Table 6).

All the configurations involving an even number of shapes
(2, 4 or 6 shapes) and alternating hills and valleys that started out
with a valley were just as effective or more effective than those
that started out with a hill. For configurations of five or six shapes,
the most effective configurations were those involving hills only,
something that was not found to be the case for configurations of
fewer shapes. For configurations of two or more shapes, the
presence of only valleys led to an amplification of the vibration
level, regardless of the geometric scale factor that was applied.
Generally speaking, configurations having more valleys than hills
showed an amplification in the level of vibration (though not in

Table 3
The configurations that were analysed, involving geometric scale factors (pertaining to the height) of 1, 0.75, 0.5 and 0.25.

Configuration 1 shape 2 shapes 3 shapes 4 shapes 5 shapes 6 shapes

Only hills [H] [H H] [H H H] [H H H H] [H H H H H] [H H H H H H]
Alternating hills and valleys [H V] [H V H] [H V H V] [H V H V H] [H V H V H V]
Alternating hills and valleys [V H] [V H V] [V H V H] [V H V H V] [V H V H V H]
Only valleys [V] [V V] [V V V] [V V V V] [V V V V V] [V V V V V V]

Fig. 6. The configuration of four shapes having the geometric scale factor of 1, [1][H V H V]. The full extension of the soil and of the bedrock is not shown.

Fig. 7. The configuration of four shapes having the geometric scale factor of 0.75, [0.75][V V V V]. The full extension of the soil and of the bedrock is not shown.
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the case of a configuration involving only one shape). This
emphasises how important it is to be careful, in designing a
shaped landscape, to make the correct decision regarding whether
to employ a hill or a valley. In configurations containing only a
valley, a reduction in the vibration level was achieved with use of a
geometric scale factor of 0.75 or more.

The level of vibration was also evaluated at an additional
evaluation point that was located 10 m from the main evaluation
point, i.e. 20 m from the shaped zone and 110 m from the
excitation point, for each of the configurations involving use of a

geometric scale factor of 1. The responses at the additional
evaluation point were found to show basically the same tenden-
cies as those at the main evaluation point.

6. A three-dimensional parametric study

A 3D parametric study of shaped landscapes for differing geo-
metric parameters of the shapes involved was carried out. The
height (depth) of the hills (valleys), their width and the numbers of

Fig. 8. Simulation results for the magnitude of the vertical displacements found at 9.5 Hz for the configuration [1][V H]. The blue colour corresponds to the minimum value
(zero) and the red colour to the maximum value.
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Fig. 9. A frequency response spectrum for two different configurations and for a
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Fig. 10. The degree of reduction (amplification is shown as a negative reduction) in
the level of vibration in the case of only hills and only valleys (valleys are denoted
by use of a negative geometric scale factor).
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Fig. 11. The degree of reduction (amplification is shown as a negative reduction) in
the level of vibration in the case of alternating hills and valleys, beginning with a
hill and with a valley. A geometric scale factor of 1 is employed here.
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Fig. 12. The degree of reduction (amplification is shown as a negative reduction) in
the level of vibration for only hills and only valleys. A geometric scale factor of 1 is
employed here.
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shapes in the landscape were varied. Use of 3D FE models also
allowed the traffic load to be applied as a point load rather than as a
line load as it is in the case of 2D plain strain models. The shapes
employed and the types of configuration of them involved are
described in detail in Subsection 6.2 configuration of shapes.

6.1. The finite element model

A 3D FE model was developed with use of the FE software
package HyperWorks 11.0 [30]. The size of the model was
400�400�114 m3 (x)� y)� z)). In the z-direction, the geometry
was that of 14 m of soil and 100 m of bedrock, see Fig. 13. It was
seen to it that the distances from the region of interest to the
boundaries were large throughout, in order to avoid occurrence of
disturbing reflections at the boundaries. Quadrilateral 8-node
hexahedron solid elements with linear approximation were
employed. To ensure that the analyses provided results of ade-
quate accuracy, an element mesh with a minimum of seven
element nodes representing the shortest wavelengths were
employed. The element size was set to 2�2 m2 in the shape zone,
in order to be able to describe accurately the geometry of the hills
and valleys in the shaped landscape. The model was meshed
symmetrically in the horizontal (x–y) plane, the x–z–plane and the
y–z-plane being the planes of symmetry. An element size of 2�2

m2 was employed in the x–y plane, in a 120 m long zone stretching
from the excitation point on through zones of increasing element
size (four elements having an element length of 4 m, followed by
four elements having an element length of 6 m, and finally four
elements with an element length of 10 m). In the vertical (z)
direction, use was made of elements 2 m in length in the soil, in
the bedrock the first eight elements in the vertical direction each

Table 4
The 10 most effective 2D configurations in terms of
reducing the level of vibration (displacement).

Configuration Reduction (%)

[1][V H] 22.1
[0.75][V H] 20.7
[0.75][V] 19.1
[1][H V] 18.7
[0.75][H V] 17.9
[1][V H V H] 16.2
[1][H V H] 15.7
[1][H V H V] 13.0
[0.75][H V H] 12.8
[1][H H H H H] 10.9

Table 5
The 10 least effective configurations of 2D shapes in
terms of amplifying the level of vibration (displacement).
Amplification is shown as a negative reduction.

Configuration Reduction (%)

[1][V V V] �29.6
[1][V V V V] �22.6
[0.75][V V V] �22.2
[0.75][V V] �21.3
[0.5][V V] �19.1
[0.25][V] �18.6
[0.75][V V V V] �15.8
[1][V V V V V] �14.7
[1][V V V V V V] �12.9
[0.5][V V V] �12.8

Table 6
The analysed configurations of straight shapes and of rotated shapes, as well as the
analysed chequered configurations of shapes.

Configuration 2 shapes 3 shapes 4 shapes

Only hills [H H] [H H H] [H H H H]
Alternated hills/valleys [H V] [H V H] [H V H V]
Alternated hills/valleys [V H] [V H V] [V H V H]
Only valleys [V V] [V V V] [V V V V]

Fig. 13. The FE model, showing the dimensions and the materials involved, the
location of the excitation point and the locations of the evaluation points, and the
zone in which the different shapes were employed. The dimensions are given in
units of meters.

Fig. 14. Examples of different configurations: (a) a configuration of four straight
shapes, [H H H H], (b) a configuration of four rotated shapes, [H V H V] and (c) a
chequered configuration of four shapes, [H V H V].
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being 4 m in length, these being followed by six elements each
6 m in length, and then by four elements each 8 m in length. The
FE mesh can be seen in Fig. 14. Since the bedrock is much stiffer
than the soil, which contributes to the longer wavelengths in the
bedrock, the element sizes in the bedrock were larger than the
element sizes in the soil. The model contained approximately
518,000 elements, and it is having approximately 1,700,000 dofs.

The FE model involved the use of a harmonic point load, f ðtÞ,
applied to the centre of the modelled ground surface, representing
the traffic from the nearby motorway, see Fig. 13. The harmonic
load was applied for frequencies of 5–20 Hz, in steps of 1/3-octave
bands (5, 6.3, 8, 10, 12.5, 16 and 20 Hz).

For determining the effectiveness of a shaped landscape in 3D
terms, use was made of several evaluation points in evaluating the
displacements at the MAX IV site. The main evaluation point was
located 10 m from the shaped zone (and 100 m from the excitation
point), see Fig. 13. Because of the scattering of the propagating
waves when considered in 3D terms, the displacements were
evaluated along a straight line, see Fig. 13. A total of 11 evaluation
points, with a distance of 10 m between successive ones, were
placed along this line, the main evaluation point in the middle
corresponding to the shortest distance to the excitation point. In
comparing the results obtained from the 3D analyses with the
values obtained for the 2D analyses, the use was made of the main
evaluation point in the 2D analyses and the corresponding main
evaluation point in the 3D analyses.

6.2. Configuration of shapes

In the same manner as for the configuration of 2D shapes, the
shapes here were employed in a zone 80 m wide, starting 10 m
after the excitation point had been passed and ending 10 m before
the evaluation point was reached, see Fig. 13. A constant curvature
of the shapes, as well as a maximum slope angle of 301, served as
geometric constraints here, just as for the 2D shapes. The number
of shapes was varied, between the use of two and four different
shapes over the 80 m wide zone, each of the shaped landscapes
studied consisting of a configuration of different shapes. The
geometry of each shape in the configuration is shown in Fig. 5,
and the dimensions of each of the shapes in Table 2. Note that the
height, h, here just as in the case of the 2D shapes, could just as
well be directed in the opposite direction, i.e. for denoting the
depth of a valley. The 3D shapes here followed the same name
conventions as in the study of 2D shapes. In this 3D study, only a
geometric scale factor of 1 was considered.

Three different types of configurations were investigated: straight
shapes, rotated shapes and a chequered configuration of shapes, see
Fig. 14. A configuration of straight shapes corresponded, geometri-
cally, to a configuration of 2D shapes, since the 2D shapes were
extended in the out-of-plane direction. In the configurations of
rotated shapes, the shapes were rotated 451 in the horizontal (x–y)
plane in relation to the straight shapes. The chequered configuration
of shapes was the one that in geometric terms resembled the
architect-designed landscape the most, see Fig. 1.

6.3. Results

In all of the configurations, an appreciable reduction in the level
of vibration could be found. The results obtained are presented in
three separate subsections, each dealing with a different type of
configuration.

6.3.1. Configurations of straight shapes
For the simulation results, it was found that a part of the wave

entered the first hill that was reached, its then being reflected

along inside the hill. This was a particular reason for investigating
rotated shapes, in an attempt to guide the waves. This can be seen
in Fig. 15a.

The frequency response spectrum for configurations of alter-
nating hills and valleys involving two, three and four shapes,
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Fig. 15. Different subfigures concerning the result of configurations of straight
shapes. (a) Simulation results for the magnitude of the vertical displacements
connected with a configuration of three shapes, [H V H], the blue colour
corresponds to the minimum value (zero) and the red colour to the maximum
value. (b) A frequency response spectrum for each of three different configurations,
as well as the frequency response spectrum for a flat landscape. (c) The degree of
reduction in the level of vibration for cases of alternating hills and valleys,
beginning in the one with a hill and in the other one with a valley.

Table 7
Reduction and amplification in the level of vibration for different configurations of
straight shapes. Amplification is shown as a negative reduction.

2 shapes Reduction (%) 3 shapes Reduction (%) 4 shapes Reduction (%)

[H H] 2.4 [H H H] �5.2 [H H H H] �2.8
[H V] 19.6 [H V H] 10.5 [H V H V] 17.3
[V H] 20.9 [V H V] 23.8 [V H V H] 22.8
[V V] �19.4 [V V V] �70.0 [V V V V] �58.4
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respectively, is shown in Fig. 15b, in which use is made of the main
evaluation point. The degree to which a reduction in the level of
vibration was achieved is shown in the legend of the plot. As can
be seen, the degree of reduction in cases of the three types was
somewhat similar, although there was a clear difference between
the response for the four shapes configuration and the other two
configurations, especially at 10 Hz. Also, of the three types of
configurations shown, it is the one with four shapes that resem-
bles the flat landscape most closely in terms of the response
spectrum.

In Fig. 15c, as one can see, there is a larger reduction in the
vibration level for configurations that begin with a valley than for
those that begin with a hill, the difference here is valid for the
shapes involved within the range of two to four shapes, at least.

In Table 7, the degree of reduction or amplification in the level
of vibration occurring for each of the different configurations of
straight shapes examined is shown. As can be seen, a stronger
effect on the degree of reduction achieved in the vibration level
occurring was found for configurations that began with a valley
than in those that began with a hill. Configurations of valleys alone
showed an appreciable amplification in the level of vibration that
occurred, whereas configurations of hills alone showed only a
slight effect on the vibration level. The most effective configuration
of shapes was one consisting of three shapes, with alternating hills
and valleys, beginning with a valley. The reduction in the level of
vibration there was found to be one of 23.8%. Configurations of
alternating hills and valleys starting out with a valley were found
to be the most effective configurations, regardless of the number
of shapes included in the configurations, all such configurations
resulting in an appreciable reduction in the level of vibration.
Configurations of valleys only were found to be the least effective,
all of them resulting in an appreciable amplification in the
vibration level.

6.3.2. Configurations of rotated shapes
In the configurations of rotated shapes the incident waves had

a different incident angle than in the configurations of straight
shapes. The horizontally rotated shapes here were different from
the straight shapes in being non-symmetrical in the x–z-plane.
This resulted in the responses at the different evaluation points
varying, depending upon at which side of the main evaluation
point they were located, see Fig. 16a. For some configurations,
reduction in the level of vibration on the one side and amplifica-
tion on the opposite side were found. These differences were
expected, however, since the phenomenon of the waves being
guided by hills was observed already for the straight shapes.
Fig. 16b shows the frequency response spectrum for a configura-
tion of alternating hills and valleys, three shapes being shown for
two different evaluation points. One of the evaluation points was
located at the same level on the y-axis as the load point, and the
other evaluation point was located 40 m from it in the positive
direction of the y-axis. The degree of reduction or amplification in
the vibration level that was achieved is shown in the legend of the
plot. One can note that at the main evaluation point (y¼0) an
appreciable reduction in the level of vibration was attained,
whereas at the other evaluation point (y¼40 m) there was an
appreciable degree of amplification. The rotated shapes behaved as
waveguides, meaning that the degree both of reduction and of
amplification achieved in the vibration level was very sensitive to
the evaluation point selected.

Fig. 16c shows there to be a significant greater reduction in the
level of vibration for configurations that begins with a valley, as
shown for various numbers of shapes involved. As can be seen, in
the case of two-shape configurations in particular, there is a much
larger degree of reduction for a configuration that starts off with a

valley than for one that starts off with a hill. One that started off
with a valley was found to generate a very appreciable reduction in
the level of vibration, whereas one that started off with a hill was
found to have only a very slight effect on the degree of reduction
that was achieved in the vibration level.

Table 8
Reduction and amplification in the level of vibration for the configurations of
rotated shapes. Amplification is shown as a negative reduction.

2 shapes Reduction (%) 3 shapes Reduction (%) 4 shapes Reduction (%)

[H H] �1.4 [H H H] �3.3 [H H H H] �8.9
[H V] 0.9 [H V H] 8.1 [H V H V] 17.8
[V H] 36.8 [V H V] 25.8 [V H V H] 32.3
[V V] �10.8 [V V V] �49.2 [V V V V] �56.3
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Fig. 16. Different subfigures concerning the result of configurations of rotated
shapes. (a) Simulation results for the magnitude of the vertical displacements in a
configuration consisting of two shapes, [H V], the blue colour corresponds to the
minimum value (zero) and the red colour to the maximum value. (b) A frequency
response spectrum for two different configurations of shapes, as well as the
frequency response spectrum for a flat landscape. Amplification being shown as
negative reduction. (c) The degree of reduction in the level of vibration in cases of
an alternation of hills and valleys, one set of cases beginning with a hill and the
other beginning with a valley.
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The reduction and the amplification of the level of vibration for
configurations of rotated shapes are shown in Table 8. As can be
seen, configurations of hills only had only a slight effect on the
degree of amplification achieved in the vibration level. The most
effective configuration of shapes was found to be one of the two
shapes in which there were alternating hills and valleys, beginning
with a valley. The reduction in the level of vibration there was
found to be 36.8%. Configurations of alternating hills and valleys
starting out with a valley were found to be the most effective
configurations, regardless of the number of shapes that were
included in the configuration, each of the numbers involved
resulting in an appreciable reduction in the vibration level.
Configurations of valleys only were found to be the least effective
configurations, all of them resulting in an appreciable amplifica-
tion in the level of vibration.

6.3.3. Chequered configurations of shapes
On the basis of the simulation results, it could be seen that

configurations of four shapes with alternating hills and valleys
created more obvious diagonals made up of hills, into which the
waves were guided, than was the case for constellations of fewer
shapes, analogous to the results obtained for rotated shapes, see
Fig. 17a.

The frequency response spectrum for each of two chequered
configurations of four shapes, the one of them with alternating
hills and valleys and the other with hills alone, is shown in Fig. 17b.
Use is made of the main evaluation point here. The degree of
reduction in the level of vibration achieved is shown in the legend
of the plot. As can be seen, there are appreciable differences
between the two configurations, both in the degree of reduction
achieved in the vibration level and in the response obtained. Also,
the response that the configuration of hills alone produces
resembles most the response to a flat landscape.

Table 9
Reduction and amplification, respectively, in the level of vibration in different
chequered configurations of shapes. Amplification is shown as a negative reduction.

2 shapes Reduction (%) 3 shapes Reduction (%) 4 shapes Reduction (%)

[H H] 10.9 [H H H] �8.8 [H H H H] �10.2
[H V] 0.9 [H V H] 27.2 [H V H V] 18.1
[V H] �6.6 [V H V] 18.9 [V H V H] 26.6
[V V] �44.9 [V V V] �54.7 [V V V V] �42.0
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Fig. 18. The degree of reduction (amplification being shown as negative reduction)
in the level of vibration for different configurations of hills only and of valleys only,
all three types of configurations being involved.

Fig. 19. The FE mesh of the architectural landscape design.
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Fig. 17. Different subfigures concerning the result of chequered configurations of
shapes. (a) Simulation results for the magnitude of the vertical displacements in a
configuration consisting of four shapes, [H V H V], the blue colour corresponds to
the minimum value (zero) and the red colour to the maximum value. (b) A
frequency response spectrum for two different configurations of shapes, as well as
the frequency response spectrum for a flat landscape. Amplification being shown as
negative reduction. (c) The degree of reduction (amplification being shown here as
negative reduction) in the level of vibration for cases of alternating hills and valleys,
those beginning with a hill and those beginning with a valley.
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In the case of a chequered configuration with alternating hills
and valleys, a hill (or a valley) has neighbouring valleys (or hills).
This means that it is only a part of the wavefront that hits a hill (or
a valley) first, since on each side the wave front hits a valley (or a
hill). This can explain why the difference in the degree of reduction
in the level of vibration is no greater than it is in the case of the
wavefront hits a hills first compared to a valley first. The results for
configurations that begin with a valley being shown in Fig. 17c and
also in Figs. 15c and 16c.

The degree of reduction and of amplification in the level of
vibration for chequered configurations of shapes are shown in
Table 9. As can be seen there, configurations of valleys only result
in an appreciable amplification in the vibration level, for this
reason they are being found to be the configurations that are the
least effective. Configurations of hills only were found to have a
lesser effect on the degree of amplification achieved in the level of
vibration, than configurations of valleys only had, a reduction in
the vibration level also being seen for two-shape configurations.
Three- and four-shape configurations were found to be the most
effective configurations in the case of alternating hills and valleys,
whereas for two-shape configurations, those of hills alone were
found to be the most effective ones. The most effective configura-
tion was a three-shape one involving alternating hills and valleys,
beginning with a valley. The reduction in the level of vibration
there was found to be 27.2%.

In comparing the three different types of configurations, both
of hills alone and of valleys alone, marked differences in the
degree of reduction achieved between configurations of hills alone
and valleys alone were found, as can be seen in Fig. 18.

7. Three-dimensional architectural design

The landscape architect bureaus within the MAX IV project
created an architectural design (geometry) of a shaped landscape
around the MAX IV facility, see Fig. 1. In the present investigation,
the landscape design was extended to include the area between
the motorway and the research facility, see Figs. 19 and 20.
The architect-designed geometry was given to the authors in
order for it to be analysed by the use of finite element software
and evaluated from a vibration reduction point-of-view.

7.1. Finite element model

The shapes contained in the architectural landscape design
have a rounded and natural form, which applied as well to the
shapes considered in the parametric analyses. The maximum slope
angle for the shapes was one of about 301, similar to the shapes
employed in the parametric studies. The hills had a height of up to
about 5.5 m and the valleys a depth of approximately 2.5 m. Both
measures concern the vertical distance to the initially flat ground
surface. The maximum vertical distance between an adjacent hill
and valley was approximately 6 m. The shortest width (distance in
along the x-axis) of the shaped landscape was approximately
90 m, its being located at the same level along the y-axis as load
position 2.

A 3D FE model was developed with the use of the FE software
package Abaqus 6.11 [31]. The model was 420�290�114 m3

(length (x)�width (y)�height (z)) in size. In the z-direction,
the geometry was that of 14 m of soil and 100 m of bedrock,
see Fig. 19. Quadrilateral 20-node hexahedron solid elements
obtained by quadric approximation using reduced integration
being employed. To simulate far-field conditions and avoid reflect-
ing boundaries, 12-node quadratic elements were used that use
viscous absorbing boundaries [32]. In order to ensure that the
analyses provided results of adequate accuracy, an element mesh
with a minimum of seven element nodes representing the shortest
wavelengths was employed. The element size in the soil was
generally 4.5�4.5 �4.5 m3, so as to able to accurately describe
the geometry of the hills and valleys in the shaped landscape. The
bedrock was significantly stiffer than the soil, which contributed to
long wavelengths being produced there, the element length in the
z-direction being increased to 12.5 m in the bedrock. The model

Fig. 20. (a) Load positions and the evaluation point pattern All are shown. Distance, D¼25 m. (b) Evaluation point patterns North and South are shown. The grey shading
shows the location of the shaped landscape.

Table 10
Reduction in the level of vibration for different patterns of evaluation points and
load positions.

Evaluation point
pattern

Load position 1
(%)

Load position 2
(%)

Load position 3
(%)

North 17.4 15.2 12.7
South 19.6 14.9 14.2
All 18.2 16.4 13.0
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contained approximately 60,000 elements with a total of approxi-
mately 700,000 dofs. See Fig. 19 for details regarding the FE mesh.

The FE model involved the use of a harmonic point load,
representing the traffic from the nearby motorway. The traffic
load was applied in three different load positions, so as to be able
to investigate different regions of the shaped landscape in terms of
its non-symmetric design, see Fig. 20a. The different load positions
are each located approximately 10 m (in the direction of the x-
axis) from where the shape landscape begins, just as in the
parametric studies. Load position 2 corresponds to the position
of the load in the 3D parametric study. The harmonic load was
applied at frequencies ranging from 5 to 20 Hz in steps of 0.1 Hz.

To determine the effectiveness of the architectural landscape
design, in terms of reducing the level of vibration, several evalua-
tion points were used for evaluating the displacements that
occurred. Three different patterns of evaluation points were
employed. The pattern All included all the 15 evaluation points
shown in Fig. 20a. The patterns North and South included 9 evalua-
tion points each, see Fig. 20b. The first column of evaluation points
is located approximately 20 m (in the direction of the x-axis) from
the shaped landscape.

7.2. Results

The reduction in the vibration level obtained for different
evaluation point patterns and load positions is shown in
Table 10. One can note that the largest reductions in the level of
vibration were for load position 1 and the lowest reductions were
for load position 3, regardless of which evaluation point pattern
was considered. The difference between load positions 1 and 3 in
the degree of reduction achieved was one of approximately 5%
for each of the evaluation point patterns. Thus, the shaped
landscapes were more effective in the region between load
position 1 and the construction site than between load position
3 and the construction site.

8. General conclusions

The degree of reduction in traffic-induced ground vibrations
expected to be achieved by shaping the surrounding landscape of
the high-tech facility MAX IV was investigated. The effects of the
geometric parameters of such a shaped landscape were examined
by means of parametric studies. An architectural design of a
shaped landscape was investigated in terms of its effectiveness
in terms of reducing ground vibrations.

On the basis of the results of these investigations, the following
general conclusions can be drawn:

� The most effective shaped landscape, within each configura-
tion, was the one consisting of alternating hills and valleys.

� The least effective shaped landscape (which resulted in ampli-
fication of the vibration level) within each configuration was
the one consisting of valleys only.

The conclusions drawn can be used at an early stage of a
construction project to improve the effectiveness of an architec-
tural landscape design with the intention to reduce incident
ground vibrations.
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Abstract

Vibration disturbances in buildings may stem from ambient sources, such as motorway traffic, or from internal

sources such as people walking inside the building itself. Vibrations may exceed requirements for sensitive equip-

ment or cause annoyance to humans and therefore the vibrations may need to be reduced. Vibrations from both

external and internal sources can be reduced by modifying the properties of concrete slabs and of the soil under-

neath. Soil can be improved by being mixed with a binder in order to increase its stiffness. In this study, parametric

finite element analyses were conducted on the achieved vibration reduction from improving the properties of a con-

crete slab on soil or of the soil underneath. The size, elastic modulus, and depth of the stabilised soil were found to

markedly affect the level of reduction obtained. The soil stabilisation at a vibration-sensitive facility was used as

an example case. The developed finite element model was calibrated to green-field measurements carried out on-

site. Frequency spectra of both road traffic loads and internal pedestrian loads were considered in the model. The

validated finite element model predicted reductions of almost 60% for the road traffic and 80% for the pedestrian

load.

Keywords: soil improvement, vibration reduction measure, soil stabilisation, wave propagation, soil dynamics,
finite element method, vibration measurements

1. Introduction

A vibration-reduction problem can be divided into three parts: the source generating vibrations, the medium

in which vibrations are propagated, and the receiver that is to be protected. Each of these three parts need to be

considered in today’s urban planning developments. The desification that occurs increases the risk of vibration

disturbances. An example of a source is faster trains, and an example of a receiver is more advanced and therefore

more sensitive medical equipment. The medium is affected by the densification of cities, i.e. having buildings

closer to existing vibration sources such as motorways or railways. Owing to economic and environmental rea-

sons, there is a trend in the building industry to build with lighter elements and thus use less material, such as

wooden structural parts and hollow-core concrete slabs. Thus, the building industry is facing increasing challenges

regarding vibrations. In such cases, effective measures to reduce vibrations are desirable.
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Since Woods’ pioneering field-tests of trenches in 1968 [1], there have been extensive studies on several mea-

sures aimed at reducing incident ground vibrations stemming from external sources. Since then, several research

groups have investigated the vibration reduction effects of various types of wave obstacles, such as trenches (open,

back-filled, and water-infiltrated) [2, 3] and shaped landscapes [4]. The idea of placing a wave obstacle is to

introduce a disturbance in the incident wavefront by reflection and refraction of the waves.

Other techniques aim at reducing vibrations at the externally located source. Yang and Hung [5] developed a

finite element (FE) model to investigate the reduction in train-induced vibrations by various measures, such as an

elastic foundation below the train track. They concluded that a soft foundation performs better than a stiff one.

However, they did not account for static loads. They also showed that the elastic foundation performs poorly at

low frequencies (i.e. long wavelengths); hence, a large foundation in relation to the vibration wavelength may be

beneficial. Andersen and Nielsen [2] used a coupled FE–boundary element (FE-BE) model to study the effects of

improving the soil underneath a train track on ground vibrations. They improved the soil by increasing the elastic

modulus by a factor of ten from 200 to 2000 MPa. They found that soil improvement was especially efficient

at reducing ground vibrations at and close to the track compared to trenches. For some frequencies and loading

situations, a larger vibration reduction was achieved by soil improvement then by a trench. In general, however,

trenches resulted in larger reductions than soil improvement for the increase in elastic modulus that they considered.

Hung et al. [6] used a coupled FE-BE model to investigate the vibration reduction effect on train-induced ground

vibrations of different measures, such as trenches and wave-impeding blocks (WIBs). They found that a WIB may

be an efficient vibration reduction measure. However, the width of the WIB is much smaller than the occurring

wavelengths at low frequencies. Then, the waves will not be trapped, which can result in a poor vibration reduction

performance. In general, the WIBs did not perform as well as open trenches but better than in-filled ones.

Methods for reducing vibrations at the building to be protected usually involve thickening the whole slab, slit-

ting the slab into isolated islands, or supporting the slab with piles. Sanayei et al. [7] studied using a thickened

lower floor in a multi-story building as a vibration reduction measure for train-induced ground vibrations. They

tested a full-scale building to verify an analytical prediction model created with a methodology which they pre-

viously developed [8, 9]. They investigated the vibration reduction efficiency of the thickened floor for various

thicknesses and concluded that it can be used as a reduction measure for external vibration sources. Xiong et al.

[10] studied the effect of various cases on reducing train-induced building vibration levels. They concluded that,

for example, a stiffened foundation–slab system may an effective vibration reduction measure. They found that an

island of a thicker slab-on-grade reduced the vertical vibrations compared to the surrounding conventional slab-

on-grade but increased the horizontal vibrations at some frequencies. Note that the reduction in vertical vibrations

was strongly dependent on the occurring wavelengths; thus, the conclusions may differ under other site conditions.

Amick et al. performed vibrational measurements [11] in order to evaluate how the stiffness of a slab-on-grade

or of a building affected the vibrations at a construction site. They concluded that isolating part of the slab where

vibration-sensitive equipment is to be placed is only effective for vertical vibrations with frequencies higher than

a certain limit (20 Hz in this specific case). Thus, for low frequencies (i.e. long wavelengths), there is no positive
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(a) Spreading out binder material. (b) Mixing binder with original soil.

Figure 1: Photographs of the soil stabilisation process at MAX IV Laboratory.

effect from using isolated islands, and horizontal vibrations may even be amplified. They noted that the obtained

vibration reduction depends on the ratio of the present wavelength and dimensions of the slab-on-grade. Amick

et al. [12] conducted an experimental study on three types of concrete slabs to determine their vibration reduction

ability: (i) a 300 mm solid slab, (ii) 300 mm slab with a separated island of 900 mm, and (iii) the same as the latter

but the island was placed on concrete piles instead of soil. The vibrations were evaluated with both external and

internal excitation sources. For the externally excited vertical vibrations, the slab with piles performed the best,

and the continuous slab performed the worst. For the internally excited vertical vibrations, the slab type resulting

in the largest vibration reduction depended on the frequency of interest. In general, they concluded that the perfor-

mances of the different slab types depend on the frequency range of interest and on the excitation type. Note that

the island they considered was three times thicker than the continuous slab. Thus, their study was not complete in

terms of investigating the benefits of a slit/gap in a slab.

The authors [13, 14] previously found that improvement of the soil parameters have a greater effect on the

vibration levels in a building than structural modifications have when internal loads are applied. The soil parameters

were also found to have a major effect when external loads are applied [15].

1.1. Soil stabilisation as a vibration reduction measure

One approach to improve the soil parameters is to stabilise the soil by mixing it with a binder in order to

increase its stiffness. The procedure of mixing various types of binders with soil was developed both in Sweden

and Japan in the 1970s. It is frequently used to improve soft soils for road and railway construction and for

building foundations to decrease settlement. There are several types of binders that can be used for this purpose,

either singly or in conjunction with one another, such as cement, lime, blast furnace slag, and fly ash. The first two

are used most frequently. The fundamental aim is to increase the elastic modulus of the soil by adding an adequate

amount of binder, the procedure is as follows: (i) the soil down to the desired depth is dug up, (ii) spreading out

a layer of original soil, (iii) spreading out a layer of binder (cf. Fig. 1a), (iv) mixing the original soil with the

binder (cf. Fig. 1b), (v) the mixed soil is packed, and (vi) the procedure is repeated from step ii until the required

thickness of the stabilised soil is achieved. Fig. 1 shows two photographs of the stabilisation process.

By improving the soil underneath the building to be protected, both externally and internally induced vibrations
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may be reduced. However, soil stabilisation underneath a slab-on-grade as a vibration reduction measure is not

well-examined in the literature. The vibration reduction effect of stiffening the soil underneath a slab-on-grade

is twofold. First, the bending stiffness of the foundation is increased from solely incorporating the slab-on-grade

to also include the stabilised soil. This is advantageous for vibrations stemming from both external and internal

sources. If different material properties of the stabilised soil and ambient soil are used, differences in the wave

speed and mass density occur between the stabilised soil and ambient soil. Since the mechanical impedance is

defined as the wave speed multiplied by the mass density (Z = cρ), an impedance mismatch occurs between the

two materials. Thus, when an incident wave front hits the boundary of the stabilised soil, energy is reflected since

the impedance mismatch governs the amount of energy reflected [26]. The impedance mismatch also results in

refraction of the incident wave front. Thus, improving the soil by stabilisation may reduce vibrations from both

internal and external vibration sources in an efficient manner.

1.2. Present study

The present study has its origin in the conceptual design of the MAX IV Laboratory research facility. See

Section 6 for more information about the facility (hereafter referred to as ’Max IV’). In the design of the facility,

numerical conceptual studies were carried out to investigate the effects of modifications to the soil and structure

on vibration levels within the facility to satisfy the strict vibrational requirements applied there.

In the paper, parametric FE analyses were conducted to investigate the vibration reduction from improvements

to a slab and the soil underneath and to develop general guidelines to be used for the design stage of vibration-

sensitive buildings. A calibrated FE model was used to predict the obtained vibration reduction by soil stabilisation

at a real-life example case.

The study was divided into two major parts. As discussed in Section 3, the first part involved creating an FE

model including a concrete slab located on a homogeneous soil. Various parameters of the slab were varied, and

the related vibration phenomena were examined. As discussed in Section 4, the influence of soil stabilisation was

included in the parametric studies; different parameters of the soil and stabilisation were varied. The influence of

bedrock underneath the soil on the vibration reduction was investigated. Section 5 summarises the findings from

the parametric studies as guidelines. In the second major part, soil stabilisation at the vibration-sensitive research

facility was used as an example case. This is discussed in Section 6. Frequency spectra of occurring road traffic

loads and internal pedestrian loads were considered in the model.

2. Numerical modelling

Local variations in the concrete, soil, and bedrock such as strata and granularity are small compared with the

wavelengths involved in the frequency range of interest. Thus, isotropic homogeneous materials were used in the

numerical model. The present study focused on vibrations stemming from road traffic, people walking on a slab,

and similar sources. For such vibrations, strains are usually at a level that the assumption of linear elasticity is

applicable.
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The FE formulation for the equation of motion can be written as [16, 17]

Mü+Cu̇+Ku = f , (1)

where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, f is the load vector, and u is

the nodal displacement vector. A rate-independent (hysteretic) damping model was assumed because it provides

a good match to real soil behaviour. Therefore, the damping can be described by a loss factor introduced by the

structural damping matrix [18]. A limitation of the assumed damping model is that it cannot be used in the time

domain (non-causal). Hence, for the calibration of the numerical model in the example case with the measurement

data in the time domain (see Section 6), the rate-dependent Rayleigh damping was used instead. Rayleigh damping

provided an adequate damping model for the narrow frequency range of interest in the example case (5–25 Hz).

The relationship between the loss factor η and Rayleigh damping ratio ξ can be expressed in steady-state analyses

as

η =
1

2π

ED
ESo

= 2ξ
ω

ωn
, (2)

where the energy dissipated per unit volume in the form of viscous damping of a given cycle of harmonic vibrations

is denoted as ED and the strain energy is denoted as ESo [19]. When the exciting angular frequency ω is equal to

the natural angular frequency ωn, the loss factor (see Eq. 2) can be expressed as

η = 2ξ. (3)

Waves in a continuum comprise pressure (P) and shear (S) waves. Their wave speeds in a linearly elastic

homogeneous isotropic medium are given by

cP =
√

λL+2µ
ρ ; cS =

√
µ
ρ , (4)

where λL and µ are the first and second Lamé constants, respectively [20]. The Lamé constants are related to the

engineering constants as follows:

λL = νE
(1+ν)(1−ν) ; µ = E

2(1+ν) , (5)

where ν is Poisson’s ratio and E is the elastic modulus. The second Lamé constant µ is identified as the shear

modulus. P- and S-waves are derived under the assumption of an infinite medium. In a finite medium, boundary

waves occur near the boundaries, such as Rayleigh waves. The wave speed of Rayleigh waves cR can be determined

on the basis of

V 6 − 8V 4 − (16α2 − 24)V 2 − 16(1− α2) = 0, (6)

where V = cR/cS and α = cS/cP [20].

The FE software package Abaqus 6.12 [21] was used to develop the FE models. Plane strain conditions were

employed in the parametric studies; these are applicable to line loads and elongated structures. In the analyses of

the example case, however, a full 3D FE model was used because the applied loads and geometry did not allow
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for a reduction in the dimensions. The FE models were reduced in size by using viscous absorbing boundaries

(VABs) developed by Lysmer and Kuhlemeyer [22]; boundary conditions in terms of dashpots were used to absorb

incident waves. In the following derivation of the VAB [21], only plane longitudinal waves are considered. By

using Lamé’s constants, the stress–strain relation can be written as

σxx = 2µεxx + λ(εxx + εyy + εzz). (7)

The incoming plane longitudinal waves and reflected wave can be written as

ux = f1(x− cpt); ux = f2(x+ cpt). (8)

Distributed damping constants can be introduced on the absorbing boundary such that the stress there becomes

σxx = −dpu̇x. (9)

The damping constants for P-waves can be obtained as follows:

dp = ρcp; ds = ρcs. (10)

The damping constants for S-waves can be obtained in a similar manner. The VAB are completely effective

for orthogonally impinging plane body waves assuming a linear elastic material model. For waves that do not

propagate in the normal direction of the boundary and for surface waves such as Rayleigh waves, the boundary

damping still works sufficiently well from an engineering point of view [23].

In order to develop an FE model and to ensure that the analyses provided results of adequate accuracy, studies

have been conducted to investigate the influence of various parameters such as the aspect ratio of the finite elements,

the size of the model geometry and reflection of waves at boundaries. An element mesh with a minimum of six

element nodes representing the shortest wavelengths in each developed model was employed.

Root mean square (RMS) values were used to indicate the resulting vibration magnitudes. The RMS values

were calculated according to the complex magnitude of the vertical displacements obtained from the steady-state

analyses. The following RMS value (see Eq. 11) was used in order to obtain a frequency-dependent function for

plotting a graph of the selected evaluation points selected:

uIRMS(f) =
1

n

√√√√ n∑
i=1

u2i , (11)

where ui is the magnitude of the displacement at node i and n is the number of evaluation nodes. A second RMS

value was used in order to determine a single value indicating the vibration level and is defined here as

uIIRMS =
1

m

√√√√ m∑
j=1

uIRMS(fj)
2, (12)

where uIRMS(fj) is the magnitude of the displacement at frequency step j in the steady-state analyses and m is
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Figure 2: Model of slab on soil used for parametric studies. The concrete slab is coloured in grey.

Table 1: Material properties used for the reference model [24].
Property Concrete Soil
Density (kg/m3) 2400 2100
Elastic modulus (MPa) 35,000 480
Loss factor 0.04 0.14
Poisson’s ratio 0.25 0.48

the number of frequency steps considered.

3. Slab on homogeneous soil

Parametric FE analyses were conducted in order to investigate the vibration reduction from improving the

properties of a slab on soil. A 2D FE model included a concrete slab on a homogeneous soil was developed.

As reference geometry, the concrete slab had a width of 25 m and thickness of 0.3 m. Frequency sweeps were

carried out with a unit line load applied at frequencies of 1–100 Hz. Two different loads were investigated: one

externally located on the ground surface, fext, and one located on the midpoint of the slab itself, fint. The

geometry of the model using the external load position was 200×300 m2 (height×width). In the model using

the internal load position, the width was reduced to 150 m due to symmetry conditions. The model is shown

in Fig. 2. Quadrilateral 8-node plane strain elements obtained by quadratic approximation were employed. The

model contained between approximately 150,000–300,000 degrees of freedom (dofs), depending on if the external

or the internal load position was used. The soil properties used in the study (see Table 1) are typical for a stiff

clay till in southern Sweden. The vibration response, and thus the obtained vibration reduction, was presented as

a function of the Rayleigh wavelength in the soil. For the soil properties applied here, frequencies between 1 and

100 Hz corresponded to Rayleigh wavelengths of 257–2.57 m.

3.1. Slit in slab

A common measure to isolate vibrations stemming from machines or to sensitive areas is to make use of a

slit in the slab. To evaluate the vibration reduction effect achieved, a slab separated into two equally sized parts

(12.5 m each) was considered, as shown in Fig. 3a. The load was applied in the middle of one of the parts, i.e.

6.25 m from the outer edge. The obtained displacements on the slab parts (see Eq. 11) were compared to that of a

continuous slab with a 25 m width and the load at the same position, as shown in Fig. 3b. Fig. 4 shows the reduction

in displacement versus the Rayleigh wavelength on both sides of the slit. It is seen in the figure that the vibration
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(a) Slitted slab.

Soil
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fint
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(b) Reference model.

Figure 3: Models used to study the effects of a slit in a slab. The concrete slabs are coloured in grey.
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Figure 4: Reduction in displacement as a function of the Rayleigh wavelength with internal loading. The displacements were evaluated on the
far and near sides of the slit in relation to the loading, and the results were compared with those for a continuous slab.

levels could be reduced if the target being protected was located on the far side of the slit compared to the position

of the excitation. However, this only had a slight effect; the effect became stronger as the wavelengths became

less than 50 m. Long Rayleigh waves go deep into the soil. At the depth of 0.8λR, for example, the amplitude is

still 50% of the surface amplitude [25]. Because the slab was only 0.3 m thick while the occurring wavelengths

were several meters in depth, the long waves were more strongly affected by the soil properties because most of

the particle motion occurred in the soil. This explains why the slit is more effective for short wavelengths.

When loading occurred on the same side as the target, the vibration levels were amplified for Rayleigh wave-

lengths shorter than about 40 m. Thus, using a slit in a slab with a vibration source producing wavelengths in such

a range may amplify the vibration level in that part of the slab.

3.2. Bending stiffness of the slab

To study the influence on the obtained reduction by increasing the stiffness the expression of a Kirchoff plate

bending assuming isotropic material with constant thickness was used. The bending stiffness was defined as

D =
Et3

12(1− ν2)
, (13)

where E is the elastic modulus, t is the thickness, and ν is Poisson’s ratio.

The effect of varying the bending stiffness of the slab was investigated for the externally located load. Fig. 5
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Figure 5: Reduction in displacement as a function of the Rayleigh wavelength for external loading. The displacements on the slab were
evaluated for various bending stiffness of the slab. D0 denotes the bending stiffness of the original slab. The displacements were averaged
for a sweeping window of 10 Hz over the frequency range, and the mean value of the frequencies was calculated within the window for each
frequency.

shows the reduction in the vibration level as a function of the the Rayleigh wavelength for various bending stiffness

levels of the slab. The bending stiffness of the slab was increased by increasing the elastic modulus E. According

to Eq. 13, changing the thickness and Poisson’s ratio of the slab changes the bending stiffness of the slab. However,

the results concerning the change in thickness are somewhat questionable. For example, increasing the stiffness

103 times corresponds to increasing the thickness by 10 times, e.g. from 0.3 to 3 m. Then wave propagation within

the slab affects the vibration level obtained. For a moderate increase in the thickness, however, the same degree

of reduction was observed when the bending stiffness was increased with the elastic modulus in relation to the

thickness, given that the density was reduced to preserve the mass of the slab. It is not realistic to vary Poisson’s

ratio in order to increase the bending stiffness to any appreciable extent because this would require a negative

Poisson’s ratio (i.e. auxetic material).

Fig. 5 shows that a larger reduction occurred with a higher bending stiffness. However, amplification was

observed for Rayleigh wavelengths shorter than 5 m when the bending stiffness was increased by a factor of

1000, i.e. resonance occurred. The stiffened slab resulted in a marked reduction at wavelengths from about 6

to 15 m, however the interval depended of the bending stiffness of the slab. Because the width of the slab used

here was 25 m, the width of the slab should be about 2–4 times the dominating wavelength in order to reduce the

displacement as effectively as possible and to minimise the risk of amplification. The positive effect of increasing

the bending stiffness of the slab motivated the study on stabilising the soil underneath the slab in order to achieve

a higher bending stiffness of the foundation, which includes both the slab and stabilised soil.

3.3. Slab stiffness in relation to the soil stiffness

Fig. 6 shows the reduction obtained by increasing the elastic moduli of the soil and concrete compared to their

reference values, which are given in Table 1. The internally located load was considered. The figure shows that

increasing the elastic modulus of the soil is far more effective at reducing vibrations than increasing the elastic

modulus of the concrete slab. This is most obvious at low frequencies (long wavelengths) because the larger part
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Figure 6: Reduction in displacement as a function of frequency for internal loading. Displacements on the slab were evaluated. The elastic
modulus of soil Esoil and concrete Econc were varied.

of the Rayleigh wave particle motion occurred in the soil compared to shorter waves. Note that the soil volume

in the model was much larger than the slab volume; hence, changing the stiffness of the soil had an appreciable

influence on the global stiffness of the model. The positive effect of increasing the soil stiffness motivated the

investigation on stabilising the soil underneath a slab in terms of a vibration reduction measure.

4. Slab on stabilised soil volume

Parametric studies were conducted on both external and internal loading of a slab on stabilised soil. Fig. 7

shows the model used. Here, the same FE model was used as in Section 3 with the exception of different material

properties of the volume under the slab, denoted as ‘Stabilised soil’ in the figure. The wavelengths in bedrock

being longer than in soil. Thus, the number of dofs was reduced to between approximately 100,000–250,000,

depending on if the external or the internal load position was used, for the models involving bedrock.

As discussed in Section 4.1, one material parameter at a time was varied from its reference value for the

stabilised volume. Here, the material parameters of the original soil were used as reference values. Table 1 presents

Soil

fext

Slab

0.3 m

100 m

25 m

fint

Stabilised soil

Bedrock

dbedrock

Dstab

Figure 7: Model used for parametric studies of slab on stabilised soil volume. The concrete slab is coloured in grey.
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Figure 8: Reduction in displacement as a function of the Rayleigh wavelength for different elastic modulus of the soil at the stabilisation
volume. The reference value of the elastic modulus was 480 MPa.

the reference values of the material parameters. As discussed in Section 4.2, the elastic modulus and depth of the

stabilised soil were each varied because they had the largest effect on the vibration reduction and are easier to

modify during the stabilisation process. Here, the material parameters of the stabilised soil were used as reference

values Table 2 presents the reference material parameters of the stabilised soil. As discussed in Section 4.3, the

influence of bedrock at certain distances from the ground surface on the vibration reduction was investigated. The

reduction of displacements shown in Figs. 8–13 was evaluated in terms of RMS values (see Eq. 11) for all nodes

on top of the slab relative to a slab on soil with reference material parameters. For those figures, the displacements

were averaged by sweeping a window of 10 Hz over the frequency range and calculating the mean value of the

frequencies within the window for each frequency. Note that the sweeping window is truncated at the frequency

limits. The plots show amplification of the vibration levels as a negative reduction. The displacements are shown

as a function of the Rayleigh wavelength of the original soil with the reference material parameters.

4.1. Parameters of soil

The soil material properties of the soil volume underneath the slab were varied in a parametric study (Fig. 7).

The elastic modulus, Poisson’s ratio, the loss factor, and the mass density were varied one at the time while the

others were kept constant. The parameters were varied in intervals assumed to cover the practical useful values for

a stabilised soil. Hence, they were varied between the reference values of the soil and concrete, as presented in

Table 1. The elastic modulus was the exception; the upper limit was set to 10 GPa.

4.1.1. Elastic modulus

The elastic modulus was varied between 480 and 10,000 MPa. As shown in Fig. 8a, the elastic modulus

had a marked effect on the vibration levels of the slab when an external load was applied. The results showed

a maximum reduction of approximately 55% and amplification of up to approximately 10% depending on the

excitation frequency and elastic modulus. For some Rayleigh wavelengths, a higher elastic modulus resulted in

greater reduction but also higher amplification. The amplification was due to resonances of the stabilised soil.
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Figure 9: Reduction in displacement as a function of the Rayleigh wavelength for different Poisson’s ratios of the soil in the stabilisation
volume. External loading was applied, and the reference value of Poisson’s ratio was 0.48.

Fig. 8b shows that the influence of varying the elastic modulus on the vibration levels of the slab was also

significant for internally located loads. In contrast to external loading, increasing the elastic modulus was beneficial

for all investigated wavelengths.

4.1.2. Poisson’s ratio

Poisson’s ratio was varied from 0.48 to 0.25. As shown in Fig. 9, the effect on the vibration levels of the slab

relative to the reference model was significant for the shorter Rayleigh wavelengths with an externally located load.

The vibration levels of the slab were amplified for wavelengths shorter than approximately 8 m independent of the

value of the Poisson’s ratio. However, the resonance peak was slightly shifted. When Poisson’s ratio was lowered,

the shear stiffness (see Eq. 5) increased, and the bending stiffness (see Eq. 13) decreased. However, the stiffness

in the vertical direction markedly decreased, which is given by

Dzz =
E(1− ν)

(1 + ν)(1− 2ν)
. (14)

For internal loading, varying Poisson’s ratio resulted in both reduction and amplification. However, there was

only a slight effect.

4.1.3. Loss factor

The loss factor was varied between 0.14 and 0.04. For external loading, the loss factor had a marked effect

on the vibration levels of the slab for Rayleigh wavelengths between 5–15 m, as shown in Fig. 10a. The highest

amplification from lowering the loss factor was 25% and occurred at a wavelength of 8 m.

For internal loading, varying the loss factor affected the response of the slab for Rayleigh wavelengths shorter

than the slab itself, as shown in Fig. 10b. For external loading, the effect of changing Poisson’s ratio was largest

between wavelengths of about 5 and 15 m with a peak amplification of approximately 18%.
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Figure 10: Reduction in displacement as a function of the Rayleigh wavelength for different loss factors of the soil at the stabilisation volume.
The reference value of the loss factor was 0.14.

Table 2: Reference values for the stabilised soil. The values within brackets show the intervals used in the parametric studies of the soil
stabilisation.

Property Stabilised soil
Depth (m) 4 (2–10)
Density (kg/m3) 2400
Elastic modulus (GPa) 4 (1–10)
Loss factor 0.04
Poisson’s ratio 0.25

4.1.4. Mass density

The mass density was varied from 2100 to 2400 kg/m3. With external loading, the effect on vibration levels

was negligible. With internal loading, a somewhat larger effect was obtained. For a mass density of 2400 kg/m3,

the reduction reached a maximum of 8% for Rayleigh wavelengths shorter than 5 m. Overall, the mass density of

the soil had a slight effect on the vibration levels of the slab. If the mass density would be varied for a larger soil

volume, it may have a larger effect.

4.2. Parameters of the stabilised soil

The elastic modulus and the depth of the stabilised soil were varied one at the time while the other parameters

were kept constant. Table 2 presents the reference material parameters used for the stabilised soil. According to a

geotechnical report [24], the elastic modulus is the material property of the soil that can be changed the most by

stabilisation. The obtained displacements are presented as the reduction (or amplification) relative to having the

original soil underneath the slab.

4.2.1. Elastic modulus

The elastic modulus of the stabilised soil was varied from 1 to 10 GPa. Fig. 11a shows that the obtained reduc-

tion by stabilising the underlying soil is highly dependent on the incident Rayleigh wavelengths for the external

load. Both large reductions and large amplifications can be obtained. The behaviour was similar to increasing the

bending stiffness of the slab, as discussed in Section 3.2. The largest reduction was obtained for wavelengths of
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Figure 11: Reduction in displacement as a function of Rayleigh wavelength when the elastic modulus of the stabilised soil was varied. The
reference case was a slab on homogeneous soil.

5–25 m. Fig. 11a shows that increasing the elastic modulus of the stabilised soil increased the maximum reduction

and decreased the maximum amplification. Thus, increasing the elastic modulus of the stabilised soil is beneficial.

Moreover, the displacements on the slab were amplified at wavelengths shorter than approximately 6 m depending

on the elastic modulus of the stabilised soil. At those wavelengths, a resonance occurred because of the large

influence of the low Poisson’s ratio of the stabilised soil relative to the original soil. In order to compensate for

the loss of stiffness in the normal direction resulting from the lowered Poisson’s ratio and therefore to avoid large

amplification of the vibration levels, the elastic modulus should be at least 4 GPa.

Fig. 11b shows that, similar to the results for external loading, increasing the elastic modulus of the stabilised

soil is also beneficial for internal loads. However, for internal loading, reduction was seen for all investigated

Rayleigh wavelengths. The largest reductions occurred for wavelengths shorter than the slab. For the shortest

and longest wavelengths considered in the study, a stabilised soil with an elastic modulus of 1 GPa resulted in

negligible reduction levels.

4.2.2. Stabilisation depth

The depth of the stabilised soil was varied from 2 to 10 m. Figs. 11 and 12 show somewhat similar tendencies

when either the elastic modulus or depth of the stabilised soil was increased. As shown in Fig. 12a, the vibration

levels of the slab were considerably amplified for frequencies generating Rayleigh wavelengths shorter than ap-

proximately 5 m, depending on the depth of the stabilised soil. The vibrations of the whole stabilised volume were

amplified, which indicates resonant behaviour. Thus, resonances from the stabilisation affected the response of the

slab.

Fig. 12b shows that the depth of the stabilised soil had a marked effect on the vibration levels of the slab with

internal loading. In contrast to the elastic modulus (Fig. 11b), increasing the depth of the stabilised soil was not

beneficial for all investigated Rayleigh wavelengths.
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Figure 12: Reduction in displacement as a function of the Rayleigh wavelength for different depths of the stabilised soil. The reference case
was a slab on homogeneous soil (Dstab = 0).

4.3. Influence of bedrock

In previous studies by the authors found that including bedrock in the FE models can have a large influence

of the level of reduction obtained when a vibration reduction measure was applied [3]. It was concluded that the

wavefront propagates through the bedrock and affects the soil layer at long distances from the vibration source.

The effect of bedrock included in the model on the reduction achieved through soil stabilisation was investigated

for both external and internal loadings. Fig. 7 shows the model used. The depth of the soil layer (i.e. distance from

the ground surface to the bedrock dbedrock) was varied between 4 m (i.e. stabilised soil all the way down to the

bedrock) and infinity (i.e. no bedrock). Thus, the depth of the stabilised soil was kept constant in the analysis at

Dstab = 4 m.

Fig. 13a shows that, for external loading, the maximum reduction increased as the distance to the bedrock

decreased. In other words, the maximum reduction obtained by soil stabilisation increases when there is a short

distance between the ground surface and the bedrock. However, when the soil was stabilised down to the bedrock,

a marked amplification was obtained at a Rayleigh wavelength of about 3 m, which is equivalent to a frequency

of 83 Hz. This corresponds somewhat to the eigenmode of the stabilised volume having its horizontal surface

pulsating in the vertical direction. The large reduction at a wavelength of 10 m occurred at the same frequency

where the model without stabilisation had its peak response. Because the stabilised soil was located directly on the

bedrock, this effect was significantly decreased.

For internal loading, the achieved reduction generally increased as the depth to bedrock decreased, as shown

in Fig 13b. Similar to external loading, when the soil was stabilised down to the bedrock (dbedrock = 4 m),

resonances of the stabilised soil became important. The large reduction obtained at a Rayleigh wavelength of the

soil of 8 m corresponded to the frequency where the model without stabilisation had a peak response. A peak

was not observed in the model including the stabilisation. The reduction decreased for frequencies corresponding

to wavelengths shorter than approximately 5 m because the resonant behaviour of the soil in the model without
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Figure 13: Reduction in displacement as a function of the Rayleigh wavelength for various distances to the bedrock from the ground surface.
An infinite distance denotes a model without any bedrock present. The depth of the stabilised soil was kept constant at 4 m.

stabilisation was less significant at those frequencies.

5. Guidelines

The most important findings from the parametric studies are summarised below in the form of general guide-

lines which can be used at the design stage of vibration-sensitive buildings.

• The slab and stabilisation width should be 2–4 times the dominant Rayleigh wavelength

If vibrations stemming from an externally located vibration source should be addressed, the widths of the

slab and stabilised soil are important. The foundation (slab and stabilised soil) is most effective at reducing

vibrations from Rayleigh wavelengths of about 5–15 m. It can therefore be concluded that This corresponds

to a slab width of approximately 2–4 times the dominant Rayleigh wavelength. This should also be con-

sidered if a slitted slab is to be used because the width of the slab changes. Making use of a slit may be

beneficial for isolating internal vibration sources but only for shorter Rayleigh wavelengths (up to a couple

of meters for the model used in the study). However, vibrations on the same side of the slit as the source

may be amplified.

• The elastic modulus of the stabilised soil should be high

Varying the elastic modulus of the stabilised soil was observed to have a significant effect on the obtained re-

duction for both external and internal loadings. The maximum reduction for external loading increases with

the elastic modulus. Increasing the elastic modulus is always advantageous for internal loading. However,

resonant behaviour was observed for certain wavelengths and may therefore amplify the vibration levels.
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Figure 14: Architectural sketch of Max IV [27, 28].

• The selected depth of the stabilised soil should be large

Soil stabilisation is generally more effective the deeper it is. For external loads, however, some resonance

behaviour was observed at certain stabilisation depths for certain wavelengths, especially when the stabilised

soil reached the bedrock. Thus, investigations must be performed to prevent amplification.

• Numerical simulations needed

As stated in the aforementioned guidelines, soil stabilisation can cause resonant behaviour leading to ampli-

fied vibration levels on the slab. Therefore, the design of the stabilisation needs to be evaluated by employing

models capturing these phenomena. Numerical simulations provide an adequate tool for such purposes. The

resonant behaviour is strongly dependent on the properties of the ground materials and the properties of the

stabilisation. It is therefore necessary to calibrate the numerical model to measurements carried out on-site

or at sites with similar conditions.

6. Example case

As an example of the reduction in vibration levels which can be achieved by soil stabilisation, the research

facility Max IV was considered involving its governing loads. The large ring-shaped building, as shown in Fig. 14,

has a circumference of about 650 m and is approximately 12 m in height. It has a 0.3 m thick concrete slab which

is 25 m wide. Fig. 15 shows the cross-section of the concrete structure. The distance A varies between 6 and

8 m because of the serrated geometry of the outer wall, as shown in Fig. 16. Below the concrete slab, the soil

was stabilised to a depth of 4 m. Table 2 presents the values of the material parameters used for the stabilised

soil. Because the Max IV site is large at around 300,000 m2, the stratification of the soil varies throughout the

site. The soil comprises 14–16 m of two different clay tills: Low Baltic clay till covers the stiffer Northeast clay

till, which rests on top of bedrock consisting of sandstone and shale. In the building, electron beams producing

synchrotron light are controlled by magnets. Since the quality of the measurements depends upon the vibration

levels of the magnets, there are strict requirements regarding displacements. The vibration requirements regarding
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Figure 15: Cross-section of the model. The distance A varies between 6 and 8 m. The concrete structure is coloured in grey.

vertical displacements are especially strict; these must be less than 30 nm in 1 s RMS in the frequency range of

5–100 Hz.

In the design process of Max IV, a group of experts in dynamics was composed. The authors belonged to that

group, together with people from companies in the building industry. The main goal of the work of the group

was to ensure that the vibration requirements could be fulfilled. Conceptual studies were performed to specify and

verify design solutions aiming at minimising the vibration level in the sensitive areas. As examples of the adopted

design solutions developed by the authors may be the use of a shaped ambient landscape [4] (see Fig. 14) and the

work presented in the present paper. Both used as vibration reduction measures. To exemplify the outcome of the

parametric studies performed in the present paper, the applied solution at Max IV serves as an example case.

x

y z

Figure 16: FE mesh of the calibrated model. The concrete structure of the building is in grey, the top soil layer is in green, the bottom soil layer
is in red, and the bedrock is in dark grey.
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Table 3: Material parameters used in calibrating the FE model and layering used in model. The calibration parameters being: E1, E2, ξ1, and
ξ2.

Property Soil, top layer Soil, bottom layer Bedrock
Depth (m) 7 7 75
Density (kg/m3) 2100 2100 2500
Elastic modulus (MPa) E1 E2 10,000
Damping ratio (%) ξ1 ξ2 2.0
Poisson’s ratio 0.48 0.48 0.40

6.1. Model calibration

A numerical model was developed to predict the effectiveness of the stabilisation used at Max IV as a vibration

reduction measure. Green-field measurements were conducted in situ in order to obtain realistic material param-

eters for the soil and bedrock. During the Max IV project, extensive geotechnical and geophysical measurements

were carried out in order to assess reliable material parameters: soil sampling, vertical soil profiling tests, surface

seismic tests, and falling weight deflectometer (FWD) tests [24]. The interval for each material parameter was

determined on the basis of those measurements.

Numerical simulations were performed to determine the best estimated value of each material parameter in the

FE model through calibration of the simulation results to the measurement data. Based on the uncertainty interval

obtained from the measurements, the material parameters with the largest influence on the simulation results were

the elastic modulus and the damping parameter. Note that Poisson’s ratio may have had a marked effect on the

dynamic response of the soils, but its uncertainty interval was narrow for the soil at the site. Hence, the elastic

modulus and damping were calibrated for the soil layers. Table 3 presents the material parameters used in the

calibration. Because the load in the FWD tests was measured (see Fig. 17), the tests could be used in conjunction

with the FE models through an iterative process in which each of the selected material parameters was varied while

the others were kept constant.
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Figure 17: A photograph of the FWD machine is shown in (a) [24]. The machine generates an impulse load on the ground surface as shown in
(b).
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Figure 18: Accelerations evaluated at 20 and 80 m from the vibration source. The measured accelerations are shown by a solid line, whereas
the numerically predicted accelerations are shown with a dashed line.

Table 4: Values of the calibrated model.
Value Measurem. 20 m Simul. 20 m Measurem. 80 m Simul. 80 m
Maximum acceleration (m/s2 · 10−3) 30 31 0.93 1.27
Period time at max acc (s) 0.034 0.035 0.050 0.043
RMS (m/s2 · 10−3) 11 7.4 0.36 0.45

In the FWD tests, an impulse load is created. Fig. 17(b) shows the load spectra. Two accelerometers were

placed on the ground surface to record the vertical accelerations along a straight line from the FWD at 20 and

80 m from the source. Wilcoxon 731A/P31 seismic accelerometers and power amplifier system were used for the

measurements. The time signals for the transducer and accelerometers were not synchronised. Fig. 18 shows the

measurement data obtained by the accelerometers.

For the calibration, an axisymmetric FE model was used for simulations in the time domain. An implicit solver

using Hilber-Huges-Taylor time integration [29] was employed with fixed time steps of 0.0015 s. The calibration

was aimed at minimising the difference between the simulation results and measurement data in terms of the

maximum acceleration and period time at the maximum acceleration. Table 4 presents the obtained values and

RMS values of the accelerations shown in Fig. 18.

The FE model generated output that resemble the measurement data to an adequate extent, thus, it can be

concluded that the calibrated model is sufficiently accurate for predicting the vibration reduction effect of the

stabilised soil. There can be several explanations for the minor differences of the calibrated model relative to the

measurement data, for example: simplifications in the numerical model such as completely horizontal layering and

homogeneous and isotropic materials, as well as background noise and crude resolution in the measurement data.

The calibration resulted in the values of the material parameters presented in Table 5. Because the calibration

was conducted with a transient load, Rayleigh damping was applied. The achieved reduction as presented in

Section 6.2 was evaluated in the frequency domain. Here, the loss factor was in relation to the calibrated damping

ratio according to Eq. 3.

A 3D FE model was used with dimensions of 360×260×90 m3 (length (x) × width (y) × height (z)). Fig. 16

shows the model. In the z-direction, the geometry was 14 m of soil and 75 m of bedrock. Quadrilateral 20-node
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Table 5: Validated material properties.
Property Soil, top layer Soil, bottom layer
Elastic modulus (MPa) E1=500 E2=2000
Damping ratio (%) ξ1 =3.5 ξ2=3.0
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Figure 19: Magnitude spectrum of displacements U(t) obtained from measurements. The 95% and 5% quantile curves are shown as dashed
lines. The median value (50% quantile) was used in the numerical analyses and is shown as a red solid line. A reference displacement of
10−8 m was used.

hexahedron solid elements obtained by quadric approximation were employed. The FE model contained about

approximately 1.1–1.4 million dofs, depending on the load position used.

6.2. Prediction of reduction level

In the example case, road traffic load at a nearby motorway and pedestrian load inside the building were

considered. Since vibrations stemming from road traffic mainly have energy in the lower frequency range and

because of the low response of the soil at higher frequencies, the upper frequency limit of the analyses was set to

25 Hz. As stated previously, the lower limit was set to 5 Hz. Because the vibrations with the highest amplitude

occurred when the motorway was heavily trafficked, the traffic load was regarded as a line load. A line load

assumes that all loads act in-phase. In comparative studies on the effectiveness of the stabilisation, this was

assumed to have a negligible influence. Fig 19 shows the considered frequencies of the traffic load. See [3]

for a detailed description of the procedure applied to determining the frequency content of the traffic load. The

harmonic load, representing the traffic, was applied 100 m from the closest distance to the concrete slab, and the

displacements were evaluated at nodes located along the ring-shaped concrete structure, as shown in Fig. 20. The

RMS value (see Eq. 12) denoting the total vibration level stemming from road traffic was found to be reduced by

55%.

Because the vibration requirements are extreme, a walking load containing frequencies of up to 20 Hz was

applied [31]. Considering a walking rate of less than 2.5 Hz, the frequency content within the range of interest

(5–20 Hz) can be assumed to be constant in amplitude [30, 31]. A harmonic unit load was applied on the concrete

slab 8 m from the outer boundary. The displacements were evaluated at the four closest nodes adjacent to the

loading point at a distance of approximately 2 m. The reduction in the total vibration level, using the RMS value

defined in Eq. 12, was found to be 77%.
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Figure 20: Locations of the evaluation points (grey dots) used when an externally located load (thick black solid line) located 100 m from the
closest point of the slab was applied.

7. Concluding remarks

General guidelines were stated from numerical parametric studies that investigate the effects of various param-

eters of a concrete slab on soil and of stabilised soil underneath the slab on the vibration reduction of external and

internal loading. The effects of soil stabilisation at a real-life example case were investigated considering road

traffic and walking loads.

In the general design guidelines it is stated that width the slab and the stabilised soil should be 2–4 times the

dominant Rayleigh wavelength in order to be most effective in terms of reducing the vibration level of the slab.

A high elastic modulus and a large depth of the stabilisation were found to be important parameters in achieving

a high degree of vibration reduction. These statements were found to be independently of the applied material

properties. The guidelines can be used in the design process of a building requiring a certain level of vibration

reduction.

The obtained vibration reduction by using soil stabilisation is strongly dependent on the occurring wavelengths.

Thus, it is important to have extensive knowledge of the ground material parameters on-site when designing the

stabilisation. Geotechnical and geophysical measurements at the construction site are therefore required. The

material parameters given from such measurements often results in intervals for the parameters. It is therefore

necessary to calibrate the numerical model to measurement data in order to determine the best estimate of each

of the employed material parameters. This can be conducted by employing vibration measurements that measures
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both the load, as well as, the ground response. Numerical simulations are then needed to avoid resonant behaviour,

as well as, to predict the level of reduction obtained by soil stabilisation.

In the example case, the stabilised soil was found to reduce the vibrations from the traffic load by 55%. In com-

parison, previous work concerning the same example case showed that having a barrier [3] or a shaped landscape

[4] between the motorway and building, it is possible to achieve a reduction of approximately 35%. Moreover,

stabilising the soil was found to reduce vibrations caused by pedestrians inside the building by almost 80%. Thus,

soil stabilisation beneath a slab-on-soil can be concluded to be an effective vibration reduction measure.

The cost involved in stabilising the soil in relation to the cost involved in other vibration reduction measures

such as a thickened concrete slab, a wave barrier or a shaped landscape would be interesting to study. The cost-

effectiveness of the different vibration reduction measures could then be compared.
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a b s t r a c t

In the design of vibration-sensitive structures, large three-dimensional numerical models
are frequently used, those occasionally being too large to be simulated in a practical
manner. More specifically, the analyses of vibrating complex water-pipe systems require
efficient model order reduction strategies. In the paper, a numerical procedure for model
order reduction of a water-pipe system housed in a vibration-sensitive research facility is
presented. The finite element model employed includes a water-pipe system where fluid–
structure interaction effects are accounted for. The reduced model is developed using
component mode synthesis and a reduction of the interface degrees of freedom, enabling
time-efficient dynamic analyses. The model was proven to be time-efficient and to gen-
erate output of high accuracy.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Occasionally, very strict vibrational requirements are specified for sensitive equipment used in high-tech facilities such as
radar towers, large ground telescopes and synchrotron facilities. Various external and internal vibration sources, for example
traffic, indoor pumps and human activities, can have appreciable effect on the vibration levels in a facility (Persson, 2010).
Vibrations originating from external sources could be markedly reduced by using wave obstacles such as trenches and
shaped landscapes; see for example Andersen and Nielsen (2005), Persson et al. (2014). The present paper deals with
reduction in vibrations stemming from an internal vibration source, namely liquid-filled pipe systems which require large
three-dimensional (3 D) numerical models in order to be analysed in a proper manner. The analyses of those models require
an efficient numerical model that results in output of adequate accuracy. The pipe system analysed in the paper pertain to a
vibration-sensitive research facility; Section 3.1. Note that the presented numerical procedure may be used for dynamic
analysis of any application of liquid-filled pipes, such as in automotive and marine industry.

An extensive literature review on liquid-filled pipe systems is presented in Tijsseling (1996), focusing on the develop-
ment of mathematical models and validation of models to measurements. He stated that the basic equations of fluid-
structure interaction (FSI) analyses were derived already in the 19th century and in the 1950 s, the corresponding analytical
solutions were presented. In the 1970 s, the basic FSI equations could be solved numerically and in the 1990 s, commercial
finite element (FE) codes for FSI analysis were released. In the following non-exhaustive literature review, some of the
important work within this field is presented. Several comprehensive studies have been conducted, such as the review of
several FE formulations used for solving FSI problems presented in Everstine (1997). Depending on the problem that is to be
analysed, different formulations were concluded to be advantageous. In that paper, formulations for FE, boundary element
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and infinite element modelling of the fluid domain interacting with the FE structural domain are summarised. The for-
mulations presented can be used for a variety of problems such as transient acoustics, acoustic cavity analyses and dynamics
of fluid-filled pipes. Studies comparing numerical models with measurement data obtained from test set-ups can be found
in the literature for several numerical methods. The influence of considering FSI is presented in, for example, Sreejith et al.
(2004) where an FE formulation for FSI analyses of liquid-filled pipes used in nuclear reactors is studied. The response from
the numerical simulations was validated by a test set-up and it was concluded that FSI had a marked effect on the dynamical
behaviour of the structure. Pipe systems are often constructed by assembled standardised components such as pipe fittings,
flanges, joints, supports and pipe segments. For these types of structures, it is suitable to use substructuring techniques in
order to reduce the often large required size of the FE models. In Maess and Gaul (2006), a substructuring technique for
fluid-filled pipes considering FSI by employing the FE method is presented. The reduced model, using component mode
synthesis (CMS), was proven to be well-consistent to a full model as well as to measured data. In Maess and Gaul (2007),
further model reduction was obtained by employing modal truncation. The model reduction achieved by CMS can be
extended by reducing the number of degrees of freedom (dofs) at the substructure interfaces. This was performed by
Herrmann et al. (2010) by incorporating reduction of the substructure interfaces, realised by Ritz vectors, resulting in a time-
efficient reduced order model introducing low error levels.

Some general conclusions from the papers referred to above can be drawn. By considering the interaction between the
pipe and the liquid, the dynamical behaviour of the system changes, hence, it is often needed to consider the interaction
between the pipe and its containing liquid, especially for thin-walled pipes. In order to improve the computationally effi-
ciency of the numerical analyses, reduced order modelling can be employed through the use of CMS. Since the efficiency of
CMS depends on the number of interface dofs, the use of interface reduction results in a more time-efficient model. None of
the investigations referred to above, however, considered the technique of reducing the number of dofs at the substructure
interfaces by using a condensation node. The concept of using a condensation node, in relation to Ritz vectors, for reducing
dofs at the interfaces results in a more versatile approach since the substructure interfaces are reduced independent from
each other; see Sections 2.4 and 3.2. The study presented here focuses on the development of an efficient numerical pro-
cedure using interface reduction in combination with CMS. CPU times for different reduced order models in relation to their
introduced error are studied by employing coupled FSI analyses by means of the FE method.

2. Governing equations

In the section, the governing theory of structural dynamics, the interaction between an acoustic fluid and a structure and
the basic equations of component mode synthesis and of interface reduction, are presented.

2.1. Structural dynamics

The differential equation of motion for the continuum formulation of a three-dimensional solid is written as

~∇T
σSþbS ¼ ρS

∂2u
∂t2

ð1Þ

where σS is the stress tensor, bS is the body force vector, ρS is the mass density, u is the displacement vector, ~∇ is a
differential operator and t is the time. With use of Galerkin's method, FE formulation for the structural domain becomes
(Bathe, 2006; Zienkiewicz and Taylor, 1994)

Ms €uþKsu¼ fs; ð2Þ

where Ms is the mass matrix, Ks the stiffness matrix, fs the load vector and u the nodal displacement vector. Since damping
has to be included in the FE model in order to obtain a realistic response, a rate-independent linear damping was assumed
by means of the loss factor, introduced by the structural damping matrix (Craig and Kurdila, 2006).

2.2. Fluid–structure interaction

In the present paper, completely filled pipes are assumed where acoustic pressure is dominant, i.e. sloshing is not
considered. Two governing equations can be employed for describing the pressure filed of a homogeneous acoustic fluid,
which is assumed to be inviscid, irrotational (curl uf ¼ 0), compressible and to undergo small pressure changes. The
equation of motion, the volumetric drag being neglected here, can be written as

ρ0
∂2uf

∂t2
þ∇p¼ 0 ð3Þ

where ρ0 is the static density, uf is the fluid displacement vector, t is the time, ∇ is the gradient operator and p is the acoustic
fluid pressure (Morand and Ohayon, 1995; Sandberg and Ohayon, 2008). The constitutive equation for a barotropic fluid
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with constant density can be written as

p¼ �c20ρ0∇uf ; ð4Þ

where c0 is the speed of sound. With use of Eqs. (3) and (4), the wave equation for the acoustic fluid, the pressure serving as
the field variable, can be written as the Helmholtz equation

∂2p
∂t2

�c2∇2p¼ 0: ð5Þ

By expressing the pressure as a complex harmonic function

p¼ p̂eiωt ð6Þ
the wave equation in the frequency domain becomes

∇2p̂þω2

c2
p̂ ¼ 0: ð7Þ

Thus, with use of Galerkin's method, the FE formulation for the acoustic fluid domain can be written as

Mf €pþKfp¼ f f ; ð8Þ

where p the nodal pressure vector.

2.3. Coupling of domains

Continuity in fluid and structural displacements, as well as in pressure, is assumed in the direction normal to the
domain's common boundary. By introducing a coupling matrix, H, the complete fluid-structure system of equations can be
written as

Ms 0
ρ0H

T
sf Mf

" #
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

M

€u
€p

" #
|fflffl{zfflffl}

€x

þ
Ks �Hsf

0 Kf

" #
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

K

u
p

" #
|ffl{zffl}

x

¼
fs
f f

" #
|fflffl{zfflffl}

q

: ð9Þ

2.4. Component mode synthesis

Various methods for conducting substructuring have been developed over the years, see for example Flodén et al. (2014).
The substructuring process used here, CMS by Craig–Bampton, is currently the most common method used for sub-
structuring in structural dynamics problems (de Klerk et al., 2008). In the substructuring process, a structure is divided into
smaller parts called substructures, each of them described by the equation of motion (Craig and Kurdila, 2006). Since the
damping in the reduced parts is low, it has a negligible influence on the eigenmodes and eigenfrequencies. The damping
matrix can therefore be constructed in the reduced system, thus, in the following derivations, the damping matrix is left out.
The dofs are separated into boundary dofs (index b) and internal dofs (index i), the internal dofs being reduced in the Craig-
Bampton method. Thus, the so-called boundary dofs are retained in the process. The size of a substructure is reduced by
introducing a transformation of the field vector, thus partitioning of the equation system in Eq. (9) results in

Mbb Mbi

Mib Mii

" #
€xb

€x i

" #
þ

Kbb Kbi

Kib Kii

" #
xb

xi

" #
¼

qb

qi

" #
: ð10Þ

In the Craig–Bampton method, the neglected inertia terms in condensation methods, for example in Guyan reduction
(Guyan, 1965), are compensated by considering eigenmodes that are obtained with fixed interface boundary dofs, ub ¼ 0
(Craig and Kurdila, 2006). Therefore, a set of generalised coordinates ξ which represent the amplitudes of the eigenmodes is
introduced. Assuming unloaded internal dofs, f i ¼ 0, as well as a harmonic solution, the following eigenvalue problem is
obtained

KiiΦ¼ω2MiiΦ ð11Þ
from which the eigenmodes Φ and the eigenfrequencies ω can be calculated. Eigenmodes are selected as additional basis
vectors to the approximation of the internal dofs as

xi ¼ �K�1
ii Kibxbþ

X
Φjξj ¼ΨxbþΦξ: ð12Þ

The transformation matrix according to the Craig–Bampton method, T, can then be defined by

xb

xi

" #
¼ I 0

Ψ Φ

� � xb

ξ

" #
¼ Tx : ð13Þ
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Thus, the reduced coupled system in Eq. (9) can be obtained as

M €x þKx ¼ q ð14Þ
where M ¼ TTMT, K ¼ TTKT and q ¼ TTq.

2.5. Interface reduction

To increase the computational efficiency of CMS it is advantageous to also reduce the number of retained interface dofs
(ub) already in the substructure generation process. A condensation node (having three translation and three rotational
dofs) is then introduced for each interface surface of the substructure with the intention to represent the motion of the
interface in question, i.e. the dofs at the interface are coupled to the condensation node. The coupling can be realised in
various ways, rigid and distributed coupling being used here. Therefore, only the dofs of the condensation nodes are
retained in the substructuring process (instead of all interface dofs). The dofs of the condensation nodes appear as boundary
interface boundary dofs, xb, in the reduced system (cf. Eq. (13)).

2.5.1. Rigid coupling
In rigid coupling, the interface is assumed to undergo rigid body motions which are described by the dofs of the con-

densation node. The coupling between the interface nodes and the condensation node is given by

ui ¼ ucþΘc � rci ð15Þ
where ui is the displacement vector of the ith interface node, uc is the displacement vector for the condensation node, Θc is
a vector containing the rotations of the condensation node and the vector rci contains the distances from node i to the
condensation node.

2.5.2. Distributed coupling
In distributed coupling, a weighted average motion of the interface surface is used to describe the motion of the con-

densation node. The forces and moments acting on the condensation node are coupled to the interface nodes by (Dassault
Systèmes SIMULIA, 2012)

f i ¼ v̂i fcþ P�1 mcþrc � fcð Þ
� �

� ri
� �

ð16Þ

where

P¼
X
i

v̂i rTi ri
� 	

I� rirTi
� 	� 	

: ð17Þ

The forces acting on interface node i are denoted f i, whereas the forces and the moments acting on the condensation
node are denoted fc and mc, respectively. Thus, i, spans over the set of interface nodes. The vectors ri and rc contains the
distances from the weighted centre of the interface, x , to the condensation node and to node i, respectively. They are given
by

ri ¼ xi�x ; rc ¼ xc�x ð18Þ
where

x ¼
X
i

v̂ixi; v̂i ¼
viP
ivi

: ð19Þ

The vectors xi and xc, contain the coordinates of the interface node i and the condensation node, respectively, and the
weight factor assigned to the interface node i is denoted vi.

This type of coupling results in the displacements of the condensation node being weighted averages of the displace-
ments of the interface according to

uc ¼
X
i

v̂iui; ð20Þ

Θc ¼
X
i

v̂ i
rci

rci 2 � ui:




 ð21Þ

The weight factors can be chosen arbitrarily, resulting in an infinite number of ways to define the coupling. The simplest way
is uniform weighting where the loads are distributed equally to the condensation node as

vi ¼ 1: ð22Þ
Other common methods use polynomials to describe the decreasing influence of the interface forces with increasing dis-
tance to the condensation node, for example, linearly and quadratically decreasing weighting as
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vi ¼ 1� jrcij
jrc0j

; vi ¼ 1� jrcij
jrc0j

� �2

: ð23Þ

where rc0 is the distance from the condensation node to farthest located interface node.

3. Numerical procedure

In the section, the numerical example case as well as the employed FE model considering FSI are described. Also, the
developed reduced order model employing interface reduction as well as CMS, is presented.

3.1. FE model

The MAX IV facility, which was used as an example case in this study, is built in order to improve research possibilities
and to address new scientific challenges in research fields such as material science and medicine. In the large ring-shaped
building at the MAX IV facility (Fig. 1), electron beams are to be controlled by a large number of magnets that are distributed
along that building as well as along beamlines that lead electrons to measurement stations. Since the quality of the mea-
surements depends upon the vibration levels of the magnets, strict requirements are specified for the vibration-sensitive
parts of the facility. The vibration requirements regarding vertical displacements of the magnets are especially strict, its
being required that these be less than 20–30 nm in RMS per second. Several water-pipe systems used for cooling purposes
will be placed near vibration sensitive areas in the facility and thus transmitting vibrations that could exceed the vibration

Fig. 1. An architectural sketch of the MAX IV facility as planned (Fojab, 2012; Snøhetta, 2012).

1.2

0.75

1.7

6.8

(DN100)

(DN150)

(DN150)

(DN150)

Fig. 2. The modelled pipe system. The dimensions are in units of meters.
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requirements. Hence, time-efficient numerical studies needs to be conducted in order to investigate the vibration trans-
mission from those pipe systems.

A water-pipe system constituted by two different pipe cross-sections, DN100 and DN150, which mimics those located in
the MAX IV facility was used as a test example here; see Fig. 2. The pipes and their supports were assumed to be made of the
stainless steel, having a 5 mm soft elastomer layer in between them (cf. Fig. 5); see Table 1 for the material properties. In the
study, the frequency-dependence of the elastomer material properties was assumed to be negligible. A 3D FE model was
developed with the use of the FE software package Abaqus 6.12 (Dassualt Systèmes 2012). The parts involved in the model
were the pipes, including the water contained in them and the supports. Each of the supports has a length of 0.2 m and a
squared cross-section with the side length 0.02 m. The supports had fixed displacement boundary conditions at their
building interfaces. Considering the contacts between supports–elastomer and pipe–elastomer, the friction was assumed to
be strong, hence, full interaction by coupling of the displacement dofs was applied. The employed loss factors include
attenuation effects such as the friction in joints. Strains corresponding to displacements at the nano-scale are usually at a
level such that the assumption of linear elasticity is applicable for the involved materials. Solid 20-node elements with
quadratic approximation, using reduced integration, were employed for the steel supports and for the elastomer layer,
whereas quadratic 8-node shell elements were used for to the pipes. The water was assumed to have a temperature of 10 °C,
the static density of it, ρ0, being set to 1000 kg/m3 and the speed of sound, c0, to 1450 m/s, resulting in a bulk modulus, K, of
2.10 GPa. In modelling the water, 20-node quadratic acoustic pressure elements were employed.

To compare different ways of modelling the water contained in the pipes, eigenvalue analyses were performed under
free-free conditions. Two different models were used for the investigation; one model considering FSI of the pipes and the
water contained in them, and the other model considering the water as an added mass modelled by increasing the mass
density of the steel pipes, i.e. no interaction between the fluid and the structure was considered in the latter model
(Sandberg and Ohayon, 2008). The eigenvalue analyses were performed for eigenfrequencies up to 100 Hz, involving the
first 12 eigenmodes (excluding the rigid body modes). The modal assurance criteria (MAC) is used here for comparing
eigenmodes (Allemang and Brown, 1982) obtained from different FE models. The criteria provides a measure of the con-
sistency between two eigenmode vectors, were a MAC value of 1 is obtained in the case of two identical vectors. The MAC
value for the ith eigenmode of model A, Φi

A
, as compared with the jth eigenmode of model B, Φj

B
, is defined as

MAC¼
jðΦA

i ÞT ðΦB
j Þj2

ðΦA
i ÞT ðΦA

i ÞðΦB
j ÞT ðΦB

j Þ
: ð24Þ

In Fig. 3(a), the MAC values for the FSI model compared to itself are shown, used here as the reference plot. Since the
eigenmodes are non-orthogonal in the dot-product, the off-diagonal terms are generally non-zero. In this particular case,
the off-diagonal terms are less than 0.2 for the eigenmodes considered. In Fig. 3(b), the eigenmodes of the FSI model are
compared to the added mass model. As can be seen, the two sets of eigenmode vectors are not consistent. Especially, mode
number 1 and 2 are shifted. Moreover, modes 6, 8–10 and 12 have very low MAC values, especially modes 9, 10 and 12

Table 1
Properties of the solid materials.

Property Stainless steel Elastomer

Elastic modulus (MPa) 200,000 1
Loss factor 0.02 0.1
Mass density ( � 103 kg/m3) 7.9 1
Poisson's ratio 0.30 0.45
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Fig. 3. MAC values for the first 12 eigenmodes for the FSI model (a) compared to itself and (b) compared to the added mass model.
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where the cross-sections of the pipe are much more deformed in the added mass model. The normalised relative frequency
difference (NRFD) was used to compare eigenfrequencies from different models to each other. It is defined, in percent, for
the ith eigenmode as

NRFD¼ 100
jf Ai � f Bi j

f Bi
; ð25Þ

where fi
A
is the ith eigenfrequency of model A and fi

B
is the ith eigenfrequency of model B. As can be seen in Fig. 4, those

modes do not necessarily need to have large NRFD values. The ninth mode, for example, has a very low NRFD value,
approximately 1%, but the eigenmodes are, however, not consistent. Due to the low correlation between the FSI model and
the added mass model, FSI was used here where the water was modelled as an acoustic fluid, using acoustic pressure as the
field variable.

3.2. Interface reduction

Different methods for reducing the dofs at the interfaces between the pipe and its supports retained in a substructuring
process were investigated here. The complete modelled pipe system is shown in Fig. 5. Also, the support and the pipe are
separated in order to show the coupling of the interface nodes to the condensation node. Different interface reduction
methods, all using a condensation node, were applied to the interface between the elastomer and the attaching part of the
pipe. All possible combinations of rigid coupling and distributed coupling using uniform-, linear- and quadratic weighting
were employed for the interface of both the pipe and of the elastomer. As shown in the figure, the condensation node is
located in the centre of the coupling.

The pipe has one element in the width of the support. Since quadratic interpolation was used, this results in three nodes
in the support width. The elastomer layer, however, has two elements, and thereby five nodes, in the width of the support.
Considering the interface reduction of the pipe interface, the normalised weighting factors, defined Section 2.5.2, will have

2 4 6 8 10 12

101

102

Fr
eq

ue
nc

y 
(H

z)

FSI
Added mass

2 4 6 8 10 12

100

101

N
R

FD
 (%

)

Eigenmode number

Fig. 4. Eigenfrequency versus eigenmode number, considering the FSI model and the added mass model, as well as NRFD values versus eigenmode
number.

Fig. 5. FE mesh of the modelled pipe system, excluding the contained water. The elastomer is shown in black colour and the steel in grey colour. The
condensation node is marked with a cross in red colour. The coupling constraints are schematically shown as dashed black lines for a quarter of the
interface. Note that only the corner nodes of the elements are involved in the illustration for the sake of visibility.
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Fig. 6. MAC values for the first 22 eigenmodes for the reduced interface models as compared to the full model, using different weighting methods for the
interfaces between the pipe and the supports.
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the same value for linearly and quadratically distributions since the weighting factor used for the farthest nodes will be zero
(cf. Eq. (23)). Having an uniform coupling constraint for the pipe resulting in practically the same eigenfrequencies and
eigenmodes as for the other types of distributed coupling even though the two outer rings of element nodes have a weight
factor in the uniform coupling. By using uniform distributed coupling type for the elastomer interface, as compared to the
linear- and quadratic coupling type, however, results in a different response since the linear and quadratic coupling types
yield spurious modes of the elastomer. In difference to the pipe interface, the elastomer interface is constituted of five
(instead of three) rings of nodes, resulting in that the difference between linear interpolation and quadratic interpolation
comes into play (only the farthest nodes having a weighting factor of zero).

MAC values for different coupling types compared to the full model are shown in Fig. 6. In subplot (a) the full model is
compared to itself, used here as a reference plot. By comparing MAC values in the subplots (b)–(f) with MAC values in the
reference one (a), the consistency between the modes can be evaluated. Considering rigid coupling for both interfaces (b), a
fairly good resemblance to the reference plot is depicted up to mode number 16, with the exception that mode 12 and 13 are
shifted. The 12th mode in the full model is slightly shifted up in frequency, resulting in that mode appearing as the 13th
mode in the reduced models instead. Mode numbers 18-20 in the full model involve breathing modes of the pipe, which
rigid coupling cannot resolve. The shift of modes 12 and 13 is also seen in (c) and (d), where distributed coupling is used for
the pipe and rigid coupling for the elastomer. Except that shift, (c) and (d) are identical to the reference plot. As seen in
subplot (e), by changing the coupling of the elastomer interface from rigid to uniform, a marked effect on the eigenmodes is
found where only about one third of the eigenmodes were consistent. As stated earlier, using linear or quadratic coupling for
the elastomer appreciably influence the eigenmodes, due to spurious modes, as portrayed in subplot (f).

In Fig. 7(a) it is seen that using rigid coupling on both the pipe and the elastomer interface, respectively, results in
consistently stiffer coupling than in the full model. This is explained by the fact that additional stiffness is being imposed by
using rigid coupling. By employing distributing coupling (uniform, linear, quadratic) for both interfaces, uniform being
shown here, a consistently weaker coupling is introduced since relative motion of the interfaces is allowed. For the models
considering rigid coupling on one of the interfaces and distributed coupling on the other, alternating stiffer and softer
behaviour is found for the different eigenmodes. In Fig. 7(b), the NRFD values for the coupling types presented in Fig. 7
(a) are shown. Considering those four types, it is seen that uniform coupling of the pipe interface and rigid coupling of the
elastomer result in the lowest mean NRFD value.

Since full interaction is assumed and because the elastomer strip is very soft, as compared to the steel pipe, the motion of
the elastomer surface at the pipe interface follows the motion of the pipe. Hence, the soft interface surface shows a rigid

Fig. 7. Eigenfrequency (a) and NRFD values (b), respectively, versus eigenmode number, considering different weighting methods for the interface
reduction. The legend shown in (a) is valid for both plots.

Table 2
Mean NRFD values, in percent, for all combinations of the different coupling types. Maximum NRFD values within brackets.

Pipe Elastomer

Rigid Uniform Linear Quadratic

Rigid 3.90 (12.20) 8.01 (26.36) 16.56 (39.55) 16.55 (39.54)
Uniform 0.592 (4.37) 9.23 (26.41) 18.26 (40.62) 18.25 (40.62)
Linear/quadratic 0.590 (4.36) 9.24 (26.40) 18.26 (40.62) 18.25 (40.62)
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Substructure using two condensation nodes. Substructure using six condensation nodes.

Fig. 8. The placement of the retained condensation nodes, illustrated by black coloured squares: (a) substructure using two condensation nodes and
(b) substructure using six condensation nodes.

Reaction force versus frequency. Substructures using two con-

densation nodes.

Reaction force versus frequency. Substructures using six con-

densation nodes.

Error of reaction force versus frequency, of subplot (a). Error of reaction force versus frequency, of subplot (b).

Fig. 9. Reaction force evaluated at one pipe support. In subplot (c) and (d), the horizontal solid line in black colour represents an error level of 5%. (Note
that in subplots (a) and (b), the lines representing the full model and the CMS model retaining 100 modes coincides (a) Reaction force versus frequency.
Substructures using two condensation nodes (b) Reaction force versus frequency Substructures using six condensation nodes (c) Error of reaction force
versus frequency, of subplot (a) (d) Error of reaction force versus frequency, of subplot (b).
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behaviour (as compared to the interior of the part with the soft material), thus rigid coupling being the most accurate
interface reduction type for the elastomer. Since the distances between the node rings of the elastomer interface are small in
the FE model employed here, the descending effect of linear and quadratic coupling is negligible. As breathing modes of the
pipe are of great importance for its dynamic behaviour, distributed coupling for the pipe yielding the lowest errors since the
coupling type allows radial movement of the interface nodes, which is not the case for rigid coupling. In Table 2, the NRFD
values for all different coupling types are shown. It is portrayed that using distributed coupling for the pipe, with either
linear or quadratic weighting, in combinationwith rigid coupling of the elastomer resulted in the lowest error, i.e. the lowest
NRFD values.

3.3. Component mode synthesis

In order to further reduce the models, investigation of the effect of the number of retained modes as well as various
number retained dofs on CMS by Craig–Bampton (here denoted as CMS) was conducted. Note that in the example case used
here, the number of interface nodes (that has to be retained if interface reduction is not used) being very large. It results in
that it was not possible, at the computer used, to set up the system matrices with using interface reduction. Hence, since it
was not possible to run those simulations, it was not discussed in the paper.

Steady-state analyses were carried out here in order to study the time-efficiency achieved, as well as the errors intro-
duced. A harmonically varying acoustic unit pressure (1 Pa) was applied to the free end of the DN150 pipe-section. At the
other end of the water-pipe system, the gradient of the water pressure was prescribed to zero, thus, representing a stiff
boundary surface. Throughout this section, two supports were used for the pipe system in the FE model, one in each end;
see Fig. 5. In order to investigate the accuracy of the reduced order models, the reaction force at the support located at the
opposite end of the pipe in relation to where the acoustic pressure was applied, was evaluated. Since the numerical effi-
ciency of the models reduced by employing CMS depends on the number of retained interface dofs, interface reduction, as
described Section 3.2, was employed. The elastomer interfaces were, hence, rigidly attached to their corresponding con-
densation nodes, whilst the coupling of the pipe to the condensation nodes was realised by using linear distributed
coupling.

Substructures using two condensation nodes (cf. Fig. 8(a)), as well as six condensation nodes (cf. Fig. 8(b)) were
investigated. In the substructures based on two retained condensations nodes, 12 (2�6) retained dofs were used, whereas
the substructures with six condensation contained 36 (6�6) retained dofs. The computational cost increases with
increasing number of retained dofs, however, the frequency of the highest retained eigenmode is higher, generally resulting
in lower errors for the same number of retained eigenmodes.

To evaluate the number of retained eigenmodes needed to obtain a reduced order model that generates output of
adequate accuracy, both the mean and the maximum errors introduced by the CMS models with various number of retained
eigenmodes were studied. The size of the substructure model is given by the number of retained eigenmodes and the
number of retained dofs. By using a reduced order model of the pipes and its contained water, the number of unknowns is
drastically reduced, which decreases the computational time and the needed memory capacity required for dynamic
analyses of the water-pipe system. The system matrices will not be entirely banded in the reduced order models due to the

Mean error versus number of retained modes. Mean error versus analysis time.

Fig. 10. Mean error of reaction force versus number of retained eigenmodes and analysis time, respectively: (a) mean error versus number of retained
modes and (b) mean error versus analysis time.
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full matrices corresponding to the retained dofs, i.e. the total number of unknowns is not a sufficient measure of the
computational efficiency of a reduced order model, hence, the analysis time was evaluated.

In Fig. 9, the reaction force versus frequency is plotted in subplot (a), the corresponding error is plotted in the subplot (c),
for substructures using two condensation nodes; see subplots (b) and (d) for six condensation node substructures. As seen
in Fig. 9b, by retaining only one mode for the substructure using two condensation nodes resulted in errors frequently
exceeding 5% at about 8 Hz and higher frequencies. By using the substructure involving six condensation nodes, however,
errors frequently exceeding the same limit (5%) occur first at approximately 30 Hz. When 100 modes are retained, the
investigated substructures introduced an error, generally, lower than 5%, only at the frequency peak of 75 Hz the error
exceeded that limit.

The analysis times presented in the paper are the actual CPU time used in executing a steady-state analysis of 100
frequency steps, using one core of an Intel i7-2640 M of 2.80 GHz with 5 GB of RAM available.

In order to achieve a mean error of the reaction forces of less than 5%, 55 modes were needed to be retained in the case
with two retained condensation nodes, whereas in the case of six retained condensation nodes, 11 modes were needed. The
analysis time for the steady-state analyses performed for the two different models ended up in 129.1 s for the two con-
densation node model and 126.5 s for the six condensation node model, thus the six node substructure being preferable. In
considering a lower limit for the accuracy, for example a mean error of less than 2%, 110 retained modes were required for
the two condensation node model, whereas the six condensation node model required 54 modes. The analysis time ended
up at 134.6 s for the two node model and at 130.6 s for the six node one. It is therefore advantageous, also in this case, to use
the six condensation node substructure. Moreover, the substructure using six condensation nodes has six different locations
to place the supports, which is a great advantage over the two node model that, obviously, only has two possibilities. By
using the six node substructure, the same substructure can be used throughout an investigation of the influence of varying
the support locations, thus the modelling time decreases.

In Fig. 10(a), it is portrayed that the mean errors introduced by the substructures using six condensation nodes decreases
more rapid with number of retained modes as compared to the two condensation node substructures. Further, it is possible
to achieve a lower mean error with the six condensation node substructures than with the two node ones, which reaches a
threshold at a mean error of approximately 2%. In Fig. 10(b), it is depicted that in case of allowing large mean errors, larger
than approximately 6%, the substructures using two condensation nodes contributes to faster simulations than the sub-
structures using six nodes does. At lower mean errors, however, use of six condensation node substructures results in
shorter analysis times.

4. Concluding remarks

In the paper, a numerical procedure for reducing large three-dimensional numerical models of vibrating complex water-
pipe systems, was presented. The FE model employed includes a water-pipe system, considering FSI as well as the use of
CMS involving interface reduction, to enable time-efficient dynamic analyses. The use of the developed reduced order model
was proven to be time-efficient as well as to generate output of high accuracy, using full FE model as reference.

Applying interface reduction for a soft interface, as compared to the surrounding structure, rigid coupling will preferably
be used since the interface surface is exposed to small strains compared to the interior of the part. Since breathing modes
are important for the dynamical behaviour of a liquid-filled pipe, distributed coupling is advantageous for the pipe interface.
Which of the different distributed coupling methods to use in calculating the weighting factors depends on the interface
stiffness of the application at hand. In the paper, the breaking point where the substructure model using six retained
condensation nodes and the two node model have the same computation time, occurs at a mean error of 6%. Thus, the
substructures using six condensation nodes are preferably used when lower errors are required. It is also possible to achieve
lower mean errors by using the six node substructure than the two node one. By retaining more condensation nodes in the
substructure generation process, additional possibilities for support locations are allowed. CMS in combination with
interface reduction results in time-efficient numerical models, generating output of high accuracy as compared to the full
model, while at the same time reducing the analysis times markedly. The obtained reduced order model from the developed
numerical procedure presented here, may be well-suited for dynamic analyses in various application, such as vibration
reduction in buildings and in vehicles.
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