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Abstract
Technology scaling in advanced CMOS nodes has been very successful in re-
ducing the cost and increasing the operating frequency, however, it has also
resulted in reduced transistor intrinsic gain and increased thermal noise coeffi-
cient, and most importantly, deteriorated linearity performance. At the same
time, advanced wireless communication standards offer ever increasing data
rates and pose more stringent requirements on coexistence, leading to very
stringent linearity requirements.

The objective of this dissertation is therefore to investigate techniques for
enhancing the linearity of the receiver front-end in CMOS technology. The
bandwidth of two-stage operational transconductance amplifiers (OTAs) in
closed loop configuration is addressed in paper I and a compensation tech-
nique is proposed using positive feedback RC links. Analysis shows that this
introduces two left hand plane zeros and two high frequency parasitic poles. In
paper II the compensated OTA is used in a fifth order active-RC channel se-
lect filter (CSF) for LTE-Rel 8. The filter’s power consumption measures only
3.4mW, and the linearity at the band edge and out-of-band is not deteriorated.

In paper III, the linearity of the well-known triode OTA with feedback
amplifiers is investigated, and feedforward linearization is proposed instead of
using feedback amplifiers. Not only are the amplifiers removed along with their
power consumption, but also state-of-the-art linearity is achieved.

Paper IV proposes a novel linearization technique suitable for high fre-
quency OTAs. The linearization draws no bias current and measurements show
that it is robust to mismatch as well as temperature and voltage variations. A
low noise amplifier is simulated and a fourth order OTA-C filter was measured,
demonstrating the performance of the technique.

Finally, in paper V a fully integrated receiver front-end with spectrum sens-
ing is presented, including measurements with LTE signals. Different blocker
scenarios were measured and it is concluded that spectrum sensing is very ben-
eficial for blocker handling, resulting in significantly improved performance.
Furthermore, the effect of noise cancellation and improvements of the OTA
linearity are demonstrated on the overall front-end performance.
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Populärvetenskaplig
Sammanfattning
The consumer demands on the performance of high-end wireless handsets (e.g.
smart phones) are ever increasing. A smart phone for example needs to be very
fast at download and upload of data, at the same time it needs to be energy
efficient, which is bench-marked by the time it can be used without the need of
recharging the battery. Added to that, the phone user needs to be connected
all the time, even in rural areas where signal is weak.

Next generation wireless standards must satisfy customer demands on speed,
which is complicated by the band fragmentation. The cellular frequencies are
divided between different operators, but the frequencies assigned to one oper-
ator are not necessarily close to each other. In other words, two contiguous
channels don’t necessarily belong to the same operator. This means that in-
creasing the channel bandwidth requires special measures where several narrow
channels are combined, called carrier aggregation. This will add to the com-
plexity of the hardware.

To be able to integrate millions of transistors on the same chip performing
advanced functions at high speed and low power consumption, extensive re-
search is directed towards technology scale down. Unfortunately reducing the
size of the devices also implies reducing the supply voltage, which directly lim-
its the largest signal that can be linearly processed. Linearly processed means
that the wanted signal is not distorted significantly. Therefore, technology scale
down improves the operation speed and power consumption, but has negative
impact on signal quality.

The linearity issue in advanced technologies is very challenging because
distortion due to interfering signals appears and contaminates the desired signal
due to nonlinearity. The strong signals can also saturate the receiver preventing
reception of the wanted signal. This problem is similar to trying to listen to
one talking while foghorn is sounding at the same time. Unless the one we
want to listen to raises his/her voice or the other sound becomes quieter, it is
very difficult to listen and understand.

In this dissertation, the problem of receiving weak signals in the presence of
strong interference is addressed. Three channel select filters are designed and
implemented with improved linearity, and a full receiver front-end for carrier
aggregation with spectrum sensing is also implemented. These solutions are
analyzed and simulated, and chips are fabricated and measured to verify the
performance and compare to the analysis.

This work was supported by the Swedish foundation for strategic research
(SSF) and the chips fabrication was sponsored by ST-Microelectronics.
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Introduction

Chapter 1

Introduction

1.1 Motivation of the Work

For battery operated consumer electronics, requirements on performance con-
tinue to expand in many dimensions. In particular, the high-end market de-
mands have exploded. The number of wireless connectivity links as well as
their data rates are ever increasing, while the power consumption must be low
to increase the time between battery recharges. Most importantly, the con-
sumer electronics market is cost driven, limiting the ASIC implementations to
CMOS technology. To minimize the cost, today’s radio frequency transceivers
are pushed towards being integrated together with the digital base band ASIC.
The number of expensive off-chip filters is also reduced [13–15], posing more
stringent linearity requirements on the receiver front-end.

Recent wireless communication standards such as LTE-A are pushing to-
wards higher data rates, which necessitates wider channel bandwidth. Added
to that, simultaneous transmission and reception is also supported (also re-
ferred to as frequency duplex division (FDD)), resulting in a strong transmit
signal at a small duplex frequency distance from the wanted signal. Due to
the ever increasing channel bandwidth, the relative duplex distance decreases,
resulting in stronger interference, further increasing the linearity requirements
of the receiver front-end.

Unfortunately cellular band fragmentation limits the possibility of assign-
ing contiguous frequency bands to the operators. As a result, intra-band non-
contiguous carrier aggregation (CA) and inter-band CA are introduced. In this
way several narrow band channels can be combined into a single effective wide-
band channel. This significantly complicates the hardware implementation of
the receiver front-end and requires more advanced digital signal processing. Es-
pecially non-contiguous CA is troublesome since a frequency gap exists between
carriers which, belongs to a different operator and thus can contain strong in-

1



2 Chapter 1: Introduction

terference. A receiver front-end designed for contiguous and non-contiguous
CA needs to have detailed information about which blockers are stronger, the
in-gap or the out-of-band ones, motivating the need for spectrum sensing.

To be able to integrate more and more devices into a single ASIC, CMOS
technology feature size has been continuously scaled down starting from a MOS
device length (L) of several μm in 1960s, the device length is less than 20nm
in today’s most advanced technologies. Scaling has been very successful in
reducing cost and adding more functionality. Driven by integration and speed,
advanced CMOS technologies operate on reduced voltage supply and oxide
thickness as well. All of this allows billions of transistors to be integrated into
a single chip. Despite the great success in the performance of the scaled digital
circuits, analog performance is in many cases heavily degraded. The increased
vertical electrical field results in mobility reduction of the charge carriers and
the horizontal electrical field results in carrier velocity saturation. As a result,
the MOS devices in sub 100nm do not have square law characteristic anymore.
This leads to increased distortion of the signal. Limited voltage headroom
results in large signal compression which limits the maximum possible input
signal and gain. At the same time, as mentioned, wireless communication
trends put increasing requirement on receiver linearity.

Apart from all mentioned challenges, process, voltage and temperature vari-
ations (PVT) of the circuits can result in significant shifts of their operating
point. For this reason performance evaluation of the test circuits needs to be
performed over supply and temperature variations (-20◦C to 80◦C). The fabri-
cated chips in this dissertation did not include process variation, however, since
it is a multi-project wafer run for universities and hence only one process corner
is fabricated. Therefore process variations are instead extensively simulated.

MOS transistor nonlinearity limits the achievable receiver front-end perfor-
mance. The two main sources of nonlinearity are the transconductance (gm)
and output conductance (go), where circuit level linearization schemes need to
be investigated. Linearization schemes must be robust to PVT variations to
guarantee required performance under all operating conditions. As a system
level technique, spectrum sensing is powerful as it provides the information
needed to perform the required steps that result in optimal performance.

This dissertation is focused on the challenges faced when designing receiver
front-ends for 4G cellular (LTE) applications. The main emphasis is on tech-
niques enhancing the linearity when implementing such demanding functional-
ity in CMOS technology. Improvement in operational transconductance ampli-
fier (OTA) closed loop speed is investigated. OTA linearization techniques im-
plemented in OTA-C channel select filters (CSFs), low noise amplifiers (LNAs),
and feedback amplifiers are presented. Added to that, a complete receiver
front-end with fully integrated spectrum sensing to detect blocker amplitude
and frequency is also described.



1.2 Outline of the Thesis 3

1.2 Outline of the Thesis

The dissertation started by motivating the need for linearity improvements in
wireless receiver front-ends. Then the widely used homodyne receiver archi-
tecture will be described. Next, the most important performance metrics will
be briefly explained, followed by circuit-level building blocks. Finally, OTA
linearization techniques and CSF implementations will be described. The or-
ganizations of this thesis is as follows:

Chapter 1 includes motivation of the work and describes major challenges
of the art.

Chapter 2 presents an introduction to high performance receiver front-ends
and their key performance metrics. An overview of the performance,
properties and the building blocks of cellular receiver front-ends will be
provided.

Chapter 3 describes circuit-level receiver front-end building blocks.

Chapter 4 describes active filters and OTA linearization techniques. CSFs
as well as complex filters and spectrum sensing are treated.

Chapter 5 provides a summary of the included papers, including conclusions
and scientific contributions of each paper.

Chapter 6 is a discussion about possibilities of future work.

Paper I introduces the phase enhanced compensation technique for two-stage
OTAs. Detailed analysis and simulations are presented to evaluate the
performance and robustness of the technique.

Paper II presents an implementation of a tunable 5th order CSF with OTAs
compensated using phase enhanced compensation. The performance ben-
efits of the phase enhanced compensation technique are demonstrated by
the measurement results of the filter.

Paper III reports the design and measured results of a highly linear 4th

order OTA-C filter. In this case triode OTAs are used with capacitive
feed forward for nonlinearity cancellation. Mismatch simulations, and
temperature and voltage variation measurements are provided.

Paper IV introduces a nonlinearity cancellation scheme using a triode mul-
tiplier: a circuit that generates the second order nonlinearity of the input
signal, which is effectively multiplied by the signal to generate and can-
cel the third order nonlinearity. Simulations of a wide-band LNA and
measurements of a high frequency OTA-C filter are included.
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Paper V presents a highly configurable receiver front-end supporting LTE-
Rel. 11 [16] CA scenarios. Low noise figure is achieved thanks to a noise
canceling low noise transconductance amplifier (LNTA) and high linearity
is achieved thanks to a fully differential structure and a base band lin-
earization technique. Measurements show that spectrum sensing is very
beneficial to be able to counteract the effect of large interference.



Chapter 2

The Cellular Radio Receiver

Many different receiver architectures have been proposed over the last cen-
tury [17–20]. Currently the homodyne receiver1 is widely adopted due to its
simple architecture and high level of integration. In this chapter the homodyne
architecture is therefore described. A brief introduction to the most important
quality metrics of receivers will also be provided.

2.1 The Homodyne Receiver

The homodyne receiver block diagram is shown in Fig. 2.1. The signal received
by the antenna contains the wanted signal at frequency fRX , accompanied
by adjacent channel and in-band interference signals close in frequency to the
wanted signal. In communication standards such as LTE and WCDMA, FDD
is supported, implying concurrent operation of the transmitter (TX) and re-
ceiver (RX). For this reason the antenna is interfaced with a duplex filter to
provide isolation of RX from TX. Commercial duplexers for cellular terminals
provide an isolation of about 50dB [21,22]. The remaining, still large TX self-
interference together with the received signal are then amplified by the LNA
and down converted by the quadrature mixer. After the quadrature mixer the
wanted signal, centered at the local oscillator frequency (fLO) before down con-
version, is represented as two quadrature base band signals having a bandwidth
equal to half the radio frequency (RF) signal bandwidth. The channel selec-
tion can thus be performed by low pass filters, suppressing interfering signals
which will be located at higher frequencies. A variable gain amplifier (VGA),
usually with first order filtering, is used to adapt the RX gain for optimal dy-
namic range together with the CSF and analog to digital converter (ADC).
The CSF attenuates the interference signals further to relax the requirements
of the ADC.

1also known as the direct conversion receiver

5
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Figure 2.1: Block diagram of the homodyne receiver.

2.2 Dynamic Range

The signal received by the antenna contains both the wanted signal and inter-
ference. The far out-of-band interference is heavily attenuated by the duplex
filter, leaving in-band interference and the attenuated TX signal. When TX
is transmitting maximum power (close to 30dBm), TX signal at the RX input
is close to -20dBm. This is likely to occur far from the base station, at the
cell edge. The wanted signal is then very weak2, further worsening the situa-
tion. Large interferers are also expected in-band (LTE-Rel. 11 specifies -25dBm
interference [16]).

The signal and interference received can be one of three levels, small,
medium, or large. Small signals will not give rise to any intermodulation dis-
tortion (IMD) products above the noise floor, in which case the performance
is noise limited and more gain is desirable. Medium signals on the other hand
will cause IMD products that, depending on their frequencies, may degrade
the signal-to-noise ratio (SNR), in which case the gain must be reduced. Large
signal levels will force the system into compression unless the gain and sensitiv-
ity are sacrificed. The effect of the different input signal levels on the receiver
front-end results in corresponding performance:

• Small signal performance including sensitivity and selectivity.

• Medium signal performance related to the nonlinear behavior of the cir-
cuits, which is measured using intercept points (IP).

2the reference sensitivity in LTE-Rel. 11 is from -96dBm to -92dBm
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• Large signal performance including clipping, slewing and reciprocal mix-
ing. This is measured by desensitization in different scenarios

2.2.1 Small Signal Performance

The most important small signal performance metrics are sensitivity and selec-
tivity. The noise performance of an RX chain is often reported using the noise
figure (NF), which is defined as:

NF = 10log(
SNRin

SNRout
) (2.1)

where SNRin and SNRout are the input and output SNR, respectively. Since
there are several stages in the RX chain, Friis formula [23] can be used to
calculate the system NF (NFsys) as:

NFsys = 10log(F1 +
F2 − 1

G1
+

F3 − 1

G1G2
+

F4 − 1

G1G2G3
+ ...) (2.2)

where Fn is the noise factor (the linear value of the NF) of the nth stage and Gn

is the available power gain of that stage. Often in integrated designs, matched
internal impedances are not used, therefore input noise voltage and voltage
gain are used instead. Just like in (2.2), however, the result is that the first
stage, the LNA, is the most important. It is seen from (2.2) that receiver NF is
dominated by the LNA, given that it has sufficient gain. In modern RX chips,
not only the VGA gain but also the LNA gain can be programmable to handle
difficult blocking scenarios and achieve high sensitivity. In all cases the system
gain should be high enough to ensure that the wanted signal is amplified and
brought into the signal level range that the ADC can process.

Selectivity is a major small signal performance metric since receivers are
wide-banded. The selectivity of a radio receiver is defined as the receiver ability
to select the wanted signals and reject the other undesired ones. For homodyne
receivers, further filtering is required after the duplex filter, see Fig. 2.1. The
signal is down converted to base band, therefore low pass filters are used for
channel selection for both I and Q signal paths. CSFs considerably relax the
dynamic range requirements of the ADCs, which then don’t have to process
strong interference after filtering.

2.2.2 Receiver Linearity

Linearity is the main bottleneck in today’s low cost RX chips, which is a re-
sult of the CMOS technology scaling. The linearity performance is measured
at medium signal levels, i.e. the system is not driven into compression, but
significant intermodulation distortion is generated.
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Figure 2.2: Intercept diagram with dynamic range illustration.

Input-referred intercept points (IIP) are used to characterize the linearity
of the receiver and its building blocks. The second and third order IIP (IIP2
and IIP3) are widely used to bench-mark the linearity performance. Two-
tone tests can be performed to simulate or measure IIP. For IIP2 two closely
spaced sinusoidal signals with equal power level Pin at frequencies f1 and f2 are
applied, and the level of the second order IMD (IM2) at frequency |f1 − f2|
is then observed as Pin increases. The frequencies are chosen such that the
intermodulation product falls inside the received signal band. The IIP2 is the
level where the interpolation of Pout equals that of PIM2, see Fig. 2.2. For IIP3
the IM3 component at 2f1 − f2 or 2f2 − f1 is instead observed, at the receiver
output down converted by fLO.

Higher order IIP can be relevant if the interference levels are high. The
IIPn value can be calculated using one measured value (extrapolation point)
of IMn by

IIPn =
nPin − IIMn

n− 1
(2.3)

where n is the order of the nonlinearity. It is, however, important to ensure
that the point of extrapolation is located on a slope of n line in the intercept
diagram.

The IIP2 and IIP3 curves are illustrated in an intercept diagram in Fig. 2.2.
It is seen that the IMn term has a slope that is proportional to n. The IIP2 is
higher than IIP3 if differential structures are adopted, as the differential circuits
provide IM2 cancellation. Some mismatch is, however, always present, making
the IIP2 finite but high. Differential structures are therefore adopted for all
the works in this dissertation, in single ended implementations, however, IIP2
is usually lower than IIP3.

Considering an amplifier with soft nonlinearity, a Taylor series expansion
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can be used to describe its transfer characteristics. Since medium signal levels
and soft nonlinearity are assumed, a third order polynomial can be used

Y = g0 + g1X + g2X
2 + g3X

3 (2.4)

where X is the input signal, Y is the output signal, and gn is the nth order
coefficient. Letting X = Acos(ω1t) + Acos(ω2t) in a two-tone test, one can
calculate the IIP2 and IIP3. The IIP2 is the value of A that will make the
IM2 level equal to that of the fundamental tone. The IIP2 becomes

IIP2 =
g1
g2

(2.5)

Performing similar calculations for IIP3 results in

IIP3 =

√∣∣∣∣4g13g3

∣∣∣∣ (2.6)

2.2.3 Large Signal Performance

A fundamental limitation on the maximum signal that can be received is am-
plifier saturation, which is aggravated by the limited voltage headroom in deep
submicron CMOS technologies. The input referred 1dB compression point
(ICP1dB) is commonly used to compare the large signal performance of receiver
front-ends. ICP1dB is defined as the power level where the gain is reduced by
1dB compared to the small signal case. Gain compression can result from a
large wanted signal, which can be solved easily by gain reduction in the RX
chain. If gain compression on the other hand results from large blockers, more
actions are required. Still, in some situations with strong blockers and a weak
wanted signal, reception may be interrupted. Fig. 2.2 shows the three different
input power regions, indicating the gain compression at high levels of Pin.

Considering up to third order nonlinearity to dominate, and assuming a
compressive behavior, the ICP1dB can be calculated as [24]

ICP1dB =

√∣∣∣∣4g13g3

∣∣∣∣√0.11 = IIP3− 9.6dB (2.7)

It is seen in (2.7) that the ICP1dB is 9.6dB lower than IIP3. This relation holds
for many circuits. However, if linearization techniques are employed to improve
IIP3, the improvement in IIP3 does not imply improvement in ICP1dB, because
signal compression is limited by the voltage headroom. Therefore medium sig-
nal linearization techniques can improve IIP3 considerably, but ICP1dB remains
unchanged. A survey of common techniques that help improving the amplifier
linearity is reported in [24].
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Another issue related to large signals is reciprocal mixing which occurs in
the presence of strong out-of-band blocker. This issue is due the non-ideal LO
signals driving the mixers which also contain phase noise. Since phase noise
appears as skirts around the LO tone, phase noise mixing with the strong out-
of-band blockers produces noise in-band. Therefore, depending on the level
of phase noise in the LO signals and the out-of-band blockers, the receiver
desensitization increases.

2.3 Wide-Bandwidth Receiver Impairments

Wider and wider channel bandwidths are necessary as higher data rates are
supported in advanced communication standards. The increased bandwidth
results in more stringent blocking requirements, because the relative frequency
distance between the blocker and the wanted signal is reduced. Added to that,
with their increased frequency separation the in-band signals will experience
different path losses. This calls for increased quadrature accuracy of the LO
generation, mixer, and base band circuits of the homodyne receiver. Increasing
the requirement of the image rejection ratio (IRR).

Moreover, CA concept has been introduced, where more than one carrier is
received simultaneously. For LTE specifications [16] the different CA scenarios
are illustrated in Fig. 2.3. Contiguous CA, Fig. 2.3(a), makes the design of the
receiver front-end straight forward. If the LO frequency is placed at the center,
between the carriers, out-of-band blockers remain the only ones that need to be
dealt with. Non-contiguous CA, Fig. 2.3(b), on the other hand is more difficult
to handle since the gap between the carriers can contain interference. Added to
that, adjacent channels that have higher amplitude (an LTE test case assumes
25.5dB higher) than the wanted signal can fall on the image frequency of the
carrier 2, see Fig. 2.4. The requirements, besides high out-of-band linearity,
are high in-band linearity and very high IRR. The inter-band CA scenario,
Fig. 2.3(c) requires two parallel receiver chains if the bands are widely spaced in
frequency. Each receiver chain is conventional, but great care must be taken in
the design of the LO generation circuitry to avoid disturbances due to unwanted
interaction.

2.3.1 Image Rejection

The homodyne receiver has inherently image rejection. The image rejection is
the ability to distinguish a signal coming from a positive offset frequency from
the LO from one coming from the same but negative offset. In a homodyne
receiver an in-band frequency component always has a corresponding in-band
frequency component (image) at the opposite sign offset frequency, i.e. the
image falls in-band. To be able to distinguish between positive and negative
frequencies in the wanted signal, and hence provide image rejection, quadra-
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Figure 2.4: Image problem in LTE non-contiguous CA scenario.

ture down conversion is used. It can be shown that perfect image rejection
is achieved for perfect quadrature, i.e. exactly 90◦ phase shifted LO signals
and identical gain in I and Q signal paths. Mismatches in the circuitry will,
however, introduce phase and amplitude errors. The resulting IQ imbalance
contains base band frequency independent errors which are usually due to mis-
matches in the mixers and LO generation, and base band frequency dependent
errors due to mismatch between the CSFs bandwidth. The IQ imbalance re-
sults in power from the image frequency to leak on top of the wanted signal.
The IRR is defined as the ratio of the gain for the wanted signal to the gain
for the image signal. IRR can be derived as

IRR =
(1 + ε)2 + 2(1 + ε)cos(Δθ) + 1

(1 + ε)2 − 2(1 + ε)cos(Δθ) + 1
≈ 4

ε2 +Δθ2
(2.8)
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Figure 2.5: Contour of IRR vs. phase and amplitude errors.

where ε is the IQ gain error and Δθ is the phase error in radians. Fig. 2.5 shows
IRR contours in the error plane using (2.8). As can be seen an IRR of 40dB
can be achieved e.g. by a 1◦ phase error and an 0.1dB gain error.

2.3.2 Error Vector Magnitude

Receiver front-ends are complex systems and many performance metrics are
used to measure different non-ideal behaviors, however, this often results in
limited insight into the overall receiver performance. For this reason there is a
need for overall performance measurements in realistic scenarios.

Signal constellation diagrams are used to plot all the target values of the I
and Q signals. For example 64 quadrature amplitude modulation (64-QAM)
is shown in Fig. 2.6. The non-idealities of the circuitry will shift the points in
Fig. 2.6 from the ideal target values. Different non-idealities will have different
impact on the constellation points. For example, LO phase noise will cause
the points to move along an arc with a size proportional to the phase noise
level and the distance from the origin. Thermal noise will randomly move the
constellation points creating circular clouds. IMD terms falling in the signal
band, similar to noise, will also result in corruption of the demodulated signal.
The performance of the receiver front-end with all non-idealities in the signal
chain can be evaluated using the error vector magnitude (EVM).

EVM is the magnitude of the vector difference between the received symbol
and the ideal symbol, divided by the received average power (Pavg), see Fig. 2.6.
The average EVM is used to evaluate the performance of the receiver and it is
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Figure 2.6: (a) 64-QAM constellation diagram, (b) EVM measure-
ment illustration.

given by (2.9)

EVMavg =

N∑
j=1

|ej |2

NPavg
(2.9)

where N is the number of IQ symbols received, and e is the error vector, see
Fig. 2.6(b).





Chapter 3

Receiver Circuit Implementations

In this chapter circuit level building blocks for receiver front-ends are intro-
duced. It starts with different LNA topologies in section 3.1. Then the passive
mixer is briefly explained in section 3.2. Frequency dividers are described in
section 3.3, then the base band OTAs are introduced and the transimpedance
amplifier (TIA) configuration is discussed in section 3.4.

This chapter focuses on receiver front-ends operating in current domain,
however, voltage domain receiver front-ends have a similar architecture except
for the TIA, which is then replaced by a voltage amplifier, and the LNTA which
is replaced by an LNA. The current mode receiver front-end is shown in Fig. 3.1.
The output current is down converted to base band using mixers, and the
capacitor at the mixer output sinks high frequency out-of-band signal current.
The base band currents from the mixers are converted into voltage signals using
TIAs, which also provides first order filtering. The main advantage with the
current mode configuration is that the LNTA and mixer signal voltage swings
are small, making the receiver front-end more linear and capable of handling
larger signals.

3.1 LNAs

The LNTA in a current mode receiver front-end is an LNA whose output is
intended to be connected to a low impedance. The design of the LNTA is crucial
as it is the most important block in determining the sensitivity of the receiver
front-end. The LNTA also provides an input match to the duplexer, which is
important as the duplexer needs to see the correct impedance to perform as
expected. Furthermore, the linearity of the receiver front-end is determined by
the LNTA for out-of-band blockers.

In literature, various LNA implementations are proposed (e.g. [25–29]).
Fig. 3.2 shows frequently used topologies: common gate (CG), cross coupled
common gate (CC-CG) [26], common source with inductive degeneration (CS),
shunt feedback common source (Rf -CS), and the noise canceling common gate
common source (NC-LNA) [27].

15
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All the LNA configurations in Fig. 3.2 can be used as LNTAs, except for
the Rf -CS. The reason is that the input impedance of the Rf -CS LNA (ZLNA

in )
is strongly dependent on the load impedance. Using the simple π transistor
model (found in e.g. [30]) and ignoring the reactive elements for simplicity,
ZLNA
in becomes

ZLNA
in =

Rf + ZL

gmZL + 1
(3.1)

It is seen in (3.1) that if the output of the LNA is connected to low impedance
(effectively making ZL low) then ZLNAin ≈ Rf . Then choosing Rf for match-
ing (50Ω) will result in poor NF. The input impedance of CG LNAs is also
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Table 3.1: Comparison of different LNA topologies.

Parameter CS Rf -CS CG CC-CG NC-
LNA

RF range P G G G M

Noise G M P M G

Linearity M M G G M

Current M M G G P

G=good, M=medium and P=poor

dependent on the load, fortunately the effect is less dominant than in Rf -CS
LNAs.

The key performance metrics for LNAs are NF, input matching (which is
quantified by S11), frequency range, power consumption, linearity, chip area
and power consumption. In Table 3.1 a rough performance comparison of dif-
ferent LNA topologies is presented. It can be seen that an LNA that has low
NF, high linearity, wide input match and RF frequency range, and consumes
low power is a myth. For this reason a lot of research is performed to im-
prove the overall performance of LNAs, especially on improving the linearity
of receiver front-ends and achieve blocker resilience, see e.g. works published
in [31–35]. However, with the increased channel bandwidths, the LNA linear-
ity is becoming less and less dominant, and instead the base band circuity is
becoming the linearity bottleneck. This is due to the increasing base band
frequencies, which leads to reduced loop gain in the base band amplifiers and
the ever reducing frequency ratio between the 3dB bandwidth and blockers,
causing less blocker attenuation at the base band, so that close out-of-band
interference may easily saturate the base band amplifiers.

3.1.1 Linearized LNA

Using CMOS technology, complementary devices in push-pull configuration is
attractive. The transconductance is then doubled leading to reduced current
consumption. Furthermore, the output voltages do not exceed the supply volt-
age which is beneficial for reliability in nanometer CMOS technologies. Cascode
devices are also used to increase the reverse isolation (S12) and gain. Unfor-
tunately, to function properly cascode devices require a voltage drop, reducing
the signal headroom and thereby also the linearity.

A differential complementary Rf -CS LNA with linearization is shown in
Fig. 3.3 (from paper IV [4]). The devices (M5) form a second order distortion
generator whose output is connected to the gate of the cascode devices (M3).
The cascodes (M3) act as source followers and the drain of (M4) is thus mod-
ulated by the second order term. Multiplication in M4 then results in third
order nonlinearity cancellation as described in paper IV.
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A simulation of IIP3 with linearization enabled/disabled is shown in Fig. 3.4(a).
It can be seen that the IIP3 is increased significantly by the linearization, while
the NF, S11, and gain (S21) remain unaffected, see Fig. 3.4(b).

3.1.2 Differential Noise Canceling LNTA

To be able to use the Rf -CS in a current mode receiver front-end, a first Rf -CS
amplifying stage must be followed by a second transconductance stage. Noise
cancellation functionality can also be added using an auxiliary CS stage path
with a gain that matches that of the main path.

Shown in Fig. 3.5 is the differential noise canceling LNTA used in paper
V [5]. Noise cancellation is achieved since the noise at the output of stage-1 is
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fed back through Rf and then amplified by the noise canceling stage. At the
output the noise from the two paths will be in anti-phase. If the gain of the
noise canceling-stage matches that of stage-1 and stage-2, optimal cancellation
occurs. The noise canceling path can be turned off if high sensitivity is not
required, resulting in 60% less current consumption. The measured NF of the
receiver front-end at base band output is reported in paper V [5], see Fig. 3.6.
It can be seen that when noise cancellation is activated the NF is reduced by
2dB.

The linearity of this noise canceling LNTA is limited by the Rf -CS stage,
since it has a substantial voltage gain. For this reason, the use of cascode
devices was avoided to obtain maximum output voltage swing.
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3.2 Mixers

The mixer multiplies the RF input signal with the LO signal to get frequency
translation (down conversion for receivers). There are, two main types of MOS
mixers, the first is the active mixer which can provide conversion power gain,
and the second is the passive mixer which uses the MOS devices as switches.
Description of active mixer properties can be found in literature (e.g. [36–38]).

Despite some unattractive properties of passive mixers, such as requiring
large LO signal amplitudes, and having significant signal power loss resulting
in poor NF, they are widely used in high performance transceiver chips. This
is because they offer unique advantages such as high linearity and close to zero
flicker noise as no DC current passes through the transistors. Passive mixers,
double balanced version shown in Fig. 3.7, also offer an attractive property of
impedance frequency up conversion. Since the passive mixer is a bidirectional
time variant circuit, driving it with an RF current, the voltage at the RF input
of the mixer is for frequencies around the LO signal shaped by the base band
impedance (ZBB). This means that ZBB , translated in frequency by fLO, is
directly seen at the output of the LNTA [39,40]. A capacitive load of the mixer
will then result in pass band filtering at RF, which is the core concept of N-path
filters [41,42]. This results in better blocker handling and the LNTA faces less
problems with compression at its output.

Smaller duty cycle LO signals are employed, and it can be shown that
25% improves the conversion gain of the mixer by 3dB compared to 50% duty
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cycle LO signals [14, 43]. Having quadrature (I & Q) passive mixers, using
25% duty cycle is also a very efficient way of avoiding mixer interaction due
to simultaneous conduction. Unfortunately, reducing the duty cycle requires
more complex LO generation circuitry.

3.3 LO Generation

For passive mixers, rail-to-rail LO signals are required to multiply (down con-
vert) the wanted signals to base band with high linearity. High spectral purity
is required to avoid reciprocal mixing, and quadrature signals are needed for
image rejection. Finally, shorter duty cycle results in reduced mixer conver-
sion loss and IQ interaction. Digital circuits lend themselves well to generate
such short pulses. To generate 25% duty cycle quadrature signals a divide-by-2
circuit is typically used, therefore the phase locked loop (PLL) needs to oper-
ate at twice the LO frequency. Since differential voltage controlled oscillators
(VCOs) are often used in the PLL, differential divide-by-2 circuits are adopted.
A divide-by-2 circuit using delay latches is shown in Fig. 3.8, also shown in the
figure is the generation of the 25% duty cycle using an AND gate.

Since high RF is supported in many modern wireless communication sys-
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tems, high speed frequency dividers are needed, and current mode logic (CML)
is frequently used to implement such dividers. The CML latch is shown in
Fig. 3.9.

3.4 The TIA

The down converted signal current needs to be converted to voltage, then
further filtering is performed before feeding the signal to the ADC. The current
to voltage conversion is performed by a TIA, which can also provide first order
filtering.

The TIA can be implemented using a CG stage, however, excess noise and
limited linearity make this implementation suitable mainly for very low power
implementations. Feedback configurations on the other hand offer very good
characteristics in terms of linearity, noise, and configurability (see Fig. 3.1).

Since a MOS transistor in the active region behaves as a voltage controlled
current source (VCCS), OTAs are easier to design and consume less power
than true operational amplifiers (OPAMPs) with low output impedance. The
amplifiers are therefore implemented as OTAs.

Unfortunately, single-stage OTAs in deep-submicron CMOS offer limited
transconductance gm, and a multi-stage OTA is usually needed to boost the
effective transconductance (Gm) of the OTA. Multi-stage OTAs have multiple
poles in the transfer function (TF), and the use of such OTAs in feedback con-
figurations increases the risk of instability in the system. A brief introduction
to compensation schemes and stability assurance of the system is discussed in
chapter 4 and paper I [5] in this dissertation. For now assuming that the OTA
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Figure 3.10: A model of the TIA using a two-stage OTA.

is compensated for TIA configuration with enough phase margin to guarantee
stable operation. The compensated OTA can be modeled by adjusted values
of each stage output capacitance (co) which together with the output resis-
tance (ro) of that stage form a pole at the same frequency as the one in the
compensated OTA.

3.4.1 Loop Gain and Stability Analysis

A two-stage OTA provides sufficient loop gain (Aβ), where A is the forward
gain and β represents the feedback gain. A well-compensated OTA should have
similar gain characteristic as a single-stage (single-pole) OTA at lower frequen-
cies, which is accomplished by pushing the second pole to a high frequency.

Fig. 3.10 shows a model of a TIA employing a two-stage OTA. Since the
OTA is assumed to be compensated, pole spacing is increased. Shown in
Fig. 3.10, cin is a capacitor placed to sink the current of the out-of-band block-
ers, gm1 and gm2 are the transconductances of the first and second stages of
the OTA, and similarly Zo1 and Zo2 are the output impedances which form the
first and the second pole of the OTA. Finally, Zf is the feedback impedance
that sets the TIA gain.

The small signal model of the TIA is shown in Fig. 3.11(a). To analyze Aβ,
A is first calculated using Fig. 3.11(b), where a test voltage at the input is used
to calculate the output current iout. For β, Fig. 3.11(c) is used, where a test
current it at the output is used to calculate the input voltage vin. It can be
shown that

Aβ =
iout
vt

vin
it

= −gm1Zo1gm2Zo2
Zcin

Zf + Zcin + Zo2
(3.2)
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Figure 3.11: Model of (a) two-stage OTA, (b) calculation of A, and
(c) calculation of β.

Taking into account that Zf consists of Rf and cf in parallel, and Zo of ro
and co in parallel, results in

Aβ = −gm1ro1gm2ro2
Rfcfs+ 1

As3 +Bs2 + Cs+ 1
(3.3)

where

A = cfcinco1Rfro1ro2 + cfco1co2Rfro1ro2 + cinco1co2Rfro1ro2 (3.4)

B =cinco1ro1ro2 + co1co2ro1ro2 + cfcinRfro2 + cfco1Rfro1+

cfco2Rfro2 + cinco1Rfro1 + cinco2Rfro2
(3.5)
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C = Rfcf +Rfcin + cinro2 + co1ro1 + co2ro2 (3.6)

Miller capacitor [30, 44] decreases the frequency of the first pole resulting
in large effective co1. If cin is made very large to sink the blocker currents and
provide low impedance for the LNTA, the Aβ will be reduced heavily since its
dominant pole frequency is

P
Aβcin=large

1 ≈ − 1

(Rf + ro2)cin
(3.7)

For wide-band applications this directly impacts the in-band/close out-of-band
linearity. Added to that, the two-stage OTA is a two pole system and therefore
to evaluate the stability of the TIA, the effect of cin on the pole spacing is
important. To study the effect of cin we first assume that it is removed (cin =
0). The expression for Aβ in (3.3) then reduces, and the pole frequencies
become

P
Aβcin=0

1 = − 1

Rfcf
(3.8)

P
Aβcin=0

2 = − 1

ro1co1
(3.9)

P
Aβcin=0

3 = − 1

ro2co2
(3.10)

and the zero frequency remains unchanged

Z
Aβcin=0

1 = − 1

Rfcf
(3.11)

It can be seen that (3.8) and (3.11) have the same frequency and therefore
cancel, and that the system has two loop gain poles identical to the poles in
the forward path A. This implies that if the use of a small value of cin is
intended then compensating the OTA standalone will ensure stability of the
TIA. It can also be concluded that the optimal value for cin to improve the
Aβ is zero. Unfortunately, a large cin is required to suppress the tones due to
LO switching at the TIA input, and to provide low impedance for out-of-band
signals. The TIA input impedance (Zin) thus needs to be analyzed for larger
values of cin.

Since all the capacitors need to be considered to evaluate the stability of the
TIA, the expressions for the pole frequencies become very large and an insight
from the expressions is not easily gained. Instead the TIA used in [5] was
modeled according to Fig. 3.10. The input capacitance (cin) was then swept,
plotting the gain and phase, see Fig. 3.12. It can be seen that the phase margin
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Figure 3.12: Aβ phase and amplitude for different cin values.

reaches a minimum as cin is increased, then it increases again. For this reason
cin needs to be carefully investigated for the minimum phase margin to ensure
stability. Very large values of cin will in general increase the phase margin
while heavily reducing Aβ.

3.4.2 Zin Analysis

Minimizing Zin is crucial to ensure high linearity and avoid LNTA output com-
pression. Analysis of Zin for both in-band and out-of-band is very important.
Zin in the transition between in-band to out-of-band will also be studied.

From the model in Fig. 3.10 Zin is calculated to

Zin =
Zcin(Zf + Zo2)

Zf + Zo2 + Zcin(1 + gm1gm2Zo1Zo2)
(3.12)

First, Zin at low frequencies is investigated, since at very low frequencies all
impedances are resistive making simplifications possible, the input impedance
can then be approximated by

ZinDC ≈ Rf + ro2
gm1gm2ro1ro2

(3.13)

In (3.13) it can be seen that in-band the input impedance is inversely pro-
portional to the OTA voltage gain, so in order to ensure low impedance the
voltage gain should be maximized. As can be seen in (3.12), when Zcin becomes
small at very high frequencies or if cin is large, then Zin reduces to Zcin .
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At low frequencies Zin is low according to (3.13), and at very high fre-
quencies Zin is also low (Zin ≈ Zcin), at intermediate frequencies Zin will first
increase as Aβ starts to roll off due to limited amplifier bandwidth, then Zcin

will start dominating causing Zin to decay again. In other words, Zin can be
approximated by a parallel RLC resonant circuit. At resonance the magni-
tude of Zin is maximum, and depending on the magnitude, a blocker at that
frequency may heavily compress the receiver front-end.

Unfortunately, the intermediate frequencies are typically the most impor-
tant ones where blockers are strongest. Analyzing (3.12), the zero frequencies
are given by

ZZin
1 = − 1

ro1co1
(3.14)

ZZin
2 = − 1

Rf‖ro2(cf + co2)
(3.15)

The first pole frequency is given by

PZin
1 ≈ − 1

Rfcf
(3.16)

and the next two complex conjugate poles frequencies are

PZin

2&3 ≈ − 1

2Rfcf
− 1

2ro2cf
− 1

2ro2cin
− 1

2ro1co1
± i

√
Av√

ro1ro2co1cin
(3.17)

where Av is the DC voltage gain of the OTA, given by

Av = gm1gm2ro1ro2 (3.18)

A zero in Zin will cause the impedance to increase and is therefore not
desirable, while a pole is desirable as it causes reduction instead. It can be
seen in (3.14-3.17) that the first zero frequency is at the OTA’s dominant pole
frequency, which indicates that the bandwidth of the OTA should be maxi-
mized. The first pole (3.16) is determined by the feedback network (Rf‖cf ),
which will counteract the zero in (3.14) if OTA’s 3dB bandwidth ≥ (cfRf )

−1.
This condition is difficult to meet as the bandwidth continues to grow with
increased data rates limiting (3.16), but in general the distance between (3.14)
and (3.16) needs to be minimized. The second zero (3.15) is located at higher
frequencies, causing further peaking in Zin. To limit the peaking the complex
conjugate poles frequency in (3.17) needs to be decreased using cin.

The TIA used in paper V [5] was modeled using the model shown in
Fig. 3.10. In the pole-zero map with cin swept from 1pF to 100pF (see Fig. 3.13),
it can be seen that zero frequencies and pole frequency in (3.16) remain un-
changed. The pole frequencies in (3.17) on the other hand reduced are as cin
increases.
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Figure 3.13: Pole-zero map of Zin for different values of cin.

The magnitude of Zin of the modeled TIA used in paper V [5], using the
model in Fig. 3.10, is plotted in Fig. 3.14 for different values of cin. The peak
Zin (Zinmax = max(| Zin |)) deviates from the SPICE simulations of the TIA
at high frequencies since more poles and zeros exist in the more accurate model
(SPICE simulations are not shown), however, the resonance frequency (ωo) of
Zinmax matches the SPICE simulations even at higher frequencies. It can
be seen in Fig. 3.14 that increasing cin decreases Zin. Unfortunately, ωo also
decreases to frequencies where large blockers are expected (100MHz to 200MHz
offset in this case).

Assume that the pole in (3.16) cancels the effect of the zero in (3.14). Then
left is the complex conjugate poles given by (3.17) and the zero given by (3.15)
(see the example TIA pole-zero map in Fig. 3.13), ωo can be estimated.

The two complex conjugate poles have a high Q (notice the Y-axis scale in
Fig. 3.13), resulting in peaking with a high Zinmax. Zin then becomes [45]

Zinapprox ≈ K
s+ ωz

s2 + ωo

Q s+ ω2
o

(3.19)

where ωz is the zero frequency given by (3.15), and K is a scaling factor.
The approximation of Zin can also be written as

Zinapprox ≈ K
s+ ZZin

2

s2 + (PZin
2 + PZin

3 )s+ (PZin
2 PZin

3 )
(3.20)

The accuracy of the Zinapprox was compared to (3.12), for the TIA of paper
V [5] for cin =10pF and cin =100pF, see Fig. 3.15. As can be seen in the figure,
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Figure 3.15: Modeled vs. approximated Zin for two cin settings.

the approximation accurately predicts ωo. The approximation of ωo becomes

ωo ≈
√
(− 1

2Rfcf
− 1

2ro2cf
− 1

2ro2cin
− 1

2ro1co1
)2 +

gm1gm2

co1cin
(3.21)

The peaking in Zin can be reduced by decreasing the Q of PZin
2 and PZin

3 , i.e.
the ratio of the imaginary and real part. As can be seen in (3.17) this can be
accomplished by increasing cin or decreasing ro. The second choice directly
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impacts the performance of the OTA and is therefore not desirable. Increasing
gm helps reducing the impedance, but leads to increased current consumption.

Although an expression that accurately predicts the value Zinmax is very
large, a short intuitive expression can be estimated. First, (3.13) predicts the
value of ZinDC . The two complex conjugate poles in (3.17) will then cause
the impedance at ωo to increase from ZinDC by a factor approximately equal
to their Q value [45]. The effect of the zero in (3.17) is a further increase in
impedance by the ratio (ωo

ωz
). Therefore Zinmax can be approximated by

Zinmax ≈ ωo

ωz
ZinDCQ (3.22)

where Q is calculated as the ratio of the imaginary and real part of (3.17).



Chapter 4

OTA Linearization and Filter Implemen-
tations

The final stage of the analog receiver front-end is the CSF, which suppresses
adjacent channels and out-of-band interference signals before analog to digital
conversion. The CSF linearity is a key factor that limits the receiver perfor-
mance. In particular, band edge and out-of-band linearities are important.

In this chapter the dominant nonlinearities in MOS devices are first de-
scribed, followed by a brief introduction to linearity enhancement methods for
OTAs. Finally, the main CSF architectures are summarized.

4.1 MOS Nonlinearity

The symbol and conceptual cross section of an nMOS device operating in satu-
ration are shown in Fig. 4.1. The different regions of operation of a MOS device
and the physical description can be found in integrated circuits and semicon-
ductor physics literature such as [30, 46, 47]. The pMOS device is the dual of
the nMOS, more about nMOS and pMOS can also be found in [30,46,47].

The long channel approximation of the current of an nMOS device in sat-
uration region is given by

iD =
μnCox

2

W

Leff
(vGS − Vth)

2(1 + λvDS) ≈ μnCox

2

W

Leff
(vGS − Vth)

2 (4.1)

where iD is the drain current, W is the device width, Leff is the effective
length of the device, Cox is the gate oxide capacitance per unit area, μn is the
electron mobility in the channel, λ is the channel length modulation factor, Vth

is the threshold voltage, and vGS and vDS are the gate-source and drain-source
voltages, respectively. From (4.1) it is clear that the second order is the highest
order of nonlinearity, however, effects in submicron devices cause also higher
order nonlinearities to exist. The most dominant short channel effects are:

–Velocity saturation is one of the most important effects in nanometer
devices. If the voltages are not scaled at the same rate, the horizontal electric

31
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Figure 4.1: (a) Symbol of nMOS, (b) conceptual nMOS cross section.

field (ξh) increases with decreased channel length, therefore the charge carrier
velocity also increases. At very high ξh, however, the carrier velocity approaches
the thermal velocity and saturates. The field strength at which the charge
carrier velocity saturates is called the critical electric field (ξc). The effect
of velocity saturation can be modeled by a degeneration resistor (Rvs) at the
source terminal, and (4.1) becomes

iD ≈ μnCox

2(1 + μnCox
W

Leff
Rvs(vGS − Vth))

W

Leff
(vGS − Vth)

2(1 + λvDS) (4.2)

–Mobility degradation is also an effect of high electrical field strength
(ξ), but in this case in the vertical direction of the field (ξv). High ξv arises
from high gate voltage VG, which causes the charge carriers to be pulled towards
the silicon surface, this reduces their mobility. The effective mobility can be
modeled as

μeff ≈ μn

1 + θ(vGS − Vth)
(4.3)

where θ is the mobility reduction parameter. Although the mobility degrada-
tion effect is also found in long MOS devices, θ is inversely proportional to
the oxide thickness tox making the mobility degradation worse in new CMOS
technologies where tox is reduced [30,46].

Many other effects described in literature result in more nonlinear behavior
of the drain current iD [46]. These effects on iD can be described using Taylor
series expansion [48]

iD = IDC+gmvgs +Kgm
2 v2gs +Kgm

3 v3gs . . .

govds +Kgo
2 v2ds +Kgo

3 v3ds . . .

Kgmδgo
2 vgsvds +K

g2
mδgo

3 v2gsvds +K
gmδg2

o
3 vgsv

2
ds . . .

(4.4)
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Figure 4.2: Simulation of nMOS iD coefficients in STM 65nm CMOS.

where gm and go are the device transconductance and drain-source conduc-
tance, respectively. The memory elements (mainly capacitors) are ignored for
simplicity, and only static linearization mechanisms are described for easier
understanding. More accurate expressions can, however, be obtained using
Volterra series analysis [49].

Before different linearization techniques are explained, it is crucial to better
understand the nonlinear behavior of the short channel MOS device. For this
reason, iD of an nMOS transistor in a 65nm CMOS technology process with an
aspect ratio of 20μm

60nm (minimum allowed length) was simulated and its first three
derivatives were plotted, seen in Fig. 4.2. Since the nominal supply voltage in
65nm technology is 1.2V, VDS is often set to 600mV for optimal signal swing.
The value of VDS can be significantly lower than 600mV when using cascode
devices, however, MOS devices are in general less sensitive to VDS . Therefore,
in Fig. 4.2, VGS was swept from 0V to 1.2V with VDS =600mV. As can be
seen in the figure, when VGS is set to 0V the device is in the cut-off region
and conducts no current. By increasing VGS the nMOS starts to conduct
current (at about VGS =200mV) and enters the weak inversion region. As
VGS is further increased above Vth the nMOS enters the moderate and strong
inversion regions. Looking at Fig. 4.2(d), it can be seen that the third order
nonlinearity has two peaks with opposite signs when operating in weak and
strong inversion.
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Figure 4.3: (a) Differential, and (b) pseudo differential common
source OTA with degeneration.

4.2 OTA Linearization Techniques

The OTA is a major cause of nonlinearity in many active circuits, particularly
in OTA-C filters where they operate in open loop configuration. Several lin-
earization techniques have been therefore proposed over the years to improve
the linearity of the OTA. A brief introduction to the most well-known tech-
niques is given below. Further introduction can be found in e.g. [24, 50–52].

4.2.1 Source Degeneration

Source degeneration is a brute force technique that results in direct reduction
of the effective transconductance (Gm) of the OTA. The basic idea of source
degeneration is to implement local feedback by connecting a resistor (Rdeg

in Fig. 4.3) in series with the source terminal. The resistor senses iD and
its voltage appears in series with the input. The effective Gm will therefore
approach a value close to the inverse of the resistance for large device gm. The
pseudo-differential structure is frequently used as there is no DC voltage drop
over Rdeg, and its resistance value is thus not limited by VDD, see Fig. 4.3(b).

Small signal analysis can be used to calculate Gm as

Gm ≈ gm
1 +Rdeg(gm + gmb)

(4.5)
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Figure 4.4: Implementation of (a) DS, and (b) CDS.

where gmb is the body transconductance of the input MOS devices. The effec-
tive output resistance Ro of the OTA, ignoring the load devices, becomes

Ro ≈ Rdeg + ro(1 + (gm + gmb)Rdeg) (4.6)

where ro is the output resistance of the input devices.

From (4.5, 4.6) it can be seen that Gm is reduced, which has a negative im-
pact on the noise performance, while the output resistance desirably increases.

4.2.2 Derivative Superposition

One of the most effective and widely used linearization techniques is the deriva-
tive superposition (DS) linearization. DS linearization is based on the summa-
tion of currents from MOS devices with opposite nonlinearity polarities.

As shown in Fig. 4.2(d), the MOS third order nonlinearity coefficient will
switch sign based on the operating region. To cancel the third order nonlinear-
ity one can thus connect two MOS devices in parallel, with one biased in strong
inversion and the other biased in weak inversion [50, 53] (see Fig. 4.4(a)). For
high frequency circuits DC blocks are used, whereas level shifters (e.g. source
followers) can be used for base band circuits.

The complementary-DS (CDS) is instead used to cancel even order nonlin-
earities based on the fact that pMOS devices are the dual of nMOS devices and
may therefore be biased to operate under complementary bias conditions of the
nMOS [51,54]. The CMOS inverter is a widely used circuit which benefits from
CDS linearization (see Fig. 4.4(b)). The values of gm for nMOS and pMOS have
to be matched for optimum nonlinearity cancellation. Therefore tuning may
be needed for one of the devices to compensate for process variations.
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Figure 4.5: The triode OTA.

4.2.3 Triode OTA

The triode OTA is shown in Fig. 4.5, where devices M1 are biased to operate in
the triode region. Using long channel equations, iD of a MOS device operating
in triode region is linearly dependent on vGS , as given for an nMOS transistor
by

iD = μnCox
W

Leff
(vGS − Vth)vDS − αv2DS

2
(4.7)

The triode OTA [52, 55] is based on making vDS constant and equal to Vtune.
Differentially the output current using (4.7) will then equal

iOUT = iOUT+ − iOUT− = μnCox
W

Leff
(vIN− − vIN+)Vtune (4.8)

As can be seen in (4.8) the voltage to current conversion is linear. This requires
that the gain of the voltage amplifier (Av) in Fig. 4.5 to be high over the
frequency range of interest, so that the variation in vDS can be minimized.

This technique is very effective assuming long channel approximation, how-
ever, as mentioned before the MOS nonlinearity is affected by high electric
fields in advanced technologies. The mobility degradation will affect also the
operation in the triode region, thus limiting the achievable linearity, as seen in
Fig. 4.2(d) at increased vGS .

To achieve even higher linearity one can use the cascode input for nonlinear-
ity cancellation, as described in paper III of this dissertation [3] (see Fig. 4.6).
The input signal is fed forward to the cascode devices (M2) through a capac-
itive attenuator. The cascode device acts as a source follower, making the
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attenuated input signal αvIN appear at the drain of the input device (M1) .
The current of the input nMOS operating in the triode region is thus given by

iD = (gmvIN +Kgm
2 v2IN +Kgm

3 v3IN + ...)(VDS + αvIN ) (4.9)

In strong inversion Kgm
3 and Kgm

2 have opposite signs, and third order nonlin-
earity cancellation can then be achieved if α is chosen such that Kgm

3 VDS =
−αKgm

2 . Should, however, due to biasing conditions Kgm
3 and Kgm

2 have the
same sign, cross-coupling can be used instead to achieve cancellation.

Although the triode OTA is highly linear, with reduced gm due to triode
region operation, it is in general only suitable for low to medium operating
frequencies.

4.2.4 Triode Multiplier Linearization

The triode multiplier based linearization technique was proposed in paper IV
[4], see Fig. 4.7, where it is applied to the OTA proposed in [56]. The multiplier
is shown in the shaded area, where the generated second order nonlinearity is
fed to the output stage load devices, and cancellation is achieved using the
cross terms in the MOS characteristic as explained in the paper.

4.2.5 Negative Feedback

A very effective technique used to linearize circuits is negative feedback, where
the output signal is scaled and subtracted from the input signal as shown in
Fig. 4.8. The amplifier stage has a gain A, called the forward gain, and the
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Figure 4.8: A conceptual diagram of negative feedback.

feedback has a gain of less than unity, called the feedback factor (β). Recalling
from chapter 3, the product Aβ is called the loop gain. If A is weakly nonlinear
as described by (2.4), the resulting system transfer is given by [24]

Y = a1X + a2X
2 + a3X

3 (4.10)

where

a1 =
g1

1 +Aβ

a2 =
g2

(1 +Aβ)3

a3 =
g3 − 2g2

2

g1

(1 +Aβ)4

(4.11)
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Compare at the same output level without feedback:

y = g1x+ g2x
2 + g3x

3 (4.12)

The relative distortion level becomes

g2x+ g3x
2

g1

Since with feedback
X = (1 +Aβ)x (4.13)

the relative distortion when using feedback then becomes

a2X + a3X
2

a1
=

g2
g1

1

1 +Aβ
x+ (

g3
g1

− 2g22
g21

)
1

1 +Aβ
x2 (4.14)

In (4.14) it can be seen that the relative distortion level has been reduced
by a bout a factor of 1 + Aβ. As can also be seen in (4.14) a high Aβ will
considerably improve the linearity performance as the distortion level is scaled
accordingly. As will be shown later in this chapter, however, it is very difficult
to maintain a high Aβ over a wide frequency range, since loop stability needs
to be ensured to avoid self-oscillation due to positive feedback. Therefore,
feedback is most effective in base band applications. Nonetheless, feedback
can also be applied successfully to improve RF performance through frequency
translational loops [57–60].

4.2.6 Other Linearization Techniques

Since nonlinearity is perhaps the most urgent issue in modern wireless tran–
sceivers, a lot of research effort is spent on linearization techniques. Post-
distortion for example, can be used to improve the system linearity by cascading
a nonlinear stage with one having the inverse nonlinearity [61]. For example, a
stage with expanding characteristic can be added at the output of an amplifier
which is compressing. Predistortion is in concept the same as post-distortion
except for that the inverse transfer stage is instead applied to the signal before
the nonlinear stage to compensate for. Predistortion and post-distortion can
also be applied in the digital domain for the TX and RX, respectively. The
advantage is to be able to tune for optimal cancellation using powerful digital
signal processing algorithms.

In nonlinearity summation (e.g. [62]) the nonlinearity is canceled by sub-
traction. Currents with opposite signs and equal magnitudes of the nonlinear
terms are summed, which is similar to DS. However, in nonlinearity summation
usually two separate OTAs are used and their output currents are summed. For
example, in [63] the third order nonlinear term was generated and the subtrac-
tion was performed in the digital domain.
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Figure 4.9: Basic building blocks of an OTA-C filter: (a) integrator,
(b) lossy integrator, and (c) a gyrator with capacitive load.

4.3 Channel Select Filter Architectures

Two architectures are frequently used to implement active filters, active-RC
and OTA-C. The active-RC filters have superior linearity since they operate
with the amplifiers in closed loop configuration, while OTA-C filters can in-
stead operate at very high frequency, but with poor linearity due to open loop
configuration. Therefore OTA linearization is needed to improve the dynamic
range when OTA-C filters are adopted.

In this section, a brief introduction to filter configurations and biquad ar-
chitectures is presented. For more in-depth material on filter design the reader
is directed to e.g. [45, 64].

4.3.1 OTA-C Filters

OTA-C filters are implemented using OTAs and capacitors, which explains
their name. There are generally two ways to implement an OTA-C filter:

–LC ladder simulation where a passive filter is first designed using
inductors and capacitors. The inductors are then replaced by gyrators and
capacitors (active inductors). More about different filter responses and how to
simulate an LC ladder can be found in e.g. [45, 64].

–Cascade of biquads where the filter TF is divided into second order
stages, each with a complex pole and/or zero pair, and a first order stage in
case of odd order filters. The biquads are then cascaded to get the overall
desired filter TF.

Assuming ideal OTAs, the basic building blocks are the integrator, Fig. 4.9(a),
the lossy integrator, Fig. 4.9(b), and the gyrator, Fig. 4.9(c). The TF of the
integrator is given by
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Figure 4.10: Block diagram of an OTA-C biquad.

TFa =
Gm

sC
(4.15)

and the TF of the lossy integrator is easily calculated as

TFb =
Gm1

sC +Gm2
(4.16)

and the input impedance of the gyrator becomes

Zgyr = s
C

Gm1Gm2
= sLgyr (4.17)

where Lgyr is the gyrator simulated inductance.

A second order low pass filter (biquad) is shown in Fig. 4.10, where the TF
is given by

TFbiquad =
Gm1Gm3

s2C1C2 + sC2Gm2 +Gm3Gm4
(4.18)

Feed forward capacitors can be used if a zero is needed in the transfer function,
and the output can be taken at theGm4 stage for a band pass characteristic [45].

The TF in (4.18) was calculated assuming OTAs without parasitic capaci-
tance and with infinite input and output impedances. The non-ideal behavior
of the OTAs includes non-zero output conductance (Go) and finite input and
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Figure 4.11: Block diagram of the second order OTA-C biquad
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output capacitance (Ci, Co). The TF of the biquad in Fig. 4.10 then becomes

Vout

Vin
=

G2
m

As2 +Bs+ C

A = Ctot1Ctot2

B = [Ctot2(Gm + 3Go) + Ctot1Go]

C = [G2
m +GmGo + 3G2

o]

(4.19)

Where the OTAs have been assumed to be identical for simplicity3, Ctot1 =
C1 + 3Co + 2Ci, and Ctot2 = C2 + Co + Ci. In (4.19) the DC gain is less than
unity, but more importantly the highest achievable frequency is limited by Ci,
Co, and Gm. Furthermore, following the scaling trend it is known that for a
MOS device, go ∝ Leff . This means that reduction in MOS device dimensions
will result in significant effects on the OTA. For this reason in paper IV [4],
Go was incorporated into the TF of the filter. This was achieved by using the
proposed biquad shown in Fig. 4.11, where the TF is given by

Vout

Vin
=

Gm1Gm2

Ctot1Ctot2s2 + (Ctot1Go2 + Ctot2(Go1 +Go3))s+Go2(Go1 +Go3) +Gm2Gm3

(4.20)

3this is also a common practice to improve the matching between the cells
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Figure 4.12: Basic building blocks of an active-RC filter: (a) a
general amplifier, (b) an integrator, and (c) a lossy integrator.

It is clear from (4.20) that non-negligible Go can be turned into an advantage.
To reduce the insertion loss, Go2 can be reduced, e.g. by using cascode devices
as shown in Fig. 4.7. This reduces (4.20) to

Vout

Vin
≈ Gm1Gm2

Ctot1Ctot2s2 + (Ctot2(Go1 +Go3))s+Gm2Gm3
(4.21)

The resulting biquad benefits from CMOS technology scaling and reduces the
number of OTAs, which leads to reduced power consumption.

4.3.2 Active-RC Filters

Contrary to OTA-C filters, active-RC filters operate the amplifiers in closed
loop configuration. Therefore they have attractive properties such as high lin-
earity, and ease of configuration of different filter parameters such as gain,
bandwidth, and even response [65, 66]. The name active-RC comes from that
the feedback loop around the active forward gain amplifier is closed using capac-
itors and resistors. Fully differential structures are often used, since they have
very attractive properties such as rejection of supply noise, increased linearity,
and higher signal swing. The basic configurations of differential active-RC first
order amplifiers (filters) are shown in Fig. 4.12. Assuming an ideal amplifier
(OTAs are used in this dissertation), the TF is given by

Vout

Vin
=

Z2

Z1
(4.22)

Second order biquads using only one OTA have been proposed (e.g. the
Rauch and the Sallen-Key biquads) and can be found in e.g. [45]. However,
gain, pole frequency, and Q of these biquads are not linearly tunable, and as
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reconfiguration is crucial for wireless receivers such topologies were not consid-
ered in this dissertation.

Higher order active-RC filters, similar to OTA-C filters, are implemented
using:

–LC ladder simulation which is also known as leap-frog filter, where an
LC ladder filter prototype is first designed, the voltage and current relations
are then obtained and simulated by the active-RC filter. The design procedure
can be found in e.g. [45]. In Fig. 4.13 the fifth order Chebyshev active-RC filter
presented in paper II [2] in this dissertation is shown.
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fier configuration.

–Cascade of biquads where the filter TF is divided into first and second
order stages with different Q-factors, which are then cascaded to get the desired
overall TF. This facilitates the pole of the TIA to be included in the CSF
TF. The CSF used in the receiver front-end presented in paper V [5], seen
in Fig. 4.14, uses this concept. In resistors R1 and R2 fine tuning of phase
and amplitude is achieved using programmable banks of large parallel resistors
[67, 68].

OTA Requirements

The basic structure of active-RC filters has been introduced, but to under-
stand their implementation trade-offs and limitations, insight into the OTA
characteristics and performance requirements is needed. This is because all
the feedback loops need to be stable, and also due to that sharp filters with
high bandwidth increase the OTA speed requirements significantly. Linear-
ity is also very important as the OTA signal amplitude can be high for band
edge/out-of-band signals as Aβ rolls off.

The TIA loop gain analysis of chapter 3 is also applicable to the inverting
voltage amplifier configuration, see Fig. 4.15. The Aβ at DC is given by

AβDC = −gm1gm2ro1ro2
R1

R1 +R2 + ro2
(4.23)

it can be seen in (4.23) that Aβ is reduced for small values of R1, but on the
other hand large values of R1 will instead increase the thermal noise. Larger
values of R1 can be used, however, if the signal is sufficiently amplified by
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the LNTA and the TIA, making the receiver less sensitive to noise in the
CSF. Assuming cin and co2 are kept small compared to C2, the pole and zero
frequencies can be approximated as

PAβ
1 ≈ − 1

ro1co1
(4.24)

PAβ
2 ≈ − 1

(R1‖(R2 + ro2))C2
(4.25)

PAβ
3 ≈ − 1

(R1‖ro2)(co2 + cin)
(4.26)

ZAβ
1 ≈ − 1

R2C2
(4.27)

The closed loop 3dB bandwidth of the amplifier is equal to the frequency of
the zero in the feedback path, given by (4.27). If then the open loop 3dB
bandwidth of the OTA, given by (4.24), matches that of the amplifier in closed
loop, only the effect of the two poles of (4.25) and (4.26) will determine the
phase margin. This significantly simplifies the compensation of the OTA to
ensure the required phase margin. It can be concluded as well that the OTA
3dB bandwidth needs to be high if the base band bandwidth is high to ensure
high linearity throughout the base band frequency range.

It must be emphasized that the requirements on OTA bandwidth are de-
pendent on the CSF filter response [66]. For example, for the same filter band-
width and order, a maximally flat response requires less OTA bandwidth than
a Chebyshev due to difference in Q values of the pole pairs. The required band-
width of the OTA puts a limit to the maximum achievable CSF bandwidth,
preventing the use of active-RC filters in high frequency applications.

To better understand the OTA impact on the filter performance, the OTA
model introduced in chapter 3 is used, seen in Fig. 4.15. The TF of a lossy
integrator can then be obtained as

Vout

Vin
=

−Z2(gm1gm2Zo1Zo2)− Zo2

Z1 + Z2 + Zo2 + Z1gm1gm2Zo1Zo2
(4.28)

The gain error (GE) can be approximated by

GE ≈ (co1ro1s+ 1)(R2 +R1 + C2R2R1s)(R2 + ro2 + C2R2ro2s)

R1R2gm1gm2ro1ro2(C2R2s+ 1)
(4.29)

A zero in (4.29) is not desirable since it will cause the GE to increase.
Unfortunately, there are three zeros in (4.29), located at angular frequencies
ZGE
1 = −(co1ro1)

−1, ZGE
2 = −(C2(R1‖R2))

−1, and ZGE
3 = −(C2(R2‖ro2))−1.

There is also one pole at PGE
1 = −(C2R2)

−1. It can also be noted that increas-
ing the voltage gain of the OTA (gm1gm2ro1ro2), and R1, will reduce GE.



4.3 Channel Select Filter Architectures 47

VCMC

R2   C2

vin+vin-

Bias

VDD

vout+vout-

C2   R2

C1   R1R1   C1

Figure 4.16: A two-stage OTA with phase enhanced compensation.

To summarize, a good rule-of-thumb is to make the OTA open loop band-
width (−(co1ro1)

−1) match the wanted closed loop bandwidth (−(C2R2)
−1).

This cancels ZGE
1 and PGE

1 , leaving ZGE
2 and ZGE

3 . Since ZGE
3 is located close

to the 3dB frequency, and depending on the closed loop gain ZGE
2 is located

only a bit further up in frequency. The conclusion is it seems inevitable that the
errors start to increase near the band edge. Furthermore, with the increasing
channel bandwidths of wireless systems, matching the open loop bandwidth to
the closed loop seems to rule out phase compensation techniques like Miller,
which heavily reduce the OTA speed. However, with sufficiently large R1 the
GE will start increasing at relatively higher frequencies. The GE increase is
relative to its value at DC, which motivates increasing the voltage gain of the
OTA.

OTA Compensation

The problem of reduced OTA bandwidth has received a lot of attention, and
many compensation techniques have been proposed to increase the speed of
the OTA. Some examples can be found in [69–74]. In particular, for high
frequency applications the feed forward technique has been widely adopted.
In feed forward a fast auxiliary path is added in parallel to the main path.
Requiring the OTA to have sufficient gain and bandwidth to dominate the
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Figure 4.17: Normalized response at the virtual ground node of the
OTAs, and the response of the CSF in Fig. 4.14.

gain and phase margin at higher frequency, which leads to increased power
consumption.

In paper I [1], the phase enhanced compensation technique is proposed,
which considerably improves the bandwidth of the OTA by using positive feed-
back RC links (as shown in the shaded area of Fig. 4.16). In the figure a two
stage OTA is shown but, the proposed technique is also scalable to higher order
OTAs.

Although a lot of effort has been spent on increasing the bandwidth of
OTAs, the increasing channel bandwidth in wireless systems still makes the
OTA design a major challenge. Added to that, highly configurable designs
imply more switches, which increase the parasitic capacitance, considerably
impacting the OTA bandwidth. For these reasons, a small resistor in series
with the integrator feedback capacitor can be used to create a transfer function
zero, tuned to cancel the effect of the second pole, e.g. the resistors labeled
RQ in the filter shown in Fig. 4.13. This results in a more ideal behavior of the
integrator.

OTA Linearity

The linearity of the OTA is critical for wide-bandwidth CSFs, especially, at
frequencies near the band edge. Considering the third order filter shown in
Fig. 4.14, the normalized amplitude to the CSF gain at the virtual ground node
of each OTA is shown in Fig. 4.17. It can be seen that the signal amplitudes
are considerably increased at the band edge, leading to deteriorated linearity.

To improve the linearity, the Aβ needs to be increased at higher frequencies.
Another reason why the OTA 3dB bandwidth is recommended to be as high
as the filter bandwidth. The linear input voltage range needs to be increased
as well, which for instance can be achieved using push-pull stages.
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Figure 4.18: Schematic of the linearized OTA used in [5].

In Fig. 4.18, the OTA used in paper V [5] is shown. The DS lineariza-
tion technique has been widely used in open loop configuration, but here it
is proposed for use in closed loop as shown in the shaded area Fig. 4.18. The
feedback of the amplified signal allows for the use of small auxiliary devices,
with reduced gm. This is beneficial for wide-bandwidth applications, since as
discussed before, cin negatively impacts the speed of the OTA.

4.3.3 Complex Active-RC Filters and Spectrum Sensors

The widely used homodyne receiver uses quadrature signals where the center
frequency of the channel is down converted to DC. In low intermediate fre-
quency (IF) receivers the channel is instead centered at a non-zero but low
IF [75, 76]. In low IF receivers, the CSF needs to suppress the interfering sig-
nals around the IF, including the image at -IF. Since conventional bandpass
filters will not suppress signals at the image frequency, complex filters are used
to suppress one side of the spectrum. This is achieved by using low pass filters
and moving their frequency response to the desired IF using coupling paths
between the I and Q-channel filters. The RF part of the low IF receiver is very
similar to that in the homodyne.

The first order complex filter is shown in Fig. 4.19, higher order filters can
be realized similarly using crossing resistors for each integrator stage. The
resistors provide the coupling responsible for the frequency shift, and by using
programmable resistors the pass band frequency can be changed. To move the
pass band to negative frequencies instead, the Q path needs to be switched
with the I path.
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In paper V [5], the complex filtering concept is incorporated into the spec-
trum sensor (shown in Fig. 4.20). The I and Q signals at the output of the TIA
are fed to a 4th order complex Butterworth filter, which has a programmable
center frequency (ωc). The resistance values used are very large (32kΩ), and
therefore the noise performance of the receiver front-end is not affected, while
the dynamic range of the spectrum sensor is slightly reduced. The output of
the complex filter is fed to a power detector (PD), which squares the filtered
signal [77, 78]. The squaring results in low frequency components representing
the power of the signal, and high frequency components which are suppressed
using a low pass RC filter. The low frequency (DC) signal is then digitized and
its value represents the power of the signal in the current component frequency
bin selected by the filter.



4.3 Channel Select Filter Architectures 51

O
TA

+

- +

-

O
TA

+

- +

-

O
TA

+

- +

-

O
TA

+

- +

-

I+

I-

Q+

Q-

Bias1

Bias2

Negative frequency offset sweep

Positive frequency offset sweep Power Detector LP Filter

SW

SW

SW

SW

SW

SW

SW

SW

Frequency and 
amplitude calibration

Figure 4.20: Schematic of the proposed spectrum sensor.

To enable both positive and negative frequency sweeps, switches are used to
swap the I and Q paths at the input as shown in Fig. 4.20. The switches at the
input also enable calibration of the DC level, by first disabling all the switches
and measuring the DC output of the spectrum sensor. The switches are then
enabled for a sweep. A spectrum sweep is performed using the input switches
to select frequency sign and Rcross to select frequency magnitude. After a
full spectrum sweep, blocker levels are compared to stored threshold values,
and decisions can be taken to apply settings that improve the performance of
the receiver front-end. For example, if the desired in-band signal is strong,
then low noise mode can be turned off to save current, and possibly base band
gain reduction is required to avoid ADC saturation. As also shown in paper
V [5], spectrum sensing is needed for correctly tuning many parameters in a
reconfigurable receiver front-end such as the capacitance at the output of the
mixers, base band gain etc.





Chapter 5

Summary and Scientific Contribution of
Included Papers

An introduction to wireless receiver design and the main challenges of nanome-
ter CMOS implementations is presented in the previous chapters. In this chap-
ter, a summary of the papers included in this dissertation is provided, together
with conclusions comparing measured and simulated results to analysis. For
each paper a summary of scientific contributions is also provided to state its
significance.

I contributed to the papers with background research, state-of-the-art re-
view, and idea development. I also performed majority/all of the analysis,
design, simulations, implementation, and measurements. Valuable help and
input was received from my co-authors during different phases of each work.
My supervisors’ contributions from the idea and design development up to
manuscript production significantly improved the quality of work.

5.1 Paper I: A Compensation Technique for Differential
Two-Stage OTAs

Summary

The paper introduces the phase enhanced compensation technique where pos-
itive feedback is used to improve the phase margin of the OTA, while the
Miller effect is eliminated. The OTA speed is therefore only slightly reduced
compared to the uncompensated case, while the phase margin is enhanced.
Detailed analysis and simulations of two-stage differential OTAs with phase
enhanced compensation, together with a comparison to the well-known Miller
compensation are presented. The performance of the compensation technique
is extensively investigated for different process corners, against temperature
variations, and process mismatch. Added to that, capacitive load variations
and the slew rate performance are also investigated.

The technique introduces two zeros with frequencies determined by time
constants (τ) of the RC links. Two parasitic poles are also introduced by the

53
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RC links. The zero frequencies are tuned to cancel two poles, left are two poles.
The dominant pole frequency is not reduced by Miller effect and therefore is
high in frequency, and the non-dominant pole frequency is set by the parasitic
capacitance whose frequency is also very high.

To prove the technique an OTA was designed in 65nm CMOS, which con-
sumes 0.625mA from a 1.2V supply. It shows more than three times improve-
ment in 3dB bandwidth and gain-bandwidth product (GBP) when compared
to conventional Miller compensation, the slew rate is also doubled.

To conclude, in this paper a new compensation technique for two-stage
OTAs is presented. The proposed technique significantly increases the OTA
bandwidth by enhancing the phase margin through positive feedback. Com-
pared to Miller compensation, it provides an improved 3dB bandwidth and
GBP. Simulations of the proposed technique show that it is robust against pro-
cess and temperature variations. Moreover, simulations of a three stage OTA
show that the proposed technique can be extended to amplifiers with more
than two stages.

Scientific Contributions

• A proposed phase compensation technique for two-stage differential OTAs
that drastically improves frequency response and slew rate without any
current consumption overhead.

• The proposed technique can also be used in OTAs with more than two-
stages (i.e. nested phase enhanced compensation).

5.2 Paper II: A 3.4mW 65nm CMOS 5th Order Programmable
Active-RC Channel Select Filter for LTE Receivers

Summary

To demonstrate the phase enhanced compensation technique, a low power fifth
order Chebyshev active-RC low pass filter, which requires high speed OTAs
was designed. The filter meets LTE RX bandwidth requirements and was
designed with programmable bandwidth and overshoot. The OTA used in the
filter benefits from phase enhanced compensation, resulting in reduced power
consumption and improved band edge and out-of-band linearity.

Designed for homodyne LTE-Rel. 8 receivers, filter bandwidths from 700kHz
to 10MHz are supported. The filter was implemented in 65nm low power CMOS
technology with a core area of 0.29mm2, as shown in Fig. 5.1. The total current
consumption was 2.83mA from a 1.2V supply. The measured input referred
noise was 39nV/

√
Hz, the in-band IIP3 was 21.5dBm, at the band edge the

IIP3 was 20.7dBm, the out-of-band IIP3 was 20.6dBm, and the ICP1dB was
0dBm with an in-band gain of 4.5dB.
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Figure 5.1: Die micrograph of the 5th order Chebyshev active-RC CSF.

In summary, a low power fifth order Chebyshev active-RC filter for LTE
receivers has been fabricated in 65nm CMOS technology. The OTA used in
the filter benefits from phase enhanced compensation, resulting in low power
consumption and improved performance of the filter. Confirming the simulation
results the filter measurements show a high dynamic range, combined with
wide-bandwidth tuning and Q-factor ranges to handle the different operating
scenarios.

Scientific Contributions

• A low power CSF for LTE-Rel. 8 receivers has been implemented with
OTAs compensated using the phase enhanced compensation technique
proposed in [1]. The measurements validated the compensation tech-
nique, showing that the improvement of OTA speed enables low power
implementations of high performance filters for wireless communication.

5.3 Paper III: A 4th Order Gm-C Filter with 10MHz
Bandwidth and 39dBm IIP3 in 65nm CMOS

Summary

In this paper a highly linear CSF filter is presented. A triode OTA is used in
the filter, however, instead of using feedback amplifiers to reduce the variations
in vDS of the triode region input devices, a feed forward technique is used for
nonlinearity cancellation. This technique is demonstrated in the low power 4th

order 10MHz Butterworth OTA-C low pass filter. Measurements show that the
technique effectively reduces nonlinearities in the filter.
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Figure 5.2: Die micrograph of the 4th order 10MHz CSF.

The filter was implemented in 65nm CMOS technology with a core area
of 0.19mm2 (see Fig. 5.2) and a total current consumption of 3.5mA from a
1.2V supply. The measured input referred noise was 31nV/

√
Hz, and the filter

achieved an IIP3 of 39dBm in-band, and 34dBm out-of-band. Thanks to the
triode input devices, the measured ICP1dB was 8.2dBm.

In conclusion, a highly linear 4th order CSF fabricated in 65nm CMOS
technology is presented. It benefits from a linearized triode OTA improving
the overall linearity. The filter thus achieves state-of-the-art IIP3 and dynamic
range. The effectiveness of the linearization technique makes it attractive for
implementing high dynamic range filters in advanced technology nodes. Supply
and temperature variation measurements prove the linearization technique to
be robust, as the optimal control voltage is not shifted significantly and high
performance is maintained without control voltage readjustment.

Scientific Contributions

• A passive nonlinearity cancellation scheme [3] was applied on a triode
OTA, resulting in significantly improved linearity. A 4th order CSF using
the proposed OTA measures high linearity thanks to the linearization.
Measurements over temperature and supply variations also show that the
linearization still holds and state-of-the art dynamic range is achieved.

• This solution was found to be more effective than the widely used triode
OTA with feedback amplifiers, and also less expensive in terms of power
consumption and area.
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Figure 5.3: Die micrograph of the 4th order 80MHz CSF.

5.4 Paper IV: A Linearization Technique for Differential
OTAs

Summary

A novel OTA linearization technique based on triode region devices acting as
signal multipliers is proposed. Detailed analysis and simulations are presented
in the paper. The triode multiplier linearization was applied to a wide-band
shunt feedback LNA. Simulations of the LNA show that the IIP3 improvement
can exceed more than 20dB, and mismatch simulations show that the lineariza-
tion is robust against process variations and device mismatch. Simulations also
show that its effects on gain, NF, and input match are negligible.

The triode multiplier linearization was also applied to the OTAs of a 4th

order Butterworth CSF with a bandwidth of 80MHz. The CSF was imple-
mented using six OTAs instead of the conventional eight, thus reducing the
power consumption and area. Simulations and measurements of the CSF show
the effectiveness of the triode multiplier linearization technique.

The filter was implemented in 65nm low power CMOS, with a core area of
0.05mm2, shown in Fig. 5.3, and consumed 12.6mA from a 1.2V supply. Three
samples were measured and the measured in-band noise was below 42nV/

√
Hz,

while the measured IIP3 improvement using OTA linearization was up to 17dB
in-band and about 3dB out-of-band. Less improvement at lower frequencies
was measured due to the DC blocks, but this can easily be solved by instead
using level shifters for biasing. Supply and temperature variation measurements
show that the linearization is effective without any bias adjustment.

To conclude, a novel linearization technique using a triode multiplier that
effectively cancels the third order nonlinearity is presented. The technique
was implemented in a wide-band LNA and a 4th order 80MHz OTA-C filter.
Simulations of the LNA show significant improvement of the linearity while
the gain, power consumption, and noise performance remain unaffected. The
filter was fabricated in 65nm low power CMOS and measured robust improved
linearity performance over supply and temperature variations. The filter has a
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very competitive core area of just 0.05mm2 and the measured performance is
well in line with state-of-the-art. Simulations and measurements confirm the
effectiveness of the proposed technique.

Scientific Contributions

• A novel triode multiplier based OTA linearization technique that signifi-
cantly improves the linearity. The triode multiplier is attractive since it
consumes no DC current, eliminating the power overhead, is immune to
flicker noise and has negligible effect on the other OTAs performance. The
linearization technique is suitable for high frequency circuits and does not
affect the noise performance, making it attractive also for LNAs [4]. De-
tailed analysis verified by simulations in [4] show that the linearization
is robust. Added to that, measurements of the 4th order Butterworth
OTA-C filter shows significantly improved performance compared to the
nonlinearized case, which also holds over temperature and supply varia-
tions.

• The filter structure uses six OTAs instead of eight, reducing the power
consumption. It also supports technology scaling reduced MOS intrinsic
gain by using Go of the OTA in the filter TF.

• The triode multiplier may also be used as a nonlinear impedance that
has higher resistance at higher differential output voltage amplitudes,
which results in increased gain for larger signals. The compression point
and linearity can then be increased. This is very useful for example in
improving the performance of power amplifiers.

5.5 Paper V: A Cellular Receiver Front-End with Blocker
Sensing

Summary

In this work a receiver front-end with a third order Chebyshev CSF supporting
contiguous and non-contiguous intra-band LTE-A CA scenarios is presented.
The receiver front-end also includes a fully integrated spectrum sensor that
consists of a 10MHz complex filter followed by a power detector and a low
pass filter. The spectrum sensor is set to detect signals after quadrature down
conversion at both positive and negative frequencies. The spectrum sensor can
detect both in-gap and out-of-band blockers. In-gap blockers may occur in
non-contiguous CA scenarios, which means that the linearity in-band is then
as important as the out-of-band.

The LNTA has a noise canceling path that can be turned off to save cur-
rent, and the OTAs used in the base band have improved GBP thanks to the
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Figure 5.4: Die micrograph of the spectrum sensing receiver front-end.

phase enhanced compensation technique proposed in [1]. The OTA linearity is
enhanced by using push-pull stages, and added to that a linearization scheme
is also proposed, which improves the overall linearity of the receiver front-end
both in-band and at the band edge. The out-of-band linearity is limited by the
LNTA.

The receiver front-end was implemented in 65nm CMOS technology, seen
in Fig. 5.4. Measurements of the receiver front-end showed an NF of 2.5dB
using noise canceling in the LNTA, and the linearized OTAs provided an IIP3
improvement of up to 6.5dB in-band and 11dB at the filter band edge. Thanks
to the high speed OTAs the spectrum sensor could detect blocker levels in
22 frequency bins of 9MHz each between -100MHz and 100MHz. The system
consumed between 36.6mA and 57.6mA from a 1.2V supply.

EVM measurements of the receiver front-end with LTE modulated signals
showed that information about the frequency and amplitude of the blockers is
necessary to be able to tune the receiver chain for optimal performance.

To summarize, a receiver front-end with third order CSF and fully inte-
grated spectrum sensing has been designed and measured. It has low NF
thanks to a differential noise canceling LNTA, and a proposed OTA lineariza-
tion scheme improves its linearity. Furthermore, phase enhanced compensation
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improves the bandwidth of the base band OTAs, which increases the linear-
ity of the filters at higher frequencies. Parallel banks with large resistors are
used to achieve fine tuning of IQ filter phase and amplitude imbalance. The
spectrum sensor detects amplitude and frequency of signals up to ±100MHz
IF. Measurements with LTE signals show that accurate spectrum sensing is
required for finding optimal performance settings.

Scientific Contributions

• A wide-band receiver front-end with noise canceling LNTA, wide-bandwidth
third order Chebyshev CSF, and a fully integrated spectrum sensor. The
spectrum sensor can detect the amplitude and frequency offset for both
in-band and out-of-band signals.

• The OTAs used in the CSF benefit from the phase enhanced compen-
sation proposed in [1] to synthesize a Chebyshev response of more than
50MHz bandwidth at low power consumption. A linearization scheme
is also applied to the OTA in closed loop configuration, improving the
receiver front-end linearity.

• Highlights new challenges encountered when designing receiver front-ends
for LTE-A, especially for CA scenarios. It is found that fast spectrum
sensing is needed to be able to tune the different parts of the receiver
front-end for optimal operation in different scenarios.



Chapter 6

Future Perspectives

This dissertation has investigated the design of wireless receiver front-ends and
building blocks in CMOS technology. The main focus has been techniques to
improve the linearity, and to address the increasing demands on dynamic range
and bandwidth in new wireless systems. Improvements in the linearity of the
RF part were achieved using push-pull stages, and a triode multiplier based
linearization technique is also proposed. Enhancements in the base band were
achieved by proposing linearization techniques that do not degrade the noise
performance, and by improving the closed loop bandwidth of the OTAs without
increasing their power consumption.

With phase enhanced compensation technique, the speed of the OTAs is
improved compared to basic techniques like Miller compensation. Perhaps a
more interesting comparison would be to the more advanced compensation
techniques based on feed forward. OTAs with similar performance should then
be designed and their power consumption compared. To further improve the
performance, incorporating feed forward together with phase enhanced com-
pensation appears to be an attractive solution.

The proposed triode multiplier linearization technique has proven to be both
robust and wide-band. Extending the technique to cancel also higher order
nonlinearities thus has the potential to greatly improve the performance of the
system. This could be achieved by properly weighting the higher order terms
and directly subtracting them from the output signal. A successful attempt was
published by Keehr et al [63, 79], however, the generated distortion products
need to be digitized, and adaptive signal processing is used to compensate for
the path delay. A triode multiplier based higher order distortion generator is
fast and would thus not need this, and the subtraction can be performed in
the analog domain. Eliminating the need for digitization minimizes the power
consumption overhead.

The spectrum sensing receiver front-end highlights the importance not only
of blockers presence detection, but also of their power and frequency. It is also
shown that different actions are required for not so different blocker scenarios.
This is especially the case when the blocker frequency is neither considered

61
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in-band nor out-of-band, but rather in between. Since the channel bandwidths
increase in advanced communication standards, but the blocker frequency off-
sets are not necessarily scaled, this scenario will become frequent. In CA block-
ers in-band (in-gap) are also introduced. A receiver front-end that does not
adaptively tune different parts in the chain will then become very expensive
in nearly all aspects. There is still room for current consumption reduction in
the base band of the spectrum sensing receiver front-end, however, by reducing
current for reduced channel bandwidths. New algorithms should also be de-
veloped to efficiently use the data from the spectrum sensor and quickly tune
the front-end for optimal performance. A closed loop configuration with a full
receiver front-end chain and an adaptive tuning algorithm would provide more
insights on practical system implementation aspects, as well as an increased
understanding of system performance and limitations.
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tion Technique for Differential OTAs,” IEEE Transactions on Circuits and
Systems—Part II: Express Briefs, submitted, 2016.

[5] M. Abdulaziz, W. Ahmad, A. Nejdel, M. Törmänen, and H. Sjöland, “A
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Abstract—In this brief, a frequency compensation method for
operational transconductance amplifiers is proposed, which poses
no power overhead compared to Miller compensation, while im-
proving the 3-dB bandwidth, the unity gain frequency, and the
slew rate. The technique employees positive feedback to introduce
an extra left half plane zero to cancel a pole. The phase margin
shows good robustness against process and temperature varia-
tions. The proposed technique poses no design constraints on the
transconductance or capacitor values, which makes it attractive
for low-power applications with low area overhead.

Index Terms—Active filter, CMOS technology, low-pass fil-
ter, low-power electronics, operational amplifier, radio frequency
receivers.

I. INTRODUCTION

W IRELESS receivers use operational transconductance
amplifiers (OTAs) extensively in the base band circuitry

such as channel select filters (CSF) and analog to digital con-
verters (ADCs). New communication standards offer higher
data rates, resulting in increased channel bandwidth, which
increases the bandwidth requirements of the OTAs. Since OTA-
based designs are based on feedback, high DC gain is also
required to secure enough loop gain.

OTAs with high DC gain can be designed by cascading
several amplifying stages or by stacking transistors (cascoding).
The second option is less attractive in modern CMOS tech-
nologies due to the reduced supply, and cascading just two
amplifying stages provides enough gain for mobile receiver
applications. Although cascading stages solves the problem, the
resulting OTA has an insufficient phase margin. As this can
result in unstable operation, the OTA must be compensated.

Various compensation techniques that alter the frequency
response and stability properties of the OTA exist. The focus of
this brief is on the widely used Miller compensation (also called
pole splitting). The Miller compensation technique is based on
reducing the first pole’s frequency and increasing the frequency
of the second, at the cost of reduced 3-dB bandwidth (BW3dB)
and gain bandwidth product (GBP). This is in contrast to the
needs of more wide band OTAs for use in wireless receivers.
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Fig. 1. Schematic of the OTA with Miller compensation.

In this brief, an enhanced phase compensation technique is
therefore introduced, which achieves the required phase margin
while having BW3dB and GBP only lightly affected compared
to the OTA before compensation. This is achieved by introduc-
ing two zeros in the left half plane (LHP) that can be tuned to
cancel the effect of two poles.

The robustness of the technique is assessed by simulating
active and passive device mismatches, as well as process and
temperature variations in a 65-nm CMOS implementation. Ro-
bustness to load variation is also important, since the capacitor
load can vary significantly when the OTA is used, e.g., in a
base band circuit with reconfigurable bandwidth. To prove the
effectiveness of the phase compensation in a real implementa-
tion a fifth order LTE CSF with reconfigurable bandwidth was
fabricated and measured successfully [1].

In extension to [1] a detailed description and derivation
of the mathematical model of the OTA using the proposed
compensation technique with more robustness simulations is
presented. This includes Monte-Carlo simulations with process
and temperature simulations and load variation. The improve-
ment to slew rate of the OTA is also presented in detail and
simulation results are shown.

An introduction to conventional Miller compensation and
a detailed description of the proposed enhanced method is
presented in Section II. In Section III comparison with previous
compensation techniques is presented. Finally, the conclusion
is drawn in Section IV.

II. AMPLIFIER COMPENSATION

A. Miller Compensation

A conventional two-stage differential OTA is shown in Fig. 1,
where the RMCM links perform the Miller compensation. The
small signal half circuit model for differential signals is found
in many textbooks (e.g., [2]), if Cpar1 is the lumped parasitic

1549-7747 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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capacitance at the input of the second stage, ro1 and ro2 the
output resistances of the first and the second stage, respectively,
gm1 and gm2 the transconductances of the first and second
stage, and CL the load. Then approximate expressions for the
poles and zeros are shown as [2]

ZM1 ≈ ((
g−1
m2 −RM

)
CM

)−1
(1)

PM1 ≈ −(gm2ro2ro1CM )−1 (2)

PM2 ≈ −gm2 · C−1
L (3)

PM3 ≈ −(Cpar1RM )−1. (4)

The first pole (PM1) is at low frequency, which sets the
BW3 dB. The frequency of the zero (ZM1) can be tuned to
cancel the second pole (PM2) in the case of small and fixed
load CL. There is, however, a limitation in achievable phase
margin improvement, since increasing RM not only tunes the
frequency of (ZM1) but also reduces that of the third pole
(PM3). When the load CL is not fixed, for instance in filter
with programmable bandwidths and multi-mode ADCs, Miller
compensation is configured to compensate for the highest load
since that represents the worst case. This unfortunately reduces
the maximum achievable bandwidth since larger load requires
larger compensation capacitors. Another shortcoming is that
Miller compensation is sensitive to process spread. For in-
stance, in the Fast–Slow (FS) process corner, where the NMOS
devices are fast and PMOS are slow, the frequency of the first
pole (PM1) increases while that of the second pole (PM2)
decreases, which results in reduced phase margin and may in
the worst case lead to instability.

B. Enhanced Phase Compensation

It is evident that Miller (pole splitting) compensation
achieves improved phase at the cost of significantly reduced
BW3dB and GBP. Successful improvements in the BW3dB

have been reported. However, GBP is not improved and the
phase margin gets reduced as the poles become complex
conjugate [3], [4].

In [4] positive feedback using a capacitor link proved useful
in increasing the BW3dB. Based on that, in this work we pro-
pose a phase-enhancement technique, shown in Fig. 2, where
two zeros are introduced by using both negative and positive
feedback resistor-capacitor links. At the same time a fourth
pole, located above the transition frequency of the OTA, is
introduced by the positive feedback.

Fig. 2. Schematic of the OTA with enhanced phase compensation.

Fig. 3. Half circuit small signal model of the OTA with enhanced phase
compensation.

The positive feedback RC-links are cross-coupled, which
calls for care when using a half circuit model. Buffers with a
gain of −1 are used to model signals coming from and going to
opposite (180◦ phase shifted) half of the amplifier (see Fig. 3).
The system transfer function is calculated based on this model,
resulting in (5)–(8), shown at the bottom of the page. It is easily
seen in Fig. 3 that the DC gain of the OTA is unchanged, since at
DC the capacitors in the RC-links will represent open circuits.
There are two left half-plane zeros that are mainly dependent
on the values of the passive components and, depending on
the OTA requirements, the values of these components can be
chosen.

One recommended approach will result in high BW3dB and
GBP is to choose equal capacitor sizes, i.e., C1 = C2 = C.
The value of C should be chosen to be as small as pos-
sible. Choosing C1 = C2 removes the term gm2ro1ro2 from
(8), resulting in direct improvement of the BW3dB. The val-
ues of R1 and R2 are chosen close enough to assume the
term gm2ro1ro2C1C2(R2 −R1) in (7) negligible. By further

Vout

Vin
= gm1gm2ro1ro2

(
g−1
m2(C1C2R1 − C1C2R2) +R1R2C1C2

)
s2 +

(
g−1
m2(C2 − C1

)
+ C1R1 + C2R2)s+ 1

(Cpar1CLC1C2ro1ro2R1R2)s4 +D1s3 +D2s2 +D3s+ 1
(5)

D1 =Cpar1CLC1ro1ro2R1 + Cpar1CLC2ro1ro2R2 + Cpar1C1C2ro1ro2R1 + CLC1C2ro1ro2R1

+ Cpar1C1C2ro1ro2R2 + CLC1C2ro1ro2R2 + Cpar1C1C2ro2R1R2 + CLC1C2ro2R1R2 (6)

D2 =Cpar1CLro1ro2 + Cpar1C1ro1ro2 + CLC1ro1ro2 + Cpar1C2ro1ro2 + CLC2ro1ro2 + Cpar1C1ro1R1

+ CLC1ro2R1 + 4C1C2ro1ro2 + Cpar1C2ro1R2 + CLC2ro2R2 + C1C2ro1R1 + C1C2ro2R1

+ C1C2ro1R2 + C1C2ro2R2 + C1C2R1R2 + C1C2ro1ro2R2gm2 − C1C2ro1ro2R1gm2 (7)

D3 =Cpar1ro1 + CLro2 + C1ro1 + C1ro2 + C2ro1 + C2ro2 + C1R1 + C2R2 + C1gm2ro1ro2 − C2gm2ro1ro2 (8)
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assuming that Cpar1 is negligible, very simplified equations for
the zeros and poles can be derived as

Z1 ≈ − 1

C(R1 +R2)
(9)

Z2 ≈ − R1 +R2

C(R1R2)
(10)

P1 ≈ − 1

(CL + 2C)ro2 + 2Cro1
(11)

P2 ≈ − (CL + 2C)ro2 + 2Cro1
2CLCro1ro2 + C2(4ro1ro2)

(12)

P3 ≈ − 2CL + 4C

CLC(R1 +R2)
(13)

P4 ≈ − R1 +R2

Cpar1R1R2
. (14)

The first pole (P1) is at high frequency compared to the pole-
splitting compensation (2). Looking at (9), (10), and (13) we
see that the frequencies of Z1, Z2, and P3 are set by passive
components and hence move in the same direction with pro-
cess variation. The approximations are used assuming CL and
C 	 Cpar1.

The pole-zero cancellation can be achieved easily since the
frequencies of the zeros are fully determined by the values of
the passive components [(9) and (10)]. The second pole (P2)
can be canceled by tuning the first zero (Z1) with the sum of
R1 and R2. The second zero (Z2) can then be tuned to the
frequency of the third pole, and we are left with the fourth pole
that is located high in frequency since Cpar1 is small.

In more detail the compensation process can be done by first
choosing a value for the compensation capacitors C. The value
of C should be larger than Cpar1. The sum R1 +R2 can then
be calculated using that Z1 should equal P2, which yields (15).
The second step is to find the ratio between R1 and R2 i.e.,
R2 = αR1. Equating the third pole (P3) with the second zero
(Z2) results in the relation given by (16) where α can be easily
calculated as

R1 +R2 ≈ 2CLro1ro2 + 4Cro1ro2
CLro2 + 2C(ro2 + ro1)

(15)

α/(1 + α)2 ≈ CL

2CL + 4C
. (16)

To have a feeling of the improvement we get in the frequency
response, the BW3dB is compared by simply dividing the first
pole frequency in the enhanced phase compensation by that of
the first pole in the Miller compensated case (17). It is seen that
the BW3dB improvement is large when CL is small, as follows:

BWratio ≈ (CL + CM )ro2 + gm2ro1ro2CM

(CL + 2C)ro2 + 2Cro1 + C(R1 +R2)
. (17)

Assuming compensation for the same phase margin, when
the load CL is variable and relatively small, the improvement
in GBP when compared to Miller compensation is given in

GBPratio ≈ (R1 +R2)CL

Cpar1R1R2gm2
. (18)

For large loads (CL) the dominant pole frequency decreases
while the second and third pole frequencies (P2,P3) are less
affected. This results in increased system stability at increased
loads, as will be shown in Section II-C.

Fig. 4. Frequency response for the Miller compensation and the proposed
compensation: (a) Gain and bandwidth and (b) Phase margin.

TABLE I
PERFORMANCES COMPARISON OF THE OTA (CL = 0.5 pF)

C. Amplifier Simulation

The OTA used is optimized for noise with input transistors of
size 100/0.4 and gm1=2.8 mS to reduce the noise. The output
stage transconductance gm2 is only 1.4 mS with the output
transistors of size 7/0.2, since bandwidth is less dependent on
gm2 than for Miller compensation. The output resistance of the
stages becomes ro1=4.5 kΩ and ro2≈10 kΩ. Following the
design procedure for the passive component values results in ca-
pacitance values of C1=C2=C=0.2 pF, and resistances R1=
3 kΩ and R2=3.5 kΩ. The values used for the Miller com-
pensated version are RM =1.2 kΩ and CM =400 fF, chosen
based on the recommendations in [5]. The load capacitance CL

is 0.5 pF. A standard 65-nm CMOS process with silicided poly
resistors and MIM capacitors was used to simulate the OTAs.
The spectre simulator was used with BSIM4 transistor models.

1) Frequency Response: Simulations of the proposed com-
pensation in comparison to the conventional Miller compen-
sation show significant improvement in both the BW3dB and
GBP, as shown in Fig. 4. Table I compares the simulated
frequency properties of the OTA when Miller compensation
is used and with the proposed compensation. The robustness
to load capacitance variation can be seen in Fig. 5, where the
load is varied from the nominal 0.5 pF to 8 pF while the
compensation resistor capacitor values are kept constant for
both cases. When using the proposed compensation technique
the phase margin improves with the increasing load, while for
the conventional Miller compensation case the phase margin
instead decreases. Both techniques are designed to provide the
same phase margin of about 50◦ at 0.5 pF load, at 1 pF and
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Fig. 5. OTA phase margin versus load capacitance for enhanced phase and
Miller compensation.

TABLE II
CORNER SIMULATIONS OF THE OTA WITH ENHANCED

PHASE TECHNIQUE (CL = 0.5 pF)

Fig. 6. OTA phase margin versus temperature with enhanced phase
compensation.

above the phase margin differs by about 20◦ in favor of the
proposed technique.

2) Compensation Robustness: To test the robustness to pro-
cess variation different corners Typical–Typical (TT), Fast–Fast
(FF), Slow–Slow (SS) and Fast–Slow (FS) were simulated, and
the enhanced phase compensation shows good performance
(see Table II). Temperature stability is another key measure of
system robustness. The OTA was thus simulated with temper-
atures ranging from −50 ◦C to 120 ◦C (see Fig. 6). As can be
seen the phase margin is actually improved at the temperature
extremes. At high temperatures the frequency of the second
pole in (P2) increases as ro of the MOS devices decreases. The
gain also decreases which improves the phase margin. At low
temperatures the second pole (P2) decreases in frequency as
ro increases. Looking at Fig. 6, a very small decrease in the
phase margin is due to the decrease in gds which results in
increasing the gain. However, the decrease in gds is still in range
for the pole-zero cancellation and so the phase margin remains
unaffected.

To make the investigation complete, active and passive de-
vice mismatch must also be simulated to see if the pole-zero
cancellation still holds. Monte-Carlo mismatch simulations
were therefore performed in 1000 runs (see Fig. 7). It can
be seen that for 95% of the runs the phase margin remains
within ±1◦ of the average value. The values of R1 and R2

were changed to the maximum and minimum values of different
corners and the same behavior was still achieved.

The enhanced phase technique introduces zeros to achieve
pole cancellation, which makes it easier to increase the number
of amplifying stages. The compensation can then be performed
by first compensating the first two stages, and then compen-

Fig. 7. Mismatch simulation for (a) GBP variation (b) Phase margin and
(c) BW3 dB.

Fig. 8. Simulation of the positive and negative slew rate.

sating one stage further at a time using the enhanced phase
technique, resulting in a structure resembling nested Miller [2].

3) Slew Rate: Another important aspect is the slew rate
performance of the OTA. In comparison to the Miller compen-
sation, the proposed technique can improve the slew rate perfor-
mance considerably. This is due to the fact that in the enhanced
phase compensation the RC links conduct current with opposite
phases. This effectively reduces the current that the input stage
must supply to charge/discharge the compensation capacitors.
In the case of equal compensation capacitor sizes, the slewing
effect of the compensation capacitors is canceled.

For the OTA shown in Figs. 1 and 2 the bias current of the
input stage is high since the OTA is optimized for low noise.
To get more insight into the slew rate behavior the input stage
current was therefore decreased and the output stage current
was increased to have optimal slew rate as described in [5]. The
input and output currents (I1, I2) are related by (19) [5].

I2 ≈ 2I1(1 + CL/CM ). (19)

The capacitor values are given as CM = 2C = 0.6 pF and
CL = 1 pF, which means that the output stage sees the same
capacitance in both cases. The positive slew rate (SR+) and the
negative slow rate (SR−) are shown in Fig. 8. The simulation
results can also be seen in Table III. The improvement in both
(SR+) and (SR−) is about two times thanks to the proposed
compensation.

The two Figures of Merit (FoM) introduced in [6], [7] are
given by FoMSR = SRdiff · CL/Pdiss and FoMFrequency =
GBP · CL/Pdiss, where GBP is in MHz, SRdiff differential
slew rate in V/μS, CL in pF, and Pdiss in mW. It is clear
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TABLE III
SLEW RATE SIMULATIONS OF THE OTA (CL = 1 pF)

that the FoMSR and FoMFrequency are proportional to SRdiff

and GBP. The technique will thus improve both figures of
merit, which can be used to achieve less power consumption
on system level.

The simulations show that the enhanced phase compensation
technique is useful in OTA compensation as it improves the
frequency response parameters without any significant over-
head or other compromise. The OTA performance is robust to
process and temperature variations. Moreover, it is shown that
OTA stability improves at large capacitive loads. Compared to
Miller compensation, the slew rate of the OTA is also improved
considerably as the effect of the compensation capacitors is
canceled.

III. OTHER COMPENSATION TECHNIQUES

Since the proposed technique is an extension to the basic
Miller compensation technique, the advantages of using en-
hanced phase compensation instead of Miller are presented in
detail. However, other effective compensation techniques have
been proposed to improve the speed of the OTA and overcome
unwanted compensation effects such as the right half plane
(RHP) zero, and large compensation capacitors. To mention a
few, the no-capacitor feedforward (NCFF) technique [8] elim-
inates the Miller capacitances by feeding the signal forward to
create a LHP zero for each feedforward path. Miller capacitance
together with feedforward stages are used in the single Miller
capacitor compensation technique (SMC) [9] to introduce LHP
zeros and control the dominant pole location. In dual loop
parallel compensation (DLPC) [10] fast signal paths are used
to replace the feedback capacitors resulting in increased band-
width. A compensation technique for large capacitive loads
that uses passive components only is introduced in [11]. The
effectiveness of the mentioned techniques, however, comes at
the expense of complexity and power consumption overhead.

The advantage of using enhanced phase compensation is that,
unlike other compensation techniques, there are no restrictions
on the transconductance values (gm). This makes the technique
attractive in low-power applications and it also gives the de-
signer one degree more of freedom. Added to that, the enhanced
phase technique does not introduce any power overhead and
can also easily be extended to more than two amplifying stages.
The proposed technique is suitable for OTA’s driving large loads
since the dominant pole is

P1 ≈ −1

CLro
(20)

for very large CL.
A comparison with previously published works is shown in

Table IV. It can be seen that although the OTA is designed to
drive small loads, which results in smaller FoM, the perfor-
mance of the proposed technique is still comparable to that of
the previously published works designed to drive larger loads.

TABLE IV
COMPARISON WITH OTHER WORKS

IV. CONCLUSION

A new two-stage OTA compensation technique that improves
the bandwidth of the amplifier while maintaining the required
phase margin is presented. The compensation technique pro-
vides an improved BW3dB and GBP compared to conventional
Miller compensation. In addition, the proposed technique is
robust against process and temperature variations. It can also
be used to efficiently compensate OTAs with more than two
amplifying stages, and OTAs with very large loads.
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Abstract—In this work a low power 5th order chebyshev
active-RC low pass filter that meets Rel-8 LTE receiver
requirements has been designed with programmable band-
width and overshoot. Designed for a homodyne LTE receiver,
filter bandwidths from 700kHz to 10MHz are supported.
The bandwidth of the operational amplifiers is improved
using a novel phase enhancement technique. The filter was
implemented in 65nm CMOS technology with a core area
of 0.29mm2. Its total current consumption is 2.83mA from a
1.2V supply. The measured input referred noise is 39nV/

√
Hz,

the in-band IIP3 is 21.5dBm, at the band-edge the IIP3
is 20.7dBm, the out-of-band IIP3 is 20.6dBm, and the
compression point is 0dBm.

Index Terms—Active filters, low pass filters, low power
electronics, CMOS technology, Operational Amplifiers.

I. INTRODUCTION

Wireless communication standards such as LTE with

high data rates require receivers with wide band channel

select filters. Moreover, these filters must have high dy-

namic range to be able to reject strong interference while

receiving weak signals. It is also required that different

filter parameters like the bandwidth can be tuned digitally.

Architectures of choice for such high performance filters

for wireless applications is usually gm-C or active-RC.

Although gm-C filters have the advantage of high band-

width and low noise, they suffer from poor linearity due to

open loop operation, nonetheless they are superior for high

frequency applications [1]. In contrast, active-RC filters

have high dynamic range due to closed loop operation,

but can not operate at as high frequencies as their gm-C

counterparts. The reason is that the operational amplifiers

(OPAMPs) must have a gain bandwidth product (GBP)

that by far exceeds the filter cut-off frequency. They must

also provide sufficient low frequency loop gain, and the

demanding requirements result in high OPAMP power

consumption [2].

In this paper a low power 5th order low pass active-

RC filter is presented. The power dissipated by the filter

is reduced by using a new phase enhancement technique

that improves both the 3-dB bandwidth and the GBP while

controlling the phase margin. Also the common mode

feedback (CMFB) stability is improved. The filter supports

all Rel-8 LTE bands [3] with ± 40% of tuning range to

counter process variations.

This paper will start by presenting the OPAMP archi-

tecture and compensation in Section II, and then the filter

architecture in Section III. This is followed by measure-

Fig. 1. Schematic of the OPAMP.

ment results and comparison with State-of-The-Art designs

in Section IV, and conclusions in Section V.

II. THE AMPLIFIER DESIGN

Representing the active part, the OPAMP is the main

building block of the filter. We use the well-known differ-

ential two stage topology with CMFB, Fig. 1. The OPAMP

consumes 0.56mA from a 1.2V supply. Of this 0.328mA is

used in the input stage to improve the noise performance.

Using conventional multi-stage Miller pole splitting

compensation, the 3-dB bandwidth and GBP get heavily

decreased in order to improve the phase margin. Compen-

sation improvement attempts have been reported successful

in improving the 3-dB bandwidth, however, GBP is not

improved and the phase margin gets reduced as the poles

become complex conjugate[4], [5].

In this work we propose a phase enhancement technique

(see Fig. 1), where two zeros are introduced in the nu-

merator from the negative and positive feedback resistor-

capacitor links. At the same time a forth pole that is located

above the transition frequency of the OPAMP is introduced

by the positive feedback.

The main idea is to use the two zeros to cancel two

of the dominant poles. This leaves one dominant pole

pushed high enough in frequency and another one that is

outside the range of operation. Ultimately we get a two-

stage single pole OPAMP, and as a result both the 3-dB

bandwidth and the GBP increase significantly while having

the required phase margin.

The small signal half circuit of the fully differential

topology is shown in Fig. 2, where Cpar1 is the lumped

parasitic capacitance at the input of the second stage,

ro1 and ro2 the output resistances of the first and the

second stage, respectively, gm is the transconductance of

the second stage, and CL is the load.

978-1-4673-6062-3/13/$31.00 © 2013 IEEE 2013 IEEE Radio Frequency Integrated Circuits Symposium

RMO4A-2

217



Fig. 2. A conceptual small signal model of the OPAMP.

(a)

(b)

Fig. 3. Frequency response for the Miller and the proposed
compensation (a) gain and bandwidth and (b) Phase margin.

It is easy to see in Fig. 2 that the DC gain of the OPAMP

is unchanged. The values of the passive components can

be chosen in different ways. A recommended approach is

to choose equal capacitor sizes C1 = C2 = C to make

the term gmro1ro2 disappear from the equation of the

first pole. The capacitor value should be small to improve

the slew rate and frequency performance and to minimize

the area. As for the resistors we choose two values close

enough to assume the term (R1−R2)gmro1ro2 negligible

in the second pole and push the pole higher in frequency.

Under the mentioned assumptions very simplified equa-

tions for the zeros and poles of the OPAMP are shown in

(1) to (6).

Looking at (3) we see that the first pole is located

high in frequency compared to the conventional Miller

compensation. The second pole (4) can be canceled by

tuning the first zero (1) with R1 and R2. The second zero

(2) can be equated with the third pole, and we are left

with the forth pole that is located high in frequency since

Cpar1 is small.

It must emphasized that the equations (1) to (6) are

approximations and that more detailed equations must

be used to find more accurate pole and zero positions.

Unfortunately these equations are complicated and due to

the limited space available the full equations can not be

presented in this paper.

Simulating the OPAMP using the conventional Miller

compensation in comparison to the phase enhancement

technique shows an improvement of more than three times

TABLE I
PERFORMANCE OF DIFFERENT OPAMP COMPENSATION TECHNIQUES

Miller Comp. Phase Enhancement

3-dB Bandwidth (MHz) 3.67 11.83

GBP (MHz) 378 1050

Phase Margin (◦) 43.2 50.7

TABLE II
CORNER SIMULATIONS OF THE OPAMP WITH PHASE ENHANCEMENT

FF TT SS FS

3-dB Bandwidth (MHz) 15.22 11.83 9.026 8.4

GBP (MHz) 1302 1050 703 530

Phase Margin (◦) 52.8 50.7 53.5 63.5

Z1 ≈ 1

C(R1 +R2)
(1)

Z2 ≈ R1 +R2

C(R1R2)
(2)

P1 ≈ 1

(CL + 2C)ro2 + 2Cro1
(3)

P2 ≈ (CL + 2C)ro2 + 2Cro1

2CLCro1ro2 + C2(4ro1ro2)
(4)

P3 ≈ 2CL + 4C

CLC(R1 +R2)
(5)

P4 ≈ R1 +R2

Cpar1R1R2
(6)

in the 3-dB bandwidth and about three times in GBP

for the same power consumption, see Table I and Fig.

3. At the same time the phase margin is 7◦ higher than

when using Miller compensation, i.e. the improvement is

even larger if we target the same phase margin. More-

over, simulations of different process corners, Fast-Fast

(FF), Typical-Typical (TT), Slow-Slow (SS), and Fast-

Slow (FS) show that the phase margin is maintained over

process variations, Table II. Added to that, changing the

temperature by ± 30 ◦C from room temperature changes

the phase margin by no more than ± 5◦. The proposed

phase enhancement compensation is robust to process and

temperature variations, since unlike Miller compensation

the pole locations are independent of gm. The phase

margin is mainly determined by the compensation resistor-

capacitor links and CL. In Monte Carlo simulation (1000

runs) the phase margin is varying by just ±1◦ for 95% of

the runs, and also simulations of different corners with the

values of R1 and R2 set to the maximum and minimum

expected values indicate similar robustness. Furthermore,

step response simulation of the complete filter at different

corners indicates that the filter performance is not affected

by the process corner.

It is concluded that the proposed compensation tech-
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nique improves the overall OPAMP frequency response,

and even silicon area, without any significant compromise.

It is also very robust to temperature and process variations.

All of this has major benefits in filter design, allowing

power efficient high dynamic range filters with increased

bandwidth to be designed.

III. FILTER DESIGN

A 5th order low pass chebyshev filter was implemented

to provide sufficient attenuation of out of band interfer-

ence. The pass band ripple is 1.5dB worst case in the

10MHz bandwidth, below 1dB for the 7.5MHz bandwidth,

and less than 0.4dB for the other bandwidths in use.

The architecture of the filter is leapfrog (Fig. 4) which

simulates the I-V relations of an LC filter prototype.

The leapfrog architecture was chosen because it is robust

against component spread (mismatch). It is also easy to

tune parameters like filter bandwidth and gain as they have

a linear relation to the resistor and capacitor values [2].

The filter supports all Rel-8 LTE bandwidths, namely,

10MHz, 7.5MHz, 5MHz, 2.5MHz, 1.5MHz and 0.7MHz.

(The RF bandwidths are two times the filter bandwidths in

a homodyne receiver). The switching between bandwidths

is performed using a bank of switched capacitors. To

account for process, voltage and temperature variations,

5-bit unit cell based resistor banks were used, providing a

tuning range of ± 40%.

All of the capacitor and resistor bank switches were

located at the input (virtual ground) side of the OPAMP.

The associated parasitic capacitance reduces the frequency

of the pole of the input node, decreasing the phase margin

of the system, resulting in overshoot at the band edge [6].

Smaller switches would solve the problem, but the linearity

performance would be severely harmed. To address the

overshoot problem, the technique introduced in [6] (Q-

Tuning) is instead used here, where a variable resistor bank

is used in series with the capacitor bank, see Fig. 4.

The filter has a digital interface to control the operating

bandwidth, the bandwidth fine tuning, and also the Q-

tuning. This makes it possible to control the filter operation

through a digital signal processor (DSP), which becomes

more attractive as the technology scales down and DSP

implementations become lower and lower in cost.

IV. MEASUREMENT RESULTS

A filter prototype was designed and fabricated in 65nm

CMOS technology, see chip photo in Fig. 5. The core

area is 0.29mm2, excluding the pads and output buffers.

In all measurements the total filter current consumption is

2.83mA from a 1.2V supply.

The measurement setup is shown in Fig. 6, where the

baluns (ZFSCJ-2-2) are used to enable usage of single-

ended equipment. Low noise external buffers (B1, B2) are

TABLE III
COMPARISON WITH OTHER WORKS

Parameter [6] [7] [8] This Work

Technology (nm) 130 90 180 65
Filter Type Cheb. Butter. Butter. Cheb.
Area (mm2) 0.2 0.239 0.23 0.29
Order 5th 6th 3rd 5th

Supply (V) 1.5 1 1.2 1.2
Power (mW) 11.25 4.35 11.1 3.4
fcutoff (MHz) 8.9,19.7 8.1,13.5 0.5,20 0.44,14
IIP3 (dBm)in- 18.3 22.1 19 21.5
,out-of-band ,- ,18.9 ,13 ,20.6
Noise (nV/

√
Hz) 30 75 12 38.75

SFDR 55.2 54.4 60.9 56.8
FoM (fJ) 0.35 0.268 0.15 0.100

used to drive the 50Ω instrument. To drive these external

buffers an on-chip OPAMP-based buffer (BUF) is used

and its linearity degradation is de-embedded from the

measurements.

The frequency response for each bandwidth is shown

in Fig. 7. The losses of the test setup and the output

buffers have been de-embedded. The gain variation over

bandwidth tuning is about 1dB (approx. from 5.2dB to

4.2dB).

Q-tuning was implemented to control overshoot result-

ing from the parasitic pole at the input of the OPAMPs

or from low temperature operation. Fig. 8 shows the Q-

tuning steps which range from high overshoot to the over-

compensated state to account for all possible environment

conditions.

To estimate the dynamic range a two tone

test (1MHz,1.1MHz tones for the in-band and

22.5MHz,40MHz for out-of-band) was performed to

measure IIP3. The in-band-IIP3 is found to be 21.5dBm,

the out-of-band is 20.6dBm, at the band edge the IIP3

is 20.7dBm and the achieved Compression Point (CP) is

0dBm. The measured average input referred noise floor

is just 39nV/
√
Hz and the integrated noise from 20Hz to

10MHz is 122μVrms. With these measurement results the

commonly used Figure of Merit (FoM) shown in (7) can

be calculated.

FoM =
Power

Order · SFDR ·Bandwidth
(7)

Where SFDR is the Spurious Free Dynamic Range and it

is given by: 2
3 (IIP3 − Pnoise).

The performance summary and comparison with some

previous works is shown in Table III. It can be seen that the

power consumption is reduced compared to other works.

The area is slightly larger, but this work supports much

lower cut-off frequencies than the works[7], [6].
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Fig. 4. 5th order filter schematic.

(a) (b) (c)

(d) (e) (f)
Fig. 7. Response for the filter’s different bands (a) 0.7MHz (b) 1.5MHz (c) 2.5MHz (d) 5MHz (e) 7.5MHz (f) 10MHz

Fig. 5. Chip photo.

Fig. 6. Measurement setup.

Fig. 8. Q-tuning different steps.

V. CONCLUSION

A low power 5th order active-RC filter for Rel-8 LTE re-

ceivers has been fabricated in 65nm CMOS and measured.

The OPAMP in the filter benefits from a novel compensa-

tion technique that significantly improves its performance.

Simulations and measurements prove the technique to be

power efficient and robust to process and temperature vari-

ations. The filter measurement results show high dynamic

range combined with wide range bandwidth tuning and Q-

tuning to compensate for all possible operation scenarios.
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Abstract—Gm-C filters suffer from limited dynamic range
due to a trade-off between noise and linearity in OTA design.
This paper therefore presents a filter with a linearization
technique to break this trade-off. This technique is demon-
strated by a low power 4th order 10MHz Butterworth Gm-C
low pass filter. The filter was implemented in 65nm CMOS
technology with a core area of 0.19mm2 and a total current
consumption of 3.5mA from a 1.2V supply. The measured
input referred noise is 31nV/

√
Hz, the maximum in-band

IIP3 is 39dBm, the out-of-band IIP3 is 34dBm, and the
compression point is 8.2dBm.

Keywords—Active filters, CMOS technology, intermodu-
lation distortion, low pass filters, low power electronics,
operational transconductance amplifier.

I. INTRODUCTION

Active channel select filters are key building blocks in

direct-conversion receivers, and steep filters with stringent

requirements on dynamic range are needed for cellular

standards like LTE, to be able to receive weak signals in

the presence of large interference. Two architectures are

frequently used to implement such filters, active-RC and

Gm-C. Technology scaling of digital CMOS is making op-

erational amplifiers (OPAMPs) requirements increasingly

difficult to meet, making Gm-C filters a more attractive

choice in terms of power consumption. However, although

Gm-C filters consume less current, they suffer from limited

dynamic range since their operational transconductance

amplifiers (OTAs) are used in open loop configuration, i.e.

they are not linearized by feedback.

To improve the dynamic range of the Gm-C filter,

linearization techniques can be applied to the OTAs. For

this to be effective, however, the negative impact on noise

must be limited. The limited voltage headroom in modern

CMOS technologies unfortunately makes degeneration less

attractive as the noise level is increased significantly. Non-

linearity cancellation approaches are more effective, since

the noise performance is much less affected. In this paper

we present a 4th order Gm-C filter with a linearization

technique proposed in [1] (simulation) that can achieve

non-linearity cancellation without any increase of noise

level, resulting in filters with high dynamic range and low

power consumption.

The authors would like to acknowledge STMicroelectronics for chip
fabrication and the Swedish Foundation for Strategic Research (SSF) for
funding the Digitally-Assisted Radio Evolution (DARE) project.

The proposed OTA is described in detail in Section II.

The filter architecture, measurement results and a com-

parison with state-of-the-art is presented in Section III.

Conclusions are drawn in Section IV.

II. THE LINEARIZED OTA

The triode-transistor transconductor uses input transis-

tors operating in the triode region [2]. For long channel

devices if the drain-source voltage is kept constant using

amplifiers, the output current will be linearly dependent

on the input gate voltage [3], [4]. Unfortunately, reduced

feature sizes and oxide thickness in new CMOS technolo-

gies results in effects like mobility degradation that make

the devices nonlinear even when the drain-source voltage

is kept constant.

When implemented in new technologies, the triode-

transistor transconductor with constant drain-source volt-

age will thus suffer from limited linearity. The requirement

on the amplifiers keeping the drain-source voltages con-

stant are also substantial in terms of gain, bandwidth and

noise, resulting in a significant power overhead.

The proposed OTA is a triode-transistor transconductor

where the gates of the cascode devices are driven by

attenuated signals from the input rather than by operational

amplifiers, see schematic including common mode feed-

back (CMFB) in Fig. 1. Not only does this eliminate the

noise and power consumption of the operational amplifiers,

but the linearity can also be improved. As explained above

even if the drain-source voltage of M1 is kept perfectly

constant with ideal feedback amplifiers, some nonlinear-

ities of M1 will remain unsuppressed. A more favorable

situation is to not keep the drain-source constant, but to

introduce a voltage attenuator consisting of capacitors C1

and C2, feeding part of the input signal to the gates of

M2. The drain-source voltage of M1 is then equal to

vDS = VDS +α · vin, where α is the attenuation from the

input to the drain terminal of M1. When M1 is operating

in the triode region it performs a multiplication, as can be

seen in the equation for the output current (1).

iD = (a0 + a1 · vin + a2 · v2in − a3 · v3in
+...) · (VDS + α · vin)

(1)

where the an coefficients model the non-linearity for a

constant drain-source voltage equal to VDS.
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Fig. 1. Schematic of the proposed linearized OTA.

As the even order non-linearities are suppressed by

the differential structure the third order non-linearity is

dominant. It can be seen from (1) that if α is chosen

such that a3 · VDS = a2 · α , the third order non-linearity

will be canceled. In (1) the second order non-linearity is

expanding, having a positive sign, and the third order is

compressing, having a negative sign. This is the normal

situation for a MOS-device, and cancellation will then

occur for a positive value of α. Should, however, a device

be used at a bias point where the second (a2) and third

order non-linearity (a3) have the same sign, cancellation

can still be achieved, using a negative α implemented by

cross-coupling the capacitors C1 in the differential circuit.

The magnitude of α is controlled by the C1/C2 ratio

and the transconductance (gm) ratios of the M1 to M2

transistor pairs, the latter controlled through the control

voltage (Vctrl) that is fed to the gates of M2 through a

large resistor (Rlarge). The values of C2 and Rlarge are

chosen large enough to push the resulting transfer function

zero to a very low frequency. The capacitor ratio is chosen

to minimize the third order non-linearities under nominal

conditions, while Vctrl is used to compensate for process

and temperature variations. Since a single Vctrl is used to

tune all OTAs, careful filter layout is necessary to minimize

device mismatches. A CMFB circuit sets the common-

mode output voltage (vout) to half the supply voltage.

III. MEASUREMENT RESULTS

To prove the concept a 4th order Butterworth Gm-C

filter, Fig. 3, was designed by cascading two biquads. Each

biquad synthesizes two complex conjugate poles. The filter

was implemented in a 65nm LP CMOS technology, using

standard digital transistors without any extra options. MIM

capacitors were used to implement the attenuators, where

C2 was fixed at 20pF for all OTAs.

Nonlinearity cancellation techniques can result in very

high intercept points, in ideal case infinite. Mismatch and

process variations, however, make the cancellation non-

perfect. To investigate the robustness of the technique,

Fig. 2. Monte-Carlo simulation of filter IIP3 for fixed Vctrl.

a Monte-Carlo simulation of filter IIP3 was therefore

performed with a fixed control voltage, i.e. the circuit was

not tuned to counteract mismatch and process variations.

The results in Fig. 2 show that high performance still holds.

In fact, even in the worst cases of the Monte-Carlo simu-

lation, state-of-the-art performance is achieved. Moreover,

even higher linearity can be achieved by restoring the op-

timal cancellation by tuning the control voltage. It should

also be noted that the large signal linearity, such as the

1dB compression point (ICP1dB), is limited by the voltage

headroom, and hence the relation IIP3 ≈ ICP1dB +10dB

does not hold, as IIP3 in this case is increased significantly.

The filter is supplied by 1.2V and uses 3.5mA of current

at the nominal Vctrl. The filter transfer function is shown

in Fig. 4, measured for different Vctrl settings. The filter

has a loss of about 2dB and a bandwidth of 10MHz. In this

prototype Vctrl is used for optimizing the dynamic range

of the filter, however, switched capacitors can be used in

combination with Vctrl to enable independent tuning of

bandwidth and dynamic range.

The test setup is shown in Fig. 5. The on-chip output

buffer has two modes of operation to support linearity

and noise measurements. In high linearity mode used to

measure the intercept points the buffer has an attenuation
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 Fig. 3. Block schematic of the 4th order Gm-C Butterworth filter.
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Fig. 4. Measured filter transfer function with different Gm settings.

of 20dB, and in low noise mode used to measure the

noise performance, the gain is 0dB. The attenuation in

the high linearity mode limits the maximum IIP3 that can

be measured before the third order inter-modulation (IM3)

term is hidden by noise. In our setup IIP3 up to 39dBm

could be measured.

The linearity was measured using two-tone tests. For the

in-band IIP3 tones at 1MHz and 1.1MHz were applied.

The IIP3 versus Vctrl is shown in Fig. 6 and 7. The roof

seen in the figures is due to limitations in the measurement

setup preventing higher IIP3 values from being measured.

It can be seen that the filter can be tuned efficiently with

a single control voltage towards an optimum performance.

The out-of-band IIP3 was measured with two tones at

20MHz and 39MHz, with the filter tuned for maximum

IIP3, yields a value of 34dBm. The ICP1dB is 8.2dBm,

and the input referred noise (IRN) is 31nV/
√
Hz. From

the two tone tests and noise measurements, the in-band

and out-of-band spurious free dynamic range (SFDR) are

70.9dB and 67.4dB, respectively.

To evaluate the linearization robustness to supply vari-

ations, the filter IIP3 was measured with supply voltage

varied by ±5%, see Fig. 6. It can be seen that the optimal

control voltage deviation is below 20mV, but some tuning

is required to maintain optimum performance. Robustness

to temperature variations is evaluated by measuring the

0dB/-20dB

VCM
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Fig. 5. Test setup for noise and linearity measurement.
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Fig. 6. Measured IIP3 vs. supply variation.

filter IIP3 at 0◦C, 40◦C and 80◦C as shown in Fig. 7. It

can be seen in Fig. 7 that even when the temperature is

varied by 80◦C the optimal control voltage IIP3 does not

change considerably.

A comparison with recently published state-of-the-art

designs is shown in Table I, where achieving a high

SFDR requires a high supply voltage [5], or a discrete-time

filter architecture [6]. Although being a completely time-

continuous design operating at low supply voltage, due to

the linearization technique the third order non-linearity is

effectively canceled out and the present work achieves the

highest reported in-band IIP3 and SFDR. The linearization

technique does not pose any limit on the bias current

to achieve cancellation, and the current is thus chosen

to achieve the required noise performance. Furthermore,

since the technique effectively cancels the third order non-

linearity, a supply of 1.2V could be used for the filter while
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achieving state-of-the-art performance, which makes the

technique suitable for implementing low power and high

performance analog filters in upcoming technology nodes.

It is evident that the proposed OTA offers a unique

feature that allows tuning the filter to cancel the third order

non-linearities. The tuning is achieved using just a single

control voltage. While tuning control is still needed, how-

ever, having one tuning voltage considerably reduces the

complexity of the tuning circuitry. High precision tuning

is not needed, and finding the sweet spot can be achieved

using a simple tuning algorithm. It can be implemented

by first generating the third order non-linearity either in

the digital or the analog domain. Digital implementation

is favored over analog due to flexibility. Digital equalizers

and correlators can then be used to measure the third order

non-linearity at the filter output. Minimizing this power,

the filter can then easily be tuned towards the optimal point

through a DAC.

A chip photo is shown in Fig. 8, and the filter core

occupies an area of 0.19mm2. The capacitor banks include

the supply decoupling and the capacitive attenuators.

IV. CONCLUSION

A 4th order Gm-C filter with a linearized OTA was

fabricated in 65nm CMOS. The filter achieves state-of-

the-art IIP3 thanks to a OTA linearization technique. The

technique does not increase the noise power of the OTA,

resulting in a direct increase of the dynamic range of

the filter. Measurements including supply and temperature

variation prove the linearization to be robust as the optimal

TABLE I
COMPARISON WITH OTHER WORKS

Parameter JSSC’10
[5]

ISSCC’12
[6]

JSSC’11
[7]

This
Work

Tech. (nm) 90 90 90 65
Area (mm2) 0.23 0.29 0.239 0.19
Order 4th 4th 6th 4th
Supply (V) 2.5 0.55-0.9 1 1.2
Power (mW) 1.26 2.9-19.1 4.35 4.2
Bandwidth (MHz) 2.8 7-30 13.5 10
IIP3 (dBm) ∗ 10 - 22.1 39.3
IIP3 (dBm) ∗∗ 36 - 18.9 34
Noise (nV/

√
Hz) 19 23.7-32.8 75 31.3

SFDR (dB) ∗ 58 67.6 53.4 70.9
SFDR (dB) ∗∗ 75 - 51.4 67.4
FoM (dB) ∗ -157.5 -167.4 -156 -170.8
FoM (dB) ∗∗ -174 - -154 -167.2

*In-band **Out-of-band

control voltage is not shifted significantly. The effective-

ness of the linearization technique makes it attractive

for implementing high dynamic range filters in advanced

technology nodes.
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Abstract—This paper presents an OTA linearization technique
that is applied to a low noise amplifier and an OTA-C filter.
Simulations show the effectiveness of the proposed technique
on the low noise amplifier, whose noise and gain performance
remain unaffected while the linearity is significantly improved.
Measurements of the 80MHz fourth order Butterworth OTA-
C filter are also presented. It is implemented using six OTAs
instead of eight, thus reducing the power consumption and
area. The filter is implemented in 65nm low power CMOS,
with a core area of 0.05mm2 and consumes 12.6mA from 1.2V
supply. The measured in-band noise voltage is below 42nV/

√
Hz,

and the measured IIP3 improvement using OTA linearization is
up to 17dB in-band and about 3dB out-of-band. Supply and
temperature variation measurements on three samples show that
the linearization is effective without need for bias adjustment.

Keywords—CMOS technology, low power electronics, opera-
tional transconductance amplifier, linearization.

I. INTRODUCTION

Modern wireless standards support a wide range of com-

munication frequencies and high data rates, which implies

large channel bandwidths and wide-band radio frequency (RF)

amplifiers. Furthermore, in advanced communication standards

such as LTE-A, carrier aggregation, where several carriers

can be received concurrently by one device, is supported

[1]. Therefore, wireless receivers need to support even higher

bandwidths, increasing the need for wide bandwidth base-band

circuits, including channel select filters (CSF).

Design of operational transconductance amplifiers (OTA)

for low power, high performance handset transceivers is be-

coming more challenging. Advanced CMOS implementations

are required to reduce the cost, leading to reduced voltage

headroom and transistor intrinsic voltage gain. Moreover,

stringent blocking scenarios with strong blockers close to

the desired signal require OTAs with high linearity, which is

particularly challenging when combined with wide bandwidth.

In a receiver chain the signal is amplified before the CSF,

relaxing its noise requirements. However, noise performance

of RF low noise amplifiers (LNAs) is crucial.

High frequency OTA-C filters are power efficient, but

they operate in an open loop configuration which impacts

their linearity performance. Wide-band LNAs operate in open

loop configuration as well, to achieve maximum possible

amplification of weak received signals. Unfortunately strong

interference (e.g. self-interference) is also amplified, which

poses stringent linearity requirements on the LNA.
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and ST-Microelectronics for fabrication of 65nm CMOS circuits.

The authors are with the Department of Electrical and Information Tech-
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Several linearization techniques have been proposed to

successfully improve the OTA linearity, e.g. in [2]-[4]. In [2],

attenuation based pre-distortion is used to subject the input

signal to the inverse of the expected nonlinearity. However, the

current consumption is doubled and phase tuning is needed to

improve the cancellation. In [3], two additional amplifiers are

required for linear voltage-to-current conversion, increasing

the power overhead. Furthermore, devices operate in weak

inversion, limiting the maximum operating frequency.

In this paper, a linearization technique for high frequency

OTAs is presented. It is simulated and analyzed for a wide-

band LNA. The linearization is also implemented in a fourth

order OTA-C filter with reduced number of OTAs. Measure-

ments of the filter show significant linearity improvements.

Measurements also show that the improvement in linearity is

maintained across voltage and temperature variations without

any trimming. Furthermore, no power or noise penalty is

introduced due to the linearization technique, and the area

overhead is minimal.

The proposed linearization technique is presented in Section

II, while the LNA and Filter implementations and results are

presented in Section III and Section IV. Filter measurement

results are shown in Subsection IV-2, whereas, conclusions are

provided in Section V.

II. PROPOSED LINEARIZATION TECHNIQUE

At signal levels well below compression the MOS device

current characteristic can be approximated by weakly nonlin-

ear model with power series containing up to third order terms.

If the body is connected to the source, then the drain current

(iD) nonlinearity is dominated by the gate-source (vgs) and

drain-source (vds) conductances [6], leading to the following

characteristic equation:

iD = IDC+gm · vgs +Kgm
2 · v2gs +Kgm

3 · v3gs
go · vds +Kgo

2 · v2ds +Kgo
3 · v3ds

Kgmδgo
2 · vgs · vds +K

g2
mδgo

3 · v2gs · vds
K

gmδg2
o

3 · vgs · v2ds

(1)

where gm and go are the device transconductance and drain-

source conductance, respectively, and the memory elements

(mainly capacitors) are ignored for simplicity. The third order

term in (1) is given by

iD3 =Kgm
3 · v3gs +Kgo

3 · v3ds +K
g2
mδgo

3 · v2gs · vds+
K

gmδg2
o

3 · vgs · v2ds
(2)

The sign and value of the terms in (2) are dependent on

the bias conditions of the device. Unfortunately, even with

optimal bias, different terms in (2) dominate depending on

the amplifier configuration and load impedance. This makes a
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Fig. 1. (a) Linearized cascode amplifier , (b) second order generator .

general linearization scheme very difficult to apply on different

OTA topologies.

Consider a simple common source (CS) with cascode am-

plifier shown in Fig. 1(a). Since the cascode devices M2 have

non-zero input impedance, a voltage α · vin is developed at

the drain of M1. Assuming that nonlinearity is dominated by

devices M1, seen in Fig. 1. Assuming further that the squared

and amplified input voltage signal (A2 · v2in) is applied to

the gates of M2, devices M2 act as source followers with a

voltage gain of approximately unity, so that the drain voltage

of M1 will also be equal to A2 · v2in (plus bias). Replacing

vgs with vin and vds with α · vin + A2 · v2in in (2), and

under the mentioned conditions the third order term in (1)

after linearization iD3_modified is

iD3_modified = iD3 +A2 ·Kgmδgo
2 · v3in (3)

For optimal third order linearity iD3_modified = 0 the value

of Av is given by

A2_optimal = − iD3

Kgmδgo
2 · v3in

(4)

The second order gate voltage is generated using two

differentially excited MOS devices operating in triode region,

as shown in Fig. 1(b). The triode devices should have small

aspect ratios to avoid loading the circuit. Since the circuit is

excited differentially, the DC current though the multiplier is

zero, and the source and drain of the multiplier devices will

therefore swap places depending on the input signal polarity.

The output voltage could therefore be derived for one polarity

without considering this issue. Furthermore, the symmetry of

the circuit makes the output voltage for the other polarity.

The drain currents iD1 and iD2 can be calculated using the

long channel MOS approximation in triode

iD1 =K · W
L

· ((Vov +Gv · vin+ − vm_out)

· (α · vin+ − vm_out)− (α · vin+ − vm_out)
2

2
)

(5)

iD2 =K · W
L

· ((Vov +Gv · vin− − α · vin−)

· (vm_out − α · vin+)− (vm_out − α · vin−)2
2

)

(6)

where K is the MOS gain factor, W and L are the MOS

channel width and length, and Vov is the overdrive voltage

(Vov = VGS−Vt). Since iD2 = iD1, the equation iD2−iD1 =
0 is solved for vm_out, and a quadratic equation is obtained

with two solutions. The correct solution is found by observing

that vin = 0 must result in vm_out = 0, giving:

vm_out = Vov − Vov

√
α2 · v2in+ · (1− 2·Gv

α )

V 2
ov

+ 1 (7)

As this equation provides the same result for both positive

and negative vin, it can be used for both polarities without

alterations using Taylor series expansion, (7) can be rewritten

as:

vm_out =− 1

2

α2 · (1− 2·Gv

α ) · v2in+
Vov

+
1

8

(α2 · (1− 2·Gv

α ))2 · v4in+
V 3
ov

· · ·
(8)

Due to the symmetry of the circuit (8) contains only even

order terms, which has been verified in simulations. It can also

be seen that the second order term has a coefficient of:

A2 = −1

2

α2 · (1− 2·Gv

α )

Vov

(9)

As seen in (9), the output voltage of the second order

generator is independent on aspect ratio of the multiplier

devices. This makes the triode multiplier very attractive as its

size can be made small enough to avoid loading the amplifier,

leading to negligible effect on the noise and gain performance.

It can also be seen in (9) that the gate bias voltage can be used

to tune the second order term for optimal iD3 cancellation.

Since the multiplier devices have small dimensions, effects

of device mismatch is investigated. The multiplier device

mismatch will result in a non-perfect cancellation of the odd

order distortion products, which according to simulations are

very small and have negligible effect on the performance. If

device mismatch is modeled by using different values of the

multiplier device’s widths, W1 and W2, the second order term

will be scaled by

A2_mismatch = A2 · 4 · (W1/W2 − 1) + 4

((W1/W2 − 1) + 2)2
(10)

For instance, a device mismatch of 10% (i.e. W1/W2 = 1.1)

results in second order term gain error of only 0.23% com-

pared to (9).

The triode multiplier is very attractive since it uses no DC

current, which eliminates power overhead and gives immunity

to flicker noise. The triode multiplier can also be used as

a nonlinear impedance, that has higher resistance when an

amplifier’s output voltage is large, increasing the gain for large

signals. The compression point and linearity will then increase

at the expense of signal current drawn by the multiplier,

resulting in a trade off between noise, gain and linearity. This

is very useful for example in improving the compression point

and IP3 of power amplifiers.

III. DIFFERENTIAL LNA

A differential LNA with shunt resistive feedback for wide-

band input matching was designed, see Fig. 2(a). Cascode
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devices were used for isolation. A complementary architecture

was chosen to increase the current efficiency and eliminate the

need for area consuming inductor loads. Both BSIMv4 and

PSP transistor models were used in the simulations.

The proposed linearization technique is implemented in the

shaded area of Fig. 2(a) (devices M5). Only one multiplier

is used, and its gain (A2) is enlarged to account for the

nonlinearity of not only the pMOS but also the nMOS devices.

The S-parameter and noise simulations shown in Fig. 2(b)

indicate that the noise figure (NF), gain (S21) and input match

(S11) remain unaffected. Two tone test simulations with a tone

spacing of 10MHz show that the third order intercept point

(IIP3) is improved by more than 20dB at 2GHz, Fig. 2(c). Due

to capacitance at the output of the multiplier (mainly gate-

source capacitance Cgs of M3a and M3b), frequency peaking

in IIP3 is seen. Multiplier device gate bias and size can be used

to optimize the linearity for the frequency in use, in Fig. 2(c)

the performance was optimized for 2GHz. Nonetheless, an

IIP3 improvement of more than 5dB was achieved throughout

the frequency range (0.5GHz-4GHz).

An IIP3 Monte-Carlo simulation (with two tones placed

at 2GHz and 2.01GHz) with 300 runs was performed to

evaluate sensitivity to the process variations and mismatch,

see Fig. 2(d). As can be seen the cancellation technique has

good robustness.

IV. OTA-C FILTER

Cascading second order OTA-C biquads is frequently used

to realize higher order filters. In this work a fourth order

Butterworth filter is implemented in this way using two

cascaded second order biquads.

Second order biquads are often realized using four OTAs

as shown in Fig. 3. The first two OTAs form a lossy in-

tegrator, and the following two OTAs form a gyrator [7].

For high frequency applications, the OTAs must have a high

transconductance (Gm) to output conductance (Go) ratio,

leading to increased power consumption. While using deep

sub-micron CMOS technology is beneficial for the speed, it is

unfortunately also associated with increased Go and a limited

voltage headroom leading to linearity degradation.

In this work we propose a three OTA biquad architecture

instead of the conventional one with four OTAs. This biquad

is realized by removing the second stage in Fig. 3 and using

two relaxed Go OTAs and one OTA with reduced Go but

relaxed linearity requirements, as shown in Fig. 4. The transfer
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Fig. 3. Second order OTA-C biquad.

function of the first biquad in Fig. 4 is given by

Vout1

Vin
=

Gm1Gm2

C1C2s2 + C2(Go1 +Go3)s+Gm2Gm3
(11)

The cut-off frequency ωo and the Q-factor are given by

ωo ≈
√
Gm2Gm3√
C1C2

(12)

Q ≈
√
Gm2Gm3

2.Go

√
C1

C2
(13)

As can be seen in (12,13), ωo can be tuned by jointly varying

capacitors C1 and C2 while Q is kept constant. For continuous

Gm tuning it is known that for MOS devices, go ∝ ID while

gm ∝ √
ID. This limits the continuous tuning range of ωo

using gm, as the value of Q starts to deviate from the desired

value. Continuous wide tuning range filters can be achieved

by e.g. diode connected loads which can track and counteract

the effect of tuning on the Q-factor. High tuning range can

also be achieved by using switched capacitors or varactors for

coarse tuning and gm tuning for fine frequency tuning. Wide

tuning range was not, however, implemented in this prototype.

The topology is attractive since the ratio Gm/Go is not

required to be high, enabling low power implementation and

use of scaled down transistors in advanced CMOS processes.

Apart for the power and area savings, this topology is more

linear compared to the conventional four OTA biquad. This is

due to less voltage gain in the first OTA which operates in

open loop.

1) OTA implementation: The OTA is based on the balanced

OTA proposed in [8], designed and implemented in 65nm low

power CMOS. Schematics of the reduced Go (increased output

resistance ro) OTA is shown in Fig. 5, where cascodes are

used to boost ro (biasing is not shown). The cascode devices

are removed in the other OTA’s leading to significant Go

but increased voltage headroom. The proposed linearization

is implemented using devices M5
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The input stage consists of devices M3 forming a common

source (CS) stage in parallel with devices M2 forming source

follower (SF) stage. This concept has recently been exploited

in class-O power amplifiers [9]. Since the CS stage is inverting

while the SF stage is non-inverting, the SF input signals are

cross coupled. The SF operates in sub-threshold, resulting in

partial third order nonlinearity cancellation, since the third

order transconductance (gm3) has opposite polarity in strong

inversion and sub-threshold. The Gm tuning is performed

using the SF DC bias voltage.

Fig. 6 shows simulation of the OTA Gm and second or-

der derivative of Gm (g′′m) which resembles the third order

transconductance. It is seen that parallel SF and CS input

stage improves the linearity compared to having CS input

only. Fig. 6 also shows significant improvement when the

multiplier is used compared to no linearization, demonstrating

the effectiveness of the proposed technique.

2) Filter Measurement Results: The filter was manufac-

tured in an STM 65nm LP CMOS process and occupies just

0.05 mm2 of active chip area. The die micrograph is shown

in Fig. 4. The chips were glued on an FR4 printed circuit

board (PCB), to which all signals and bias voltages were wire

bonded. An off-chip 100Ω resistor was used for differential

input matching, and an on-chip open drain buffer was used

to measure the output signals. A second identical buffer was

also implemented on chip, whose frequency response was

separately measured and carefully de-embedded from the filter

measurement results. All measurements were performed using

a 1.2V supply for the filter unless otherwise stated, whereas the

supply voltage for the open drain thick oxide transistor buffer

was 3.3V to make sure that the linearity measurements were

not dominated by the buffer. The measured power consumption

of the filter was 12.6mW at a bandwidth setting of 80MHz.

The input signal from the signal generator (R&S SMIQ-

06B) was applied through a wide-band off-chip balun (Marki

BAL-0006) and the output was measured with a spectrum

analyzer (R&S FSU). The measured frequency response of

the filter is shown in Fig.7(a). The bandwidth of the filter is

continuously tunable between 67MHz and 95MHz by chang-

ing the transconductance using the input bias voltage. The

nominal measured voltage signal loss of the filter is 2.1dB.

The linearity of the filter was measured using a two tone

test. In-band IIP3 was measured across the pass-band of

the filter by sweeping the frequency of two tones with a

spacing of 1MHz between them. The measured IIP3 versus

frequency from three samples is plotted in Fig.7(b). The IIP3

with linearization disabled is also plotted in the same figure

from sample #1. It is clear that the proposed linearization

significantly improves the IIP3 at all frequencies, except at

the band-edge where signal swings are high. Low frequency

IIP3 also has lower improvement due to DC blocks in the mul-

tipliers, this can however be addressed by using level shifters

instead of capacitors. Fig.7(c) shows the IM3 level versus

41MHz input power for both linearized and non-linearized

case. It can be seen that the IM3 level is reduced by about

15dB up to high input power levels, further demonstrating

the effectiveness of the linearization scheme. The out-of-

band IIP3 is 17dBm, which was measured by applying two

tones at 200MHz and 390MHz, respectively, compared to

14dBm without linearization. The measured averaged input

referred noise is 42nV/
√
Hz, whereas the input referred 1dB

compression point is 5dBm. The spurious free dynamic range

(SFDR) is between 44 and 56 dB and is calculated using

SFDR = 2
3 [IIP3 − Pnoise], where Pnoise is the integrated
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TABLE I
COMPARISON WITH OTHER WORKS IN CMOS

Parameter [10] [11] [2] This
Work

Technology (nm) 65 130 130 65
Supply (V) 1.2 1.5 1.2 1.2
Power (mW) 60 21 20.8 12.6
Core area (mm2) 0.35 0.12 0.5 0.0522
fo (MHz) 200 70-280 200 67-95
IIP3 In-bandmin,max

(dBm)
10.3 17 14 10-28

Noise (nV/
√
Hz) 70 14 35.4 42

SFDRmin,max (dB) 38.25 51 44.7 43.7-
55.7

FoMmin,max
∗ (dBJ) -142 -159.3 -147.6 −147.5,

−159.5

*FoM = Power
Order·SFDR·fo

input noise power spectral density .

To evaluate the robustness of the proposed linearization, the

IIP3 was measured with supply voltage varied by ±5%, see

Fig.8(a,b). The measured results show that the linearization

holds. The linearity of the filter was also measured at -20oC,

60oC and 80oC to evaluate the robustness against temperature

variations, seen in Fig.8(c,d) (80oC measurement not shown

for lack of space). The measurement at room temperature is

already presented in Fig.7(b). It is clear that the linearization

scheme is effective even under severe temperature variations.

The linearization provides significant improvement in IIP3

without requiring any bias tuning in the presence of supply

voltage or temperature variations. A comparison with recently

published works is shown in TABLE I, which indicates that

the performance is well in line with state-of-the-art. The core

area is also very competitive.

V. CONCLUSION

A novel linearization technique that effectively cancels the

third order nonlinearity is presented. The technique is imple-

mented in a wide-band LNA and a fourth order 80MHz OTA-C

filter. The filter was fabricated in 65nm low power CMOS and

measures robust improved linearity performance under supply

and temperature variations. The filter has a very competitive

core area of just 0.05mm2 and the measured performance

is well in line with state-of-the-art. The proposed technique

has negligible effect on the noise performance and poses no

power overhead. Simulations and measurements confirm the

effectiveness of the proposed technique.
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Abstract — A receiver front-end supporting contiguous and
non-contiguous intra-band carrier aggregation scenarios with
a fully integrated spectrum sensor that can detect both in-gap
and out-of-band blockers has been implemented in 65nm
CMOS technology. An NF of 2.5dB is achieved using a noise
canceling LNTA, and linearized OTAs are used to achieve
an IIP3 improvement of up to 6.5dB in-band and 11dB at
the filter band edge. The spectrum sensor can detect blocker
levels in 22 steps of 9MHz between -100MHz and 100MHz
IF. The system consumes between 36.6mA and 57.6mA from
a 1.2V supply.

Index Terms — Operational amplifier, linearization
techniques, noise cancellation, receiver, active filter, carrier
aggregation.

I. INTRODUCTION

The increased data rates in advanced wireless

communication standards pose significant challenges as the

increased bandwidth (BW) reduces the relative frequency

distance between the in-band wanted signal and the

out-of-band interference. Further increasing the challenges,

in LTE receivers (Rx) carrier aggregation is introduced

to accommodate higher data rates [1]. Non-contiguous

carrier aggregation (CA) with spacing of up to 70MHz

is supported, introducing a new kind of blockers that are

located in the gap between the wanted carriers. Duplexers

are used to attenuate the transmitter power (Tx), however

blockers at the band edge and close out-of-band remain

amplified in the receiver chain. This increases the linearity

requirement in-band and close out-of-band.

Different actions are required for different types of

blockers. Strong close out-of-band blockers are best

handled by reduction of the base band (BB) gain, while

large out-of-band blockers instead require increase of the

filtering capacitor at the output of the mixer, reduction of

the RF gain may also be required in case of RF amplifier

compression. In case of intra-band non-contiguous CA,

narrow band strong in-gap blockers located at the image

frequency require a high image rejection ratio (about

60dB)[1]. Alternatively, the local oscillator (LO) frequency

can be shifted to move the blocker from the image

frequency of the wanted carrier.

To achieve optimal Rx tuning, fast blocker detection

is crucial and information about approximate blocker

amplitude and offset from the carrier is required. Thus,

spectrum sensing must be performed before the signal is

digitized for two reasons: the detection time will otherwise

4pF to 24pF

OTA
OTA Q+

Q-

I+
I-

Spectrum Sensor

NC-LNTA

÷2
+

2xLO
-

LO_I

LO_Q

+
RF
-

f-f

Fig. 1. Block diagram of the Rx-FE.

be increased, and the out-of-band blockers are suppressed

by the channel select filters (CSF).

In this paper a highly configurable Rx front-end (Rx-FE)

supporting contiguous and intra-band non-contiguous CA

with a fully integrated spectrum sensor is proposed.

The spectrum sensor is able to sense blockers and

provide information about their frequency and amplitude.

Measurements with LTE signals show that blocker sensing

is crucial for efficiently improving the Rx-FE performance.

II. RECEIVER FRONT-END ARCHITECTURE

The Rx-FE block diagram is shown in Fig. 1. The RF

signal is first amplified by a differential noise-canceling

low-noise transconductance amplifier (NC-LNTA)[2], [3],

then fed to current driven passive mixers to down

convert the signal to BB. The mixer is driven by

four quadrature 25% duty cycle LO signals. These are

generated by a current mode logic (CML) divide-by-two

circuit, where the input is a sinusoid at twice the LO

frequency. At each mixer output a tunable capacitor

is implemented (4pF to 24pF). Larger mixer capacitors

sink more out-of-band blockers current, but unfortunately

in-band linearity is then heavily degraded due to reduced

transimpedance amplifier (TIA) loop gain BW, motivating

spectrum sensing. Following the mixer is a TIA and a

second order Tow-Thomas biquad, forming a third order

Chebyshev filter. If they cannot be avoided, narrow band

blockers located at the image frequency require high image

rejection. Therefore, parallel high resistivity poly resistors

are used in the resistor banks to enable separate fine tuning
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of amplitude and phase.

The spectrum sensor, illustrated in Fig. 2, consists of a

fourth order complex band pass filter with tunable center

frequency and a BW of 10MHz, followed by a power

detector (PD) and a low pass filter [4]. The complex filter

is configured to sweep positive and negative frequency

offsets separately, using input switches to select between

positive and negative frequency offsets as shown in Fig.

2. The second channel output of the complex filter is used

for characterization and Q-tuning.

The implemented operational transconductance

amplifier (OTA) is shown in Fig. 3. Since a high gain-BW

product (GBP) is required for supporting large BB

BWs, phase enhanced compensation is employed [5].

High linearity is also crucial, especially at the band

edges in case of intra-band non-contiguous CA, and

for this reason push-pull stages are used in the OTA.

Furthermore, a linearization scheme is proposed (shown

in the shaded area of Fig. 3), where devices operating

in weak inversion are used in parallel with the main

input devices. Since the input signal voltage of the TIA

is reduced by feedback, the devices are excited by the

output of the first stage, providing sufficient amplification

of the effective transconductance to achieve linearization.

The LNTA shown in Fig. 4 has two modes of operation,

one when the NC path is activated and the Rx noise

figure (NF) is minimized, and one when the NC is

disabled. NC is achieved since the noise at the output of

stage-1 is fed back through Rf to the RF input, and then

amplified in anti-phase to the output. Matching the gain

of the main path (stage-1 and stage-2) to the gain of the

NC-stage achieves NC [3]. The measured LNTA current

consumption when NC is on and off is 14mA and 5.4mA,

respectively.

iout+ iout-

vin+ vin-

Vcmc

B3

B1

B2

Fig. 3. Proposed OTA schematic.
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Fig. 4. Circuit details of the noise-canceling LNTA.

The spectrum sensing and Rx control algorithm can

be performed by first disabling the input switches of the

complex filter, and then measuring the spectrum sensor DC

level. The frequency is then swept by activating the input

switches and measuring the spectrum sensor output for

each frequency step. After a full spectrum sweep, blocker

levels are compared to stored threshold values, and when

a decision is taken a digital control word is applied to the

Rx-FE.

III. MEASUREMENT RESULTS

A prototype chip was fabricated in STM-65nm CMOS

with a die area of 1.5mm2 (die micrograph is shown

in Fig. 6). Three samples were measured with similar

performance, however, in all cases worst case performance

is presented. The measurements were performed at

maximum gain, a BB BW of 25MHz at LO of 2.5GHz,

and a supply voltage of 1.2V (unless otherwise stated).

Chips were wire bonded to FR-4 PCBs, and PCB losses

were measured and de-embedded from the results. The

current consumption of the complete circuit in low-noise

mode at 3GHz LO is 57.6mA (see Fig. 6), and when the

NC path is turned off and with an LO of 750MHz the

current consumption reduces to 36.6mA. The measured

NF penalty when turning off the NC path is 2 dB.

The system small signal gain measures 34.5dB and

49dB for the low and high BB gain settings, respectively.

The CSF response has an in-band ripple of less than 0.5dB

as can be seen in Fig. 5a. Also shown in Fig.5a, the CSF
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BW is coarsely tunable from 3MHz to 46MHz to support

all LTE scenarios. Fine BW tuning is also implemented

with 40% of tuning range.

The measured Rx-FE input matching (S11), system gain

and NF are shown in Fig. 5b. The input matching is better

than -10dB over the entire frequency range from 750MHz

to 3GHz, while the system gain variation is less than 2dB,

and the NF is 2.5dB at 1GHz thanks to the NC feature of

the LNTA.

The measured third order input referred intercept point

(IIP3) in the Fig. 5c shows that the linearity is reduced

in-band due to the high gain, and improves out-of-band

where the gain rolls off. It can also be seen that the

improvement of the in-band IIP3 due to the proposed OTA

linearization is up to 6.5dB, and up to 11dB at the band

edge. The out-of-band linearity is dominated by the RF

part and it is thus not improved by the OTA linearization.

A four port vector network analyzer (R&S-ZVA67) was

used to measure the differential IQ phase and amplitude

imbalance. Tuning steps in phase and amplitude were

also measured. The CSF achieves orthogonal phase and

amplitude tuning with a worst case phase step of 0.15◦

and an amplitude step of 0.017dB at the band edge (BB

BW was set to 46MHz), as shown in Fig. 7. Tuning the

amplitude imbalance only (phase imbalance is not tuned)

results in an image rejection ratio (IRR) of more than

50dB.

The spectrum sensor (Fig. 2) was measured by

characterizing the complex filter first and manually

de-embedding the TIA roll off from the output. The
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complex filter response is tunable up to 100MHz, thanks

to the high speed OTA, in steps of approximately 9MHz,

as can be seen in Fig. 8.

A measurement of the spectrum sensor is also shown

in Fig.9. A -39dBm tone at 60MHz offset from the LO

was applied at the RF input. The spectrum sensor center

frequency was then swept and in Fig. 9a it can be seen

that the tone is well detected. In Fig. 9b a second tone

at -15MHz offset was also applied. It can be seen the

spectrum sensor provides accurate information about both

blocker signals.

The Rx-FE was also tested with modulated signals. An

LTE signal was generated using an Anritsu-MG3710A
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vector signal generator (VSG). The down converted I and

Q signals from the circuit were combined using a second

channel of the VSG and modulated to an intermediate

frequency. The Anritsu-MS2830A vector signal analyzer

(VSA) was used to demodulate the signal and measure

the error vector magnitude (EVM). A modulated blocker

was also introduced using an R&S-SMIQ VSG.

The performance of the Rx-FE with modulated signals

was extensively evaluated, however, only performance in

the presence of out-of-band blockers is reported due to

limited space. The presented scenario includes a 10MHz

BW 64-QAM LTE signal with level -60dBm centered

at 40MHz offset from the LO, applied together with a

blocker with 5MHz BW, QPSK modulation, and a level

of -24dBm. The CSF BW was set to 46MHz, and the

blocker frequency was changed based on the scenario with

maximum gain settings.

First, when the blocker was placed at 100MHz offset,

the measured EVM was 18.2% (see in Fig. 10.a) with

the mixer capacitors set to minimum (4pF). Increasing the

capacitor size to 24pF leads to a reduced EVM of 4.25%
as depicted in Fig. 10.b. The blocker was then moved to

80MHz and the EVM increased to 50.9% for 4pF mixer

capacitors (Fig. 10.c). Increasing the mixer capacitors did

not reduce the EVM significantly (39%). However, BB

gain reduction improves the EVM to 4.5% (Fig. 10.d).

It is evident that accurate blocker information is highly

beneficial in deciding the appropriate countermeasure.

The performance is summarized in TABLE I, where

it is also compared to state-of-the-art CA Rx-FEs. The

presented circuit has the highest system gain and the

lowest NF. The IIP2 is comparable to [6] and better

than [7] thanks to the fully differential structure. The

IIP3 and compression point (ICP1dB) are slightly lower

due to the high system gain. However, the IIP3 at

the band edge is highest thanks to the proposed OTA

linearization technique. The RF range is also the largest,

which increases the power consumption compared to [7].

However, only first order filtering is implemented and a

single band is supported in [7].

IV. CONCLUSION

An Rx-FE with integrated spectrum sensing is

presented. It has low noise figure thanks to a

TABLE I
COMPARISON WITH OTHER WORKS

ISSCC’13 JSSC’15 This Unit
[6] [7] Work

Technology 65 45 65 nm
System gain 45 37 49 dB
CA scheme Intra/Inter-band Intra-band Intra-band

NF DSB 4.5 3.9 2.5 dB
IIP3 2.4 2.75 -5 dBm
IIP2 >58 40 >57 dBm

Supply 1.45 1 1.2 V

DC current 300 (1) 15(2) 36.6-57.6(3) mA
RF range 0.7-2.7 2 0.75-3 GHz
RF input Single Single Differential

ICP1dB -15.5 NA -18.5 dBm

Core area 14.8(1) 0.16(2) 0.75 mm2

(1) Including PLLs, ADCs and digital BB. Three carrier reception is supported.
(2) Only LNA+LO+TIAs (no filters).
(3) Minimum current consumption when NC is off and LO is 750MHz.

noise-canceling LNTA, and improved linearity thanks to

a proposed OTA linearization scheme. The channel filters

feature tuning of phase and amplitude imbalance. The

spectrum sensor detects amplitude and frequency of signals

up to ±100MHz offset. Measurements with LTE signals

show that accurate spectrum sensing is required for optimal

performance.
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