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Popular Science Summary 
Chemical elements are closely related to our daily life. In fact, our bodies contain 
many elements from the periodic table which are essential to ensure the proper 
function of life. As 65%–90% of each cell in the body is made up of water, 
oxygen and hydrogen are among the main components of the human body. The 
most abundant element in the human body is oxygen, but what is the most 
abundant element in the air? It is definitely not oxygen, otherwise a match would 
burn out swiftly. By volume, nitrogen constitutes 78% of the Earth’s atmosphere, 
whereas oxygen is 21%. Interestingly, when nitrogen was first translated into 
Chinese, it was called “light air”, which means that it “diluted” the oxygen in the 
air. The French chemist Antoine Laurent Lavoisier named nitrogen “azote”, 
meaning “no life”, because inhaling nitrogen causes suffocation. But with the 
deepening of research, scientists have discovered that nitrogen is not only 
indispensable for the human body, but also an essential element in the biosphere. 
It is clearly a most important gas. 

Nitrogen is one of the 
obligatory elements of amino 
acids, which serves as 
building blocks for the 
proteins. The amino acids 
arrange themselves in three 

dimensions to form proteins with special functions in cells, which in turn are used 
to build the various organs of the human body. The structures of proteins are very 
complicated, which endow them with fascinating functions, allowing them to 
perform a very large number of important physiological functions in the body. In 
fact, all life activities are carried out in an orderly manner thanks to the regulation 
by various functional proteins. 

First, proteins form a major part of the body tissues. The growth and development 
of the body, the renewal and the repair of aged and damaged tissue all require the 
use of protein as one of the most important building materials.  

Moreover, proteins constitute many physiologically active biomolecules, such as 
enzymes, hormones and antibodies. All physiological metabolism and chemical 
reactions in the human body are controlled by enzymes, which behave like 
chemical factories. The physiological functions are regulated by hormones, 
which often are proteins, such as growth hormone and insulin. The antibodies are 
an “assault team” that is active in the blood and has the function of protecting the 
body from bacteria and viruses and improving the body’s resistance. 

In addition, proteins can regulate the osmotic pressure. The protein content in 
blood plasma ensure that water maintained in balance between plasma and 
interstitial fluid. Lack of protein in the diet for a long time may reduce the protein 

🤔: What happens if there is no nitrogen? 

": Then there is no human… 
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content in the plasma and water in the blood will penetrate into the surrounding 
tissues, leading the occurrence of nutritional oedema. 

Furthermore, proteins can be an energy supply. Although this is not the main 
function of protein, in the absence of other energy sources, proteins can also be 
used to generate energy. 

Proteins are involved in all human activities. There is no life without proteins and 
there is no protein without nitrogen. All this shows how important nitrogen is to 
humans.  

If you think that humans get nitrogen 
through breathing, you are wrong. 
Instead, people have to get it through 
food. We eat food, which end up in the 
stomach and after a series of digestion 
and absorption, nitrogen is taken up 

by the body and participates in human life activities. The same applies to all 
animals, so the nitrogen ultimately comes from the plants.  

Plants grow by converting solar energy into bioenergy through photosynthesis. 
The most important actor in this transformation process is the chloroplast. In the 
chloroplasts, there are many enzymes involved in the reactions. These enzymes 
are the most critical substances to promote the smooth progress of 
photosynthesis. They are proteins. Their production requires nitrogen, which 
determines the progress of photosynthesis and finally the quality of plant growth.  

Just as humans cannot directly 
obtain nitrogen from the atmosphere 
through breathing, the same applies 
to the plants. The majority of 
atmosphere is composed of 
nitrogen, but this is in the form of 
molecular nitrogen, N2, which is 

incredibly inert. The triple bond in N2 is so strong that plants or animals cannot 
break it. The plants can only utilise reduced or oxidised forms of this element, 
such as ammonia, nitrite and nitrate, taken up by the roots underground. The 
amount of these bioavailable forms of nitrogen in the soil is limited. These 
components are water soluble and they are easily washed away by rainwater. At 
the same time, some microorganisms in the soil can decompose these nitrogen 
compounds into nitrogen gas. Therefore, atmospheric nitrogen must be converted 
into the reduced or oxidised compounds to maintain the effective nitrogen content 
in the soil. The conversion of atmospheric N2 into the nitrogenous compounds is 
called the nitrogen fixation.  

🤔: Want to get more “nitrogen”?  

😊: Eat more legumes! 

 

🤔: So where does the nitrogen in 
plants come from?  

😊: From the soil. 
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⛈Lightning may cause a fire in a dry summer, but you may not know that 
lightning can also help plant growth. The heat and the energy within a lightning 
bolt induce chemical reactions that makes nitrogen readily available, acting as 
nature’s natural fertiliser. But overall, the help from lightning is limited.  

🏭Fritz Haber, a German chemist, developed an artificial nitrogen fixation 
procedure that converts atmospheric nitrogen into ammonia in an industrial 
process that requires high temperature and pressure. The produced ammonium 
can be applied to the soil and be absorbed by plants. This procedure is called the 
Haber–Bosch process. For this invention, Haber was awarded the Nobel Prize in 
Chemistry in 1918. This process has been essential to feed Earth’s growing 
population and it is responsible for the exponential population boom. It replaced 
the passive situation of relying on natural nitrogen fertiliser and accelerated the 
development of world agriculture. Today, it is responsible for the food production 
for around half of the world’s population. It is one of main industrial procedures 
and it stands for 1–2% of the total human energy consumption. In 2018, the global 
consumption of agricultural fertiliser was above 200 million tons, of which more 
than half is nitrogen.  

Humanity’s strong reliance on the Haber–Bosch process has generated some 
serious complications for the environment. For example, only a part of the 
fertilisers is taken up by the crop, whereas the remainder flows into waterbodies, 
upsetting nature’s balance. The enrichment of nitrogen and other nutrients in the 
water causes rapid reproduction of algae and other plankton, which reduces the 
dissolved oxygen content in bottom waters, causing massive mortality of fish and 
other aquatic organisms. This phenomenon is referred to eutrophication. 
Furthermore, the leakage of nutrients to adjacent areas leads to overfertilisation 
of the landscape, changing the wildlife and threating many plants and animals by 
extinction. Moreover, the carbon dioxide emissions as a result of burning fossil 
fuels, in order to provide a large amount of energy to sustain the Haber–Bosch 
process, eventually lead to global warming. Therefore, we cannot continue to 
depend on this kind of nitrogen fertilisers and it is needed to find efficient 
alternatives for the Haber–Bosch process to sustain Earth’s ever-growing 
population. 

☘ Apart from the bioavailable nitrogen supplied by lightning and the Haber–
Bosch process, there is a third way of fixing nitrogen. A special group of bacteria 
has the capacity to convert atmospheric nitrogen into ammonia. This is done by 
a special enzyme, called nitrogenase, which is the main player of this thesis.  
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This process is most well-known for the legumes, associating with a bacterium 
from the soil, called Rhizobium. On the roots of the legumes, special organs are 
found, called nodules. In these nodules, the Rhizobium bacteria are found and 
there they convert nitrogen into ammonia. This process is very energy intensive. 
The legumes supply the energy in the form of carbohydrates, which they have 
synthesised from the sunlight through photosynthesis. In return, the bacteria 
provide the legume a steady source of fixed nitrogen, which can be used to make 
proteins and chlorophyll. Thus, the legumes and Rhizobium form a symbiotic 
relationship for mutual benefit. When the legumes die, their leaves and roots 
decompose, and the remaining nitrogen is supplied to the soil. The key advantage 
of this process is that it does not require the high temperature and high pressure 
as in Haber–Bosch procedure. Instead it takes place at room temperature and 
normal pressure, using sunlight to drive it.  

The use of legumes is important in agriculture. It has long been known that plant 
growth requires nutrients like nitrogen, but there is only a limited amount of 
nitrogen in the soil and once the crop has used it up, it has to be replenished. To 
avoid over-consumption of certain soil nutrients by repeated plantings of the 
same crop, farmers adopt the method of crop rotation. To return nitrogen to the 
soil, they plant legumes such as soybeans, clover, alfalfa, peas or peanuts every 
second year. Rotating crops by planting legumes enable farmers to avoid 
chemical fertilisers and to maintain or improve the soil quality at the same time. 

Owing to the importance of agriculture and the environmental implications of 
nitrogen fixation, nitrogenase has attracted great interest from scientists. 
Naturally, the ultimate goal is to mimic the action of nitrogenase in an industrial 

The evaluations of Fritz Haber have been varying. 

During World War I, Haber developed chlorine gas, mustard 
gas and other poisonous gases for warfare, causing nearly one 

million casualties. 

As a consequence, people have either praised him as an angel 
who brings harvest or as a devil who brings disaster, suffering 

and death. 

He was married to Clara Immerwahr, who in 1900 was the first 
woman in Germany to gain a doctorate. She committed suicide 

after her husband’s first successful attack with chlorine gas. 
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process, performed at ambient pressure and temperature. To this end, it is 
necessary to understand how the enzyme works. Although the atomistic structure 
of the enzyme is known and it has been thoroughly studied by both experimental 
and computational methods during more than forty years, there is still no 
consensus how the enzyme works. 

Chemistry can not only be studied in an experimental laboratory. The latest 30 
years, computational chemistry has established itself as a competitive alternative 
to experiments for the study of chemical reactions. It allows the computer 
simulate virtual scenarios close to real experiments. Calculations performed in 
the virtual lab could help researchers to understand, predict and discover new 
chemical phenomena and physical essences, avoiding restrictions in traditional 
chemical laboratory equipment or reagents. The foundation of computational 
chemistry is based on physical theories such as classical mechanics and quantum 
mechanics, using computers to perform a large number of numerical operations 
to explore the properties of chemical systems.   

Computational chemistry is becoming more and more used in many fields. 
Typical applications include molecular structure analysis, drug design, study of 
enzyme-catalyzed reaction mechanism, and so on. 

The versatility of proteins has stimulated scientists’ interest in understanding the 
function of proteins on an atomic level, to get a better understanding of the 
structure–function relationship and ultimately guide scientists to design proteins 
with special functions. Usually, the protein structure is determined through X-ray 
diffraction. However, the process from a diffraction pattern to the prediction of a 
molecular model is complex and involves computational methods. We have 
developed a useful method, called quantum refinement, which is a combination 
of crystallographic refinement and quantum-mechanical calculations, to extract 
more information from the data and to better understand what is really seen in the 
structure.  

Enzymes are catalytic proteins produced by living cells. A fundamental role of 
proteins is to behave as biological catalysts that speeds up chemical reactions at 
the mild conditions in living cells. To catalyse a certain reaction, a substrate needs 
to bind to a certain place of the enzyme which contains the specific catalytic 
function. This binding site is called the active site. Due to the high efficiency of 
the catalysis, the reactive states formed during the catalytic process are very 
short-lived, which make them difficult to study with experimental methods. 
Fortunately, computational chemistry can overcome these shortcomings and 
provide detailed information of entire reaction mechanisms at an atomic level. 
As we already know, proteins are made up of amino acids and the active site gets 
its specific function from the certain arrangement of these amino acids in 3D 
space. Thus, the study of reaction mechanisms should focus not only on the active 
site, but also consider the influence of the surrounding protein and solvent.  
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There is no doubt that a clear understanding of the structure–function relationship 
and detailed reaction mechanism of enzymes can help people to understand more 
about the function of proteins, understand what is important for the specific 
function and its regulation. This would open for the possibility to intentionally 
modify the structure and catalytic role of enzymes, or to design and synthesise 
artificial enzymes. 

In this thesis, we have tried to understand the mechanism of nitrogenase with 
computational methods. This is a formidable task, because nitrogenase is one of 
the most complicated enzymes known. Moreover, previous computational studies 
have given varying and often contradicting results. Therefore, we have performed 
the study in many small steps, solving all problems involved and trying to reduce 
the many possibilities in an accurate and systematic way. We have decided the 
energetically most favourable protonation state of the first four states of the 
reaction and the best binding mode of N2H2. We have suggested a possible 
reaction mechanism of the enzyme. Moreover, we have developed an improved 
method to refine crystal structures and used this to discuss what is really seen in 
some crystal structures of nitrogenase. Altogether these studies provide enhanced 
understanding of the reaction mechanism of nitrogenase. 
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1. Introduction  

Metabolism is the basis for all life activities of organisms and the metabolism is 
inseparable from the catalysis of enzymes. Most enzymes are special proteins 
with catalytic functions, also called biocatalysts, and almost all biochemical 
reactions are catalysed by enzymes. Therefore, a fundamental understanding of 
the processes of life must be founded on a detailed knowledge of how enzymes 
work, to extend the application of enzymes in chemical, food, healthcare, 
cosmetic, agriculture and detergent industry, and to design mutants with 
favourable properties. 

Traditionally, the knowledge of the protein atomic structure has been deduced 
from X-ray crystallography, by interpreting the scattered pattern of X-rays from 
the crystalline structure. However, these reflections do not contain all information 
needed to determine the atomic structure, since the phase cannot be measured by 
experiments and hydrogen atoms are normally not discerned. The interpretation 
of the crystallographic data is facilitated by employing a priori chemical 
knowledge, which is integrated into the interpretation in the form of empirical 
restraints, similar to a force field employed in the computational chemistry. But 
such information is usually missing for non-standard ligands and metal ions. 
Moreover, chemical reactions are usually so fast that it is difficult to obtain any 
detailed information about the reaction mechanism by experimental means alone.  

Fortunately, the explosive development of computers has allowed theoretical 
methods to become a competitive complement to experiments. The atomic 
models determined by crystallographers can be improved by introducing 
quantum chemistry in the refinement. Moreover, based on more accurate atomic 
structures, computational chemists can predict a detailed view of entire reaction 
mechanisms at the atomic level, by determining the structure of the intermediates 
and transition states of the reaction, and finding the rate-limiting step of the 
reaction. Computational chemistry has the advantage of directly providing 
energies (which govern chemical processes) and it is not subject to experimental 
limitations, such that key intermediates are invisible, short-lived, expensive or 
hazardous. In addition, computational chemistry is cheap and environment-
friendly.  

At least one third of all enzymes contain a metal ion as an essential 
cofactor. Metal ions are used especially for hard reactions involving small and 
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inert substrates like N2 and H2; therefore, they have a great industrial impact. 
Consequently, they have also attracted much interest from the computational 
community, in particular since the introduction of density functional theory 
(DFT). Systems of several hundreds of atoms can now routinely be studied by 
DFT methods with an accuracy approaching that of experiments.  

One of the most important and most complicated enzymes is nitrogenase. It is the 
only enzyme that can cleave the triple bond of gaseous N2, forming two molecules 
of ammonia and making atmospheric nitrogen available for biological systems.[1–

3] Nitrogenase has been extensively studied with both experimental and 
computational methods,[3–5] but no consensus has yet been reached for the 
reaction mechanisms. In particular, previous computational studies have given 
very diverging and contradictory results.[4] 

The aim of this thesis is to try to solve these problems and to provide an atomistic 
understanding of the reaction of nitrogenase. All the investigations have been 
based on various computational methods. In particular, we employed quantum 
mechanics, combined with molecular mechanics and X-ray crystallography 
refinement. We employ a systematic approach, trying to solve all problems 
involved and to study as many alternatives as possible. Although the time has not 
been enough to provide a full detailed mechanism of the reaction, we have solved 
several problems and pinpointed other, previously overlooked problems. By 
taking small, but significant steps towards the final goal, we for the first time start 
to see a convergence between experimental and computational approaches for 
nitrogenase. 
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2. Methods 

In this section, I shortly describe most of the methods employed in the thesis. 

2.1. Quantum Mechanical Methods 

Quantum mechanical (QM) methods describe molecular energetics by solving 
the time-independent Schrödinger equation, which can be written in the form 

𝐻"	Ψ = E	Ψ                                                   (2.1)                                                    

Mathematically, this is a differential equation. Thus, Ψ is an eigenfunction of the 
differential operator 𝐻"  and E is the corresponding eigenvalue. Ψ is called the 
wave function and it is a function of the coordinates of all electrons and nuclei in 
the system of interest. The system is completely described by the wave function, 
which means that we from the wave function can calculate any measurable 
properties of the system. However, it is often not possible to know the 
instantaneous properties of the system, but only the average value and 
probabilities of different properties. According to Born’s interpretation, the wave 
function itself is a probability amplitude with no direct physical meaning, 
whereas |Ψ|( represents a probability density. 𝐻" is the Hamilton operator, which 
defines the system by describing what (kinetic and potential) energy terms apply. 
Finally, E is the total energy of the system.  

The Hamiltonian for a molecular system is given by 

𝐻" = 𝑇*+ + 𝑇*- + 𝑉*+- + 𝑉*++ + 𝑉*--                                (2.2)                               

where 

𝑇*e = −
ℏ
2𝑚4

5𝛻7(
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79:

																				𝑇*n = −
ℏ
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5

1
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>9:
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where ℏ is Planck’s constant, me is the mass of the electron, e is the unit charge, 
𝜀W is the permittivity of vacuum, 𝑖 and 𝑗 refer to the electrons, 𝐴 and 𝐵 refer to 
the nuclei with the atomic numbers 𝑍> and 𝑍Y. 𝑁 is the total number of electrons 
and 𝑟7 their positions, whereas	𝑛 is the number of nuclei, 𝑅> their positions and 
𝑀> their masses. The operator ∇(	 is called the Laplacian, which represents the 
sum of the second derivatives with respect to the three Cartesian coordinates. 𝑇*e 
and 𝑇*n are the kinetic energy operators for the electrons and the nuclei. 𝑉*en, 𝑉*ee 
and 𝑉*nn  represent the three Coulomb terms: The operator 𝑉*en  describes the 
attractive potential energy between the electrons and nuclei, whereas the 
operators 𝑉*ee  and 𝑉*nn  describe the electron–electron and nuclear–nuclear 
repulsive potential energy, respectively.  

In practice, the Schrödinger equation can only be solved analytically for very few 
systems, such as hydrogen or hydrogen-like atoms. Unfortunately, for systems 
that involve more than two particles that interact with one another, analytical 
solutions become impossible. Therefore, approximations and simplifications 
must be introduced. One fundamental approximation that all calculations in this 
thesis have employed is to separate the motions of the electrons and the nuclei. 
This is called the Born–Oppenheimer approximation. It is based on the large mass 
difference between electrons and nuclei (a factor of 103-105) which indicates that 
the electron motions are instantaneous, whereas nuclei are stationary from the 
electronic point of view. Within this approximation, we only need to solve Eqn. 
2.1 with the electronic Hamiltonian operator which can be written as  

𝐻"e = 𝑇*e + 𝑉*en + 𝑉*ee + 𝑉*nn                                    (2.4)                                  

i.e., the nuclear kinetic energy 𝑇*- is omitted. 𝐻"+ depends only on the positions of 
nuclei (via 𝑉*+- and 𝑉*nn ) but not on their motions, and the resulting electronic 
wave function depends parametrically on nuclei coordinates. 
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2.1.1. Hartree–Fock Theory 

To solve the electronic Schrödinger equation efficiently for a many-electron 
system, we need to rely on additional approximations, like neglecting magnetic 
and relativistic effects. Moreover, the simplest approaches also assume that the 
total wave function, which is a function of the coordinates of all electrons, can be 
factorised into a product of one-electron wave functions: 

Ψ(𝑟:, 𝑟(, … , 𝑟8, ) = Φ:(𝑟:)Φ((𝑟()…Φ8(𝑟8)                   (2.5) 

This is called the orbital approximation and is quite crude as it essentially 
assumes that each electron moves independently of all the other electrons, which 
of course is not true as all electrons repel each other.  

The electron is known to have a half-integer spin with a spin quantum number of 
½. In the presence of a magnetic field, the electron can align either along or 
opposite to the field. The two possible states are denoted by two spin 
eigenfunctions, denoted as a and b, and they are orthonormal. According to the 
Pauli principle, the total electronic wave function must be antisymmetric, 
meaning that interchanging the coordinates of two electrons should change the 
sign of wave function. For a many-electron system, these requirements can be 
achieved by building the wave function from a Slater determinant (SD) 

𝛷no =
:
√8!

r

𝜙:(1) 𝜙((1) … 𝜙8(1)
𝜙:(2) 𝜙((2) … 𝜙8(2)
⋮

𝜙:(𝑁)
⋮

𝜙((𝑁)
⋱ ⋮

… 𝜙8(𝑁)

r                        (2.6) 

where 𝜙7 are the one-electron wave functions, spin-orbitals, given as a product 
of a spatial orbital and a spin function (a or b). For a molecular system, the one-
electron wave functions in the determinant are the one-electron molecular orbitals 
(MOs).  

Next, it is assumed that the one-electron MOs can be expressed as a linear 
combination of a set of known mathematical functions, called atomic orbitals 
(𝜒Q), the MO–LCAO approximation: 

       𝜙7 = ∑ 𝑐7Q𝜒Qx
Q9:                                             (2.7) 

Then, the variational principle can be applied, which states that an approximate 
wave function always gives a too high energy, compared to the exact solution. 
This means that the 𝑐7Q expansion coefficients in Eqn. 2.7 can be determined by 
minimising the energy, an optimisation problem that is ideal for computers. 
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Minimising the energy of a Slater determinant leads to definition of the Fock 
operator, which is given by  

𝐹*7 = ℎ*7 + ∑ (𝐽|Q − 𝐾"Q)8
Q                                         (2.8) 

where 

ℎ*7 = − ℏ
(~�

𝛻7( −
4@

ABCD
∑ FL

|HIJKL|
8
>9:                                       (2.9) 

describes the kinetic energy of electron 𝑖 and the attraction to all the nuclei. The 
electron repulsion to all the other electrons is described by Coulomb (𝐽|Q) and 
exchange (𝐾"Q ) operators. The MO orbital energy and the total energy can be 
written as 

𝜀7 = �𝜙7O𝐹*7O𝜙7� = ℎ*7 + ∑ (𝐽|7Q − 𝐾"7Q)8
Q                       (2.10) 

𝐸 = ∑ 𝜀78
7 − :

(
∑ �𝐽7Q − 𝐾7Q�8
7Q + 𝑉??                         (2.11)  

It can be seen that the total energy, 𝐸, is not simply a sum of all the MO orbital 
energies, because the Fock operator also contains the interaction terms introduced 
by 𝐽| and 𝐾". The energy is also not the exact energy because of the absence of 
electron correlation in HF calculations, i.e. the instantaneous repulsion between 
the individual electrons. Instead, each electron is interacting with the average 
field of all the other electrons. Thus, the HF method is a mean-field 
approximation.  

2.1.2. Basis Set 

The atomic orbitals in the MO–LCAO approach (Eqn. 2.7) are often called the 
basis functions or the basis set. The MO–LCAO expansion is a convenient way 
to solve a differential equation and it is in principle no approximation if the 
number of basis functions is infinite, but this is of course impossible in real 
calculations. Since only a limited number of basis functions are used, the size and 
quality of the basis set are important for the accuracy of QM calculations.[6] The 
basis functions should be selected so that they are as similar as possible to the 
real atomic wave functions and so that the involved integrals can be calculated 
rapidly. 

There are two types of basis functions: Gaussian type orbitals (GTO) and Slater 
type orbitals (STO). The GTOs have the form 
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𝜒�,?,�,~(𝑟, 𝜃, 𝜑) = 𝑁𝑌�,~(𝜃, 𝜑)𝑟(?J(J�𝑒J�H
@                 (2.12) 

whereas the STOs have the form  

𝜒�,?,�,~(𝑟, 𝜃, 𝜑) = 𝑁𝑌�,~(𝜃, 𝜑)𝑟?J:𝑒J�H   (2.13) 

In both equations, 𝑛, 𝑙,𝑚 are the quantum numbers. 𝑌�,~(𝜃, 𝜑) are the spherical 
harmonics functions, 𝑟 is the distance between the electron and the nuclei. 𝜁 is a 
predetermined constant. A small 𝜁 gives more diffuse functions, whereas a large 
𝜁 gives a tighter function. Diffuse functions  are important to describe anions or 
excited states, which often have loosely bound electrons and they are also 
important to describe properties that depend on the tail of wave function. Tight 
functions are important for the core electrons. 

The GTOs, in contrast to the STOs, do not have a correct shape of the wave 
function, compared to the analytic solutions for hydrogen-like atoms. The 
difference is especially pronounced close to the nucleus and at large distances, 
where they fall off too rapidly. Therefore, more GTOs than STOs are needed to 
achieve the same accuracy. However, this is more than compensated by the fact 
that integral calculations are much more effective with GTOs. Consequently, the 
great majority of QM software employs GTOs. 

The smallest basis set employs just enough functions for a minimum description 
of the occupied orbitals, i.e. one basis function per electron pair (assuming a 
closed-shell system), which is called a single zeta (SZ) basis set (zeta refers to 
the 𝜁 term in Eqn. 2.13). An improvement of SZ is a double zeta (DZ) basis set, 
which employs two basis functions for each electron pair. Likewise, triple zeta 
(TZ) basis sets contain three basis functions for each electron pair. In practice, it 
is usually enough to have only a single basis function for the core orbitals, but 
two or three for the valence orbitals (because only those orbitals change 
significantly upon formation of chemical bonds). This is marked by adding the 
word “valence” before the basis set, e.g. VDZ (valence double zeta, also called 
split valence basis sets, SV) and VTZ.  

Polarisation functions are basis functions with a higher angular-momentum 
quantum number than that of the valence shell in the atom they describe. They 
are added to treat charge polarisation effects and they are needed to get reasonable 
energies and geometries, especially when electron correlation is considered.  

When optimising basis functions in terms of the energy, it turns out that it is 
important to get a good description of the core electrons, although they are less 
important for chemistry, which mainly depends on the valence electrons. 
However, core orbitals usually change very little in different molecules. 
Therefore, the core electrons can be described as a linear combination of several 
basis functions with fixed coefficients and the resulting basis functions are called 
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contracted GTOs (CGTOs). The number of the primary GTO involved in the 
linear combination is a compromise between the accuracy required and the gain 
in computation efficiency. 

2.1.3. Density Functional Theory 

Density Functional Theory (DFT) is based on the Kohn–Hohenberg theorem, 
stating that the electron density (𝜌) uniquely determines the wave function and 
therefore the ground-state electronic energy.[7,8] This is highly remarkable, 
because the wave function is a function of 3n variables, where n is the number of 
particles (electrons and nuclei), whereas the electron density is a function of only 
the three Cartesian coordinates. Early efforts treated the system as non-
interacting uniform electron gas, which is known as Thomas–Fermi theory. 
However, the electron kinetic energy was represented poorly, making this version 
of DFT unsuitable for chemistry. 

The foundation for the use of DFT in computational chemistry is the orbitals 
introduced by Kohn and Sham.[9] The Kohn–Sham theory splits the electron 
kinetic energy into two parts, one of which can be solved exactly and the other is 
a correction term. The first part 𝑇S , is calculated from Schrödinger equation, 
given as a Slater determinant, under the assumption that there are no electron 
interactions within the system. The correction part, which is the difference 
between the exact kinetic energy for a real system and 𝑇S. This correction is small 
and is absorbed into the exchange–correlation term, 𝐸XC. The general expression 
for DFT energy is 

𝐸DFT[𝜌] = 𝑇S[𝜌] + 𝐸ne[𝜌] + 𝐽[𝜌] + 𝐸XC[𝜌]                (2.14) 

where 𝑇S  is the non-interacting electron kinetic energy, 𝐸ne  the attractive 
potential between nuclei and elections and 𝐽[𝜌] the Coulomb repulsion between 
electrons. The last term, 𝐸XC , contains the kinetic correction, as well as the 
exchange and correlation energy. Unfortunately, the form of the 𝐸XC is not known 
exactly. Therefore, extensive development of methods is directed to find a proper 
approximate form for this term. 

The simplest model, local density approximation (LDA), treats the electron 
density as a uniform electron gas, i.e. a density that varies slowly. The exchange 
energy is then given by Dirac’s formula 

𝐸XLDA[𝜌] = −𝐶X ∫𝜌
A
�� (𝑟)𝑑𝑟                               (2.15) 

For an open-shell system, the exchange energy can be described by the local spin 
density approximation (LSDA), 
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𝐸XLSDA[𝜌] = −𝐶X ∫(𝜌�
A
�� + 𝜌�

A
�� ) 𝑑𝑟                         (2.16) 

The correlation energy of the uniform electron gas has been estimated by Monte 
Caro methods, modified by Vosko, Wilk and Nusair (VWN)[10] to apply in DFT 
calculations. LSDA usually gives quite poor results.  

A significant improvement over LSDA is obtained by considering the system as 
a non-uniform electron gas and allowing the exchange and correlation energy to 
depend not only on the local electron density, but also on the gradient of the 
electron density. This approach is called the generalised gradient approximation 
(GGA). GGA strongly improved the DFT results and made it popular for 
chemical systems. Several GGA functionals were employed in this thesis, viz. 
BP86, BLYP, PBE, B97D and M06L.[11–16]  

Meta-GGA methods additionally includes a dependence of the Laplacian of the 
electron density (i.e. the second derivative). They typically give results with an 
accuracy that is comparable to those obtained with GGA functionals. One meta-
GGA method, TPSS,[17]  was the main DFT functional used in this thesis, because 
it gives accurate geometries and reasonable energies at a modest computational 
cost.                                                                                                      

A common approach to improve the DFT functionals is to include a fraction of 
non-local exact HF exchange into the exchange–correlation term. Functionals 
including such a term are called hybrid functionals, whereas those without it are 
often called pure functionals. Hybrid functionals can be expressed as an 
appropriate combination of the exact exchange, LSDA and GGA energies. For 
instance, the B3LYP functional 

𝐸XCB3LYP = (1 − 𝑎)𝐸XLDA + 𝑎𝐸XHF + 𝑏∆𝐸XB + (1 − 𝑐)𝐸CLDA + 𝑐𝐸CGGA    (2.17) 

with 𝑎 = 0.20, 𝑏 = 0.72, 𝑐 = 0.81, consists of 80% of LDA exchange, 20% of 
HF exchange, 72% of Becke 1988 gradient-corrected exchange,[11] 19% of LDA 
correlation and 81% of GGA correlation energy.[13] Hybrid functionals employed 
in this thesis are TPSSh, B3LYP, PBE0, M06, BHLYP, M06-2X and M06-HF, 
which contain 10, 20, 25, 27, 50, 54, and 100% HF exchange, respectively.[11,13,18–

23] 

The advantage of DFT methods is that the correlations problem is avoided. With 
similar size of basis set, DFT methods typically give much better results than HF 
at a similar cost in terms of computer time. DFT is also appropriate for large 
systems, since the time consumption is proportional to 𝑁� , where 	𝑁  is the 
number of basis functions, whereas HF scales as 𝑁A and correlated methods have 
even worse scaling. In general, DFT methods give accurate geometries with 
errors of up to 0.05 Å for metal–ligand bond lengths.[24]  
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2.2. Classical Methods 

In contrast to QM methods, electrons are not explicitly considered in classical 
methods. Instead, atoms are modelled as balls and the bonds between atoms are 
represented as springs. The energy of the system is described by a potential-
energy function, which is a mathematical function of the atomic coordinates that 
gives the energy of the system. Thereby, the time-consuming solution of the 
Schrödinger equation is avoided. The parameters of this function are normally 
called a force field and methods employing such a classical energy function are 
called molecular-mechanics (MM) methods. 

2.2.1. Molecular Mechanics 

A typical potential-energy function for a biomolecular system involves five 
energy terms 

𝑈total = 𝑈bonds + 𝑈angles +𝑈dihedrals + 𝑈el +𝑈vdW               (2.18) 

The first three terms describe covalent contributions, coming from all bonds, 
bond angles and dihedral angles. The last two terms describe the intermolecular 
interactions, coming from the electrostatic and Van der Waals interactions. 

Typically, the bond stretching term is given by the first term of a Taylor series, 

𝑈bonds = ∑ 𝐶7(𝑟7 − 𝑟7W)(bonds	7                                 (2.19) 

where 𝐶7  is the force constant, 𝑟7  is the actual bond length and 𝑟7W  is the 
corresponding ideal bond length at equilibrium. This formula is also known as 
Hooke’s law. Modelling a bond as a harmonic oscillator might lead to 
inaccuracies, since the real bond stretching energy is not harmonic. Therefore, a 
more expensive Morse potential are used in some applications.[25] 

The bond angle term is also often a harmonic potential, 

𝑈angles = ∑ 𝐷7(𝛼7 − 𝛼7W)(angles	7                                (2.20) 

where 𝐷7 is the force constant, 𝛼7 is the actual angle and 𝛼7W is the corresponding 
ideal bond angle at equilibrium. It is notable that the angles subtended at an atom 
are not independent, which may lead to problems during the parameterisation. 

The dihedral angle, defined as the angle between the two planes 𝑎: − 𝑎( − 𝑎� 
and 𝑎( − 𝑎� − 𝑎A defined by four covalently connected atoms 𝑎: − 𝑎( − 𝑎� −
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𝑎A, describe the rotation around a bond. The potential energy is often expressed 
as 

𝑈dihedrals = ∑ ∑ 𝐸7Q�1 + cos	(𝑗𝜑7 + 𝛿Q)�Q9:diheddrals	7              (2.21) 

where 𝐸7Q is the force constant, 𝜑7 is the actual dihedral angle and 𝛿Q is a phase 
shift. In variance to the bond and angles, the rotation around a bond is periodic, 
i.e. a rotation of 360° brings the bond back to the starting point again; therefore, 
a trigonometric function is used. j is the periodicity of the function and typically 
periodicities up to 4 or 6 are allowed. 

To ensure planarity of conjugated groups and the correct stereochemistry of chiral 
centres, improper torsions are considered in many force fields. They can also be 
described by the angle between two planes 𝑎: − 𝑎( − 𝑎� and 𝑎� − 𝑎( − 𝑎A, but 
for four atoms that are not linearly connected (instead three of the atoms are 
typically covalently bound to the fourth). They can be treated in the same way as 
a dihedral angle, but some force fields instead employ a harmonic function. 

The fourth term is the Coulomb electrostatic interaction energy, expressed as 

𝑈el = ∑ ±I±P
ABCDCHIPpairs	7Q                                          (2.22) 

where 𝜀W is the permittivity of vacuum, 𝜀 is the dielectric constant of the medium 
(normally set to unity), 𝑞7 and 𝑞Q are the partial charges of the atoms and 𝑟7Q is 
the distance between them. The interaction between charged atoms is long-
ranged, large and diminishes with the inverse distance (𝑟J: ). A Coulombic 
energy term is quite crude, because it ignores electrostatic polarisation and 
models the charge distribution of the molecule by atomic point-charges, rather 
than the full electron density. 

The last term describes the Van der Waals interactions, for which a Lennard-
Jones potential is usually used: 

𝑈vdW = ∑ 4𝜀7Qpairs	7Q ³´IP
HIP
µ@ −

´IP
HIP
¶ ·                               (2.23) 

Here, 𝜀7Q is the minimum potential energy, 𝜎7Q is the distance between two atoms 
at which the potential energy is zero and 𝑟7Q	is the distance between two atoms. 
This interaction consists of two parts, dispersion and exchange repulsion. 
Dispersion arises from the instantaneous correlation between the electronic 
motions in two non-bonded atoms. It is always attractive. The exchange-
repulsion reflects the nuclear–nuclear repulsion, the electron–electron repulsion 
and the Pauli principle. It is strongly repulsive and dominates all the other 
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interactions at very short distances, thereby avoiding that the atoms clash into 
each other. Both the electrostatic and Van der Waals interactions are normally 
ignored for atoms that are connected by a covalent bond or are two bonds apart, 
whereas they are scaled down for atoms that are three bonds apart (because such 
interactions are described by the three bonded terms). 

All the parameters in the formulas above need to be determined before the method 
can be used. They can be obtained from experiments or from QM calculations. 
In this thesis, we employed the Amber ff14SB force field[26] for the protein, the 
general Amber force field (GAFF)[27] for small organic molecules and the TIP3P 
force field (transferable intermolecular potential with three interaction points) for 
water molecules[28]. Partial charges for new molecules and metal sites were 
obtained with the restrained electrostatic potential (RESP) method,[29] based on 
QM calculations. 

2.2.2. Molecular Dynamics Simulations 

Sometimes, it is of interest to know the dynamics of a molecular system, e.g. to 
sample possible configurations in order to estimate thermodynamic averages and 
free energies. This can be done by molecular dynamics (MD) simulations. 

In MD, the atomic motions are assumed to obey Newton’s equation of motion 
(i.e. classical mechanics). Since MD requires a large number of energy 
evaluations, the potential energy and the forces between the particles are usually 
calculated from a MM force field. The force is the negative of the gradient, i.e. 
the first derivation of the potential energy respect to the positions. Thus, for a 
given potential energy 𝑈, the force is 

𝐹(𝑥(𝑡)) = −»¼(^(½))
»^(½)

                                      (2.24) 

where 𝑥(𝑡)  is the position at time 𝑡 . According to Newton’s second law of 
motion, we have 

𝐹 = 𝑚𝑎(𝑡) = 𝑚»¾(½)
»½

= 𝑚 »@^(½)
»½

                           (2.25) 

where 𝑚 is the particle, 𝑣(𝑡) is the velocity and	𝑎(𝑡) is the acceleration at time 
𝑡. 

The coordinate of a particle at time 𝑡 can be expressed as a Taylor expansion, 

𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + 𝑣(𝑡)∆𝑡 + À(½)
(~

∆𝑡(+…                 (2.26) 
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therefore, 

𝑥(𝑡 + ∆𝑡) ≈ 𝑥(𝑡) + 𝑣(𝑡)∆𝑡                                (2.27) 

Similarly, we could also get 

𝑣(𝑡 + ∆𝑡) ≈ 𝑣(𝑡) + 𝑎(𝑡)∆𝑡                                 (2.28) 

Thus, based on 𝑥(𝑡) , 𝑣(𝑡)  and 𝐹(𝑡)  at time 𝑡 , we can use Eqns. 2.25–28 to 
predict and move the particles to new positions 𝑥(𝑡 + ∆𝑡)  and update the 
velocities to 𝑣(𝑡 + ∆𝑡) at time t + ∆𝑡. Since the potential energy of the system 
depends on the coordinates, a new set of forces and accelerations can then be 
derived by Eqns. 2.24 and 2.25. This can be repeated a large number of times, 
giving the time evolution of the molecular system, called trajectories. The same 
method is in principle used when calculating the trajectories of missiles or the 
movement of celestial objects. 

In a real experiment measuring some properties, the properties are measured by 
some instruments during a certain time. To avoid statistical errors, the properties 
are averaged values over the time of measurement. The longer the average, the 
more accurate will the results be. A similar approach is applied with MD 
simulations. First, we assign initial velocities 𝑣(𝑡)  and positions 𝑥(𝑡)  to all 
particles in the studied system. Then we solve Newton’s equation of motion until 
the properties of the system no longer change with time (i.e. until they have 
reached an equilibration). A simplified procedure is depicted in Scheme 2.1. 
Many other algorithms for MD than those in Eqn. 2.27–28 have been developed 
with slightly improved properties.[30] 

The time step ∆t needs to be smaller than the fastest atomic movement in the 
system and it is normally ~0.5 fs for a molecular system. The fastest movements 
are the bond vibrations involving hydrogen atoms. Since these are not normally 
interesting, it is common to constrain all bonds involving hydrogen atoms to their 
equilibrium values using the SHAKE algorithm.[31] Then, the time step can be 
increased to 2 fs. This does normally not affect the dynamics of the system, in 
contrast to constraints of angles and dihedrals.  

In this thesis, MD simulations have been used to equilibrate atoms added to the 
crystal structure of nitrogenase (hydrogen atoms and solvation water molecules). 
MD has also been used to evaluate which protonation state of various protein 
residues reproduce the crystal structure best and to calculate protonation free 
energies in Paper I. 
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Scheme 2.1. A simplified MD scheme. 
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Scheme 2.1. A simplified MD scheme. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Assign the initial positions !(#) and velocities %(#);  
set the initial time to zero; choose ∆#  

Update the forces '(# + ∆#) = −+,(# + ∆#) +!(# + ∆#)⁄  
and the acceleration .(# + ∆#) = '(# + ∆#) /⁄  

 

Predict the particles’ next positions !(# + ∆#) and 
velocities %(# + ∆#) 

 

Move time forward by ∆# 

Repeat until the desired simulation time is reached 
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2.3. QM/MM 

The combined QM and MM (QM/MM) method is an approach that is intended 
to combine the accuracy of QM calculations and the speed of MM calculations. 
For biomacromolcules like proteins, a small but interesting region (e.g. the active 
site) is modelled by QM calculations, whereas the rest of the protein is modelled 
by MM calculations.[32][33,34] In a typical QM/MM application, the system is 
usually divided into three subsystems, as shown in Figure 2.1. System 1 contains 
the atoms of prime interest (10–300 atoms) and it is represented by a wave 
function. System 2 consists of all atoms (from both the macromolecule and water) 
within 6–16 Å of any atom in system 1 (1000–10000 atoms) and is optimised by 
MM methods in each iteration of the geometry optimisation of system 1. System 
3 includes the rest of the simulated system, typically including a significant 
amount of solvating water molecules and is also treated by MM methods. All 
atoms in this system are kept fixed in their starting coordinates, which typically 
are taken from a crystal structure.  

 

Figure 2.1: The systems in a QM/MM calculation: system 1 (shown as space-filling spheres in magenta), system 2 
(sticks in cyan) and system 3 ( rest of the protein in yellow and water in blue).   

A simple energy function for a QM/MM approach is given by  

𝐸QM/MM = 𝐸ÂÃ: + 𝐸ÃÃ:(� − 𝐸ÃÃ:  (2.29)  
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where 𝐸ÂÃ: is the energy of the system 1, calculated by a QM method, 𝐸ÃÃ:(� 
is the energy of the total system calculated by MM and the last term, 𝐸ÃÃ:, is the 
MM energy of system 1. 𝐸ÃÃ: is needed to avoid double-counting of the energy 
of system 1. In this expression, all interactions between systems 1 and 2 are 
treated by the MM calculations. Therefore, no polarisation is considered, except 
within system 1. This approach is called mechanical embedding.  

In our work, we used a more sophisticated approach, called electrostatic 
embedding. In this, all electrostatic interactions between the QM and MM regions 
are treated in the QM calculations. The energy formula is then expressed as 

𝐸QM/MM = 𝐸ÂÃ:ÄÅÆÇÈ(� + 𝐸ÃÃ:(�,q1=0	 − 𝐸ÃÃ:,q1=0            (2.30) 

Here, system 1 is still represented by a wave function in the QM calculation, 
𝐸ÂÃ:ÄÅÆÇÈ(�, but all atoms in systems 2 and 3 are represented by an array of 
partial point charges, one for each atom, taken from MM setup. Thereby, the 
polarisation of the QM system by the surroundings is included in a self-consistent 
manner. In the MM calculations (𝐸ÃÃ:(�,q1=0	 and 𝐸ÃÃ:,q1=0), the electrostatic 
interactions involving system 1 are then turned off by zeroing the charge of QM 
region (to avoid double counting). This is normally considered as a more accurate 
approach, but the lack of polarisation of the MM system might lead to some 
overpolarisation of the QM system. 

When there is a bond between systems 1 and 2 (a junction), a special treatment 
is needed, because QM calculations do not allow unfilled valences.[33] We have 
used the hydrogen link-atom approach: The QM system was capped with 
hydrogen atoms (hydrogen link atoms, HL), the positions of which are linearly 
related to the corresponding carbon atoms (carbon link atoms, CL) in the full 
system.[35,36]  All atoms were included in the point-charge model, except the CL 
atoms.[37] Therefore, the employed energy function is:  

 𝐸QM/MM = 𝐸QM1+ptch23HL + 𝐸MM123,q1=0
CL − 𝐸MM1,q1=0

HL               (2.31) 

where 𝐸QM1+ptch23
HL  is the QM energy of the QM system truncated by HL atoms 

and embedded in the set of point charges modelling systems 2 and 3. 𝐸ÃÃ:,Ð:9WÑÒ  
is the MM energy of the QM system, still truncated by HL atoms, but without 
any electrostatic interactions. Finally, 𝐸ÃÃ:(�,Ð:9WÓÒ  is the classical energy of all 
atoms in the system with CL atoms and with the charges of the QM region set to 
zero. There are other methods to treat junctions, e.g. the local self-consistent field 
[35] and the generalised hybrid orbitals approaches.[38]  

QM/MM has been our main method, used in all my publications I–X. The reason 
for this is that it includes explicitly the entire protein in the calculations. Thereby, 
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the risk of biasing the results by the choice of the QM system is strongly reduced. 
The alternative is to use QM-cluster calculations, in which only a rather small 
QM system (100–300 atoms) is considered, whereas the remaining protein and 
solvent is modelled by a continuum-solvation model.[39] Restrictions in the 
geometry caused by the surrounding protein is normally modelled by keeping 
some atoms fixed, where bonds have been broken (but there is no model of the 
bulk of the protein surrounding the cluster). Test calculations have shown that 
QM/MM calculations converge faster than QM-cluster calculations with respect 
to the size of the QM system.[37,40–44] QM/MM also gives more reliable 
geometries.[41]  
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2.4. Crystallography 

Atomistic models of proteins are essential tools for scientists to understand the 
function of proteins and to reveal the molecular details of life. The atomic 
structures of a protein can be determined by several methods, e.g. nuclear 
magnetic resonance (NMR), X-ray crystallography, neutron crystallography and 
cryo-electron microscopy. Almost all the published protein structures are 
deposited in the Protein Data Bank (PDB)[45] (https://www.rcsb.org) and to date, 
over 89% of the released structures are from X-ray crystallography experiments.  

Protein crystallographic structure determination is a complicated process that 
involves several steps: growing crystals, recording diffraction patterns, 
processing data, obtaining the phases, model building, refinement and model 
validation.[46] 

Growing crystals: Under certain circumstances, many proteins can form crystals. 
The resulting crystal is composed of highly ordered molecules, which can be 
imagined as an effective translational repetition of many identical unit cells. 
Within the unit cell, the asymmetric unit is the smallest volume element that 
contains the complete structural information of the protein. The growth of 
crystals requires highly purified protein and it is often a bottleneck in X-ray 
crystallography to find conditions under which the protein produces crystals of a 
sufficient quality. 

Recording diffraction patterns: Once a crystal is obtained, it is exposed to an X-
ray source and an X-ray detector is used to collect the scattered data. Nowadays, 
this is often done at a synchrotron, which produces powerful of X-rays. The X-
rays interact with the crystal in a particular way, determined by the positions of 
the atoms and this phenomenon is known as diffraction. The diffracted X-rays 
form spots that are recorded by the detector and their intensities contain structural 
information about the protein. For each diffraction spot the diffracted rays satisfy 
Bragg’s law, 

2𝑑ÔÕ�𝑠𝑖𝑛𝜃 = 𝑛𝜆                                         (2.32) 

where 𝑑ÔÕ�  is the interplanar spacing (ℎ , 𝑘 , and 𝑙  are the Miller indices, 
specifying a certain reflection), 𝜃 is the angle between the plane and the incident 
X-ray, 𝜆 is the wavelength of the X-ray and 𝑛 is an integer, representing the order 
of reflection. The intensities of the reflections on the detector depend on the 
distribution of electron density in the unit cell. After the X-ray data collection, 
the spots are associated with Miller indices in a process called indexing.  

Processing data: The reflection with indices ℎ𝑘𝑙 can be described as a structure 
factor, 𝐹ÔÕ� .[46] It is a three-dimensional periodic function that involves two 



35 

parameters, amplitude |𝐹ÔÕ�| and phase (𝛼ÔÕ�). The amplitude is proportional to 
the square root of the intensity 𝐼ÔÕ� of reflection ℎ𝑘𝑙 and can therefore be directly 
obtained from the measured reflection intensities. However, the phase of a 𝐹ÔÕ� 
cannot be directly obtained through the X-ray scattering experiment.  

On the other hand, the structure factor can be written as a sum of terms that 
describe the contribution from each atom in the unit cell to the reflection 𝐹ÔÕ�, 

  𝐹ÔÕ� = ∑ 𝑓Q𝑒(B7(Ô^PÄÕ_PÄ�`P)?
Q9:                            (2.33) 

where 𝑛 is the number of atoms in the unit cell, 𝑥Q , 𝑦Q, and 𝑧Q  are the Cartesian 
coordinates of atom 𝑗, whereas ℎ, 𝑘 and 𝑙 are the Miller indices and 𝑖 = √−1 . 𝑓Q  
is the scattering factor of atom 𝑗. It depends on the element and the formal charge 
(number of electrons) and it is normally obtained by treating the atom as a sphere 
of electron density. This describes a method to obtain calculated amplitudes and 
phases if you have an atomic model of the protein.  

Alternatively, 𝐹ÔÕ� could also be obtained from the electron density in the unit 
cell 

𝐹ÔÕ� = ∫ 𝜌(𝑥, 𝑦, 𝑧)Ý 𝑒(B7(Ô^PÄÕ_PÄ�`P)𝑑𝑉                 (2.34) 

where 𝑉 is the volume of the unit cell, 𝜌(𝑥, 𝑦, 𝑧) is the electron density at position 
(𝑥, 𝑦, 𝑧). Owing to the reversibility of a Fourier transform, the electron density 
could also be written as a Fourier sum and depicted as a function of 𝐹ÔÕ�, 

 𝜌(𝑥, 𝑦, 𝑧) = :
Ý
∑ ∑ ∑ |𝐹ÔÕ�|�ÕÔ 𝑒J(B7(Ô^ÄÕ_Ä�`)Ä7�Þßà        (2.35) 

where |𝐹ÔÕ�|  is the amplitude and 𝛼ÔÕ�  is the phase. The aim of X-ray 
crystallography is to calculate	𝜌(𝑥, 𝑦, 𝑧) and build an atomic model of the protein 
into it. The prime problem is that for a new structure the phases are unknown.  

Obtaining the phases: There are several ways to deal with this phase 
problem.[46] If there are already crystal structures of this protein (e.g. with 
different ligands) or of a similar protein, that structure can be used as an initial 
model of the protein in this structure (possibly after translation and rotation; 
called molecular replacement) and initial phases can be calculated from Eqn. 2.33 
and used in Eqn. 2.35 to calculate the electron density. If there are no previous 
structures, other methods need to be used, e.g. isomorphous replacement with 
heavy-atom derivatives or anomalous scattering. Initial phases are typically 
incomplete and inaccurate, but enough to build an initial model, which then can 
be iteratively improved and used to calculate improved phases by Eqn. 2.33 
Consequently, the phases and the electron density are biased by this initial model. 
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In crystallography, a resolution of 2 Å means that the analysis takes into account 
reflections out to 1/2 Å–1 from the centre of diffraction pattern in the reciprocal 
lattice. It refers to the amount of data used in the structure determination. A model 
refined to high resolution provides more detailed structural information than a 
low-resolution structure, as can be seen in Figure 2.2. 

a                           

b                      

Figure 2.2: 2mFo – DFc electron-density maps of two nitrogenase crystal structures at resolutions of a) 2.1 Å, 6CDK 
[47] and b) 1.0 Å, 3U7Q[48]. Both maps are contoured at the 3 s level. 

Model building and refinement: Once the phases are determined, 
crystallographic software can calculate an electron density map from the 
experimental data, into which an atomic model can be built. Since the phases are 
rough estimates from molecular replacement, heavy-atom derivatives or 
anomalous scattering, the first map may be relatively uninformative. The quality 
of the map is then improved by an iterative process of crystallographic refinement 



37 

and model building.[46] The aim of the refinement is to produce a molecular model 
that optimises the agreement with the original reflection intensities.  

In practice, the atomic model contains more parameters than the atomic 
coordinates. In particular, a typical model includes also atomic displacement 
parameters (ADPs; also called B-factors) and occupancies, which reflect the 
thermal and static disorder of the structure. With these, Eqn. 2.33 becomes  

𝐹á = 𝐺 ⋅ ∑ 𝑛Q𝑓Q𝑒(B7(Ô^PÄÕ_PÄ�`P) ∙Q 𝑒JYP[(å7?æ) ç⁄ ]@         (2.36) 

where 𝐵Q  is the atomic displacement parameter of each atom, describing the 
fluctuation of the atoms around their equilibrium positions specified in the model. 
𝑛Q  is the occupancy of each atom, another parameter included in the refinement. 
For most atoms, it is unity, indicating that it has only a single conformation. 
However, some groups may exhibit disorder and therefore several conformations, 
which each has 𝑛Q < 1. 

Many graphical software are available to support the model building, e.g. Coot 
and Pymol. Several maps are used to support the model building, but the two 
most common are the 𝐹ê − 𝐹á and 2𝐹ê − 𝐹á maps. They are calculated as follows 

𝜌(𝑥, 𝑦, 𝑧) = :
Ý
∑ ∑ ∑ (|𝐹ê| − |𝐹á|)�ÕÔ 𝑒J(B7(Ô^ÄÕ_Ä�`)Ä7�Þßà            (2.37) 

               𝜌(𝑥, 𝑦, 𝑧) = :
Ý
∑ ∑ ∑ (2	|𝐹ê| − |𝐹á|)�ÕÔ 𝑒J(B7(Ô^ÄÕ_Ä�`)Ä7�Þßà        (2.38) 

where |𝐹ê|and |𝐹á|are the observed (experimentally measured) and the calculated 
structure factor amplitudes based on the current model, respectively. The      
2𝐹ê − 𝐹á map is similar to the net electron density map in Eqn. 2.35, but the 𝐹á 
term somewhat reduces the bias from the phases obtained from the current model. 
In a proper structure, all atoms in the model should be within the density of the 
2𝐹ê − 𝐹á map (within the precision of the density). 

The 𝐹ê − 𝐹á  (difference) map subtracts the observed and calculated density, 
giving rise to both positive and negative densities. Positive densities (typically 
shown by green in maps) implies that the contributions to the electron density 
from the observed data are larger than that from the current model, which 
indicates that the model does not contain enough electron density at that region. 
Negative densities (typically shown by red in maps) implies that there is too much 
density in current model than suggested by the experiment. At the end of the 
refinement, the 𝐹ê − 𝐹á  map should be almost featureless and any significant 
features (> 3s) indicate errors in the model. In practice the map coefficients are 
also weighted by maximum likelihood factors.[49] 
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Model validation: The quality of the final model can be evaluated by many 
indicators.[46] Here, I describe two important criteria used in my thesis (besides 
the difference density maps). 

The 𝑅 -factor is a global quality metric (i.e. it depends on the complete 
structure).[46] It monitors the agreement between the measured structure factor 
amplitudes |𝐹ê| and the amplitudes |𝐹á|	calculated from the current model. The 
R-factor is expressed as 

𝑅 = ∑O|Àë|J|Àì|O
∑|Àë|

                                                 (2.39) 

If the observed and calculated amplitudes agree perfectly, 𝑅 = 0 . However, 
protein structures typically give R values between 0.1 and 0.3,  and they depend 
also on the resolution of the data (lower values for high resolutions). Normally 
two types of 𝑅-factors are given for each structure. One is 𝑅work, which is based 
on the entire reflection data and measures how well the current model can predict 
the entire set of data. The other is the free	𝑅-factor, 𝑅free.[50] It is calculated based 
on only a small fraction of the reflections (5–10%), which is randomly selected 
and not included in the refinement. It is used to make sure that the model is not 
overfitted. The difference between 𝑅free and 𝑅work is considered as a measure of 
the overfit and should be kept minimal. Adding more parameters to the model 
(e.g. anisotropic instead of isotropic ADPs) always improves 𝑅work but if 𝑅free is 
not also significantly improved, it is only an effect of overfitting (fitting noise).  

The real-space Z-difference (RSZD) score[51] is a local quality metric, used to 
judge whether a specific region of interest is correctly modelled (small changes 
in the structure have minimal influence on the R factors). It is based on the 𝐹ê −
𝐹á difference map and essentially indicates the largest positive or negative value 
in this map close to a certain atom or residue. Therefore, RSZD should be less 
than 3 for a good fit. 

2.4.1. Crystallographic Refinement 

Crystallographic refinement optimises the current model to improve the 
agreement with the observed reflection intensities.[46] This is done automatically 
by optimising an energy function of the form 

𝐸cryst = 𝑤A𝐸Xray + 𝐸MM                                    (2.40) 

where EXray is a penalty function that describes how well the model agrees with 
the experimental data. In principle, it could be any function that describes the 
difference between the current model and the experimental data, e.g. the R factor. 
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However, in practice, more sophisticated maximum-likelihood refinement target 
functions are used.[52,53] EMM is an empirical restraint function that contain terms 
for bond, angle, dihedral and non-bonded restraints.[54] In terms of computational 
chemistry, it is an MM energy function, although it is often based on statistical 
evaluation of a large number of crystal structures, rather than being energy based, 
as normal MM functions. wA is a weight factor, which is necessary because EMM 
and EXray do not have the same units. It determines the relative importance of the 
crystallographic raw data and the MM force field for the final structure. The 
reason why the MM term is employed is that the crystallographic data is normally 
not accurate enough to give the exact position of all atoms. Therefore, the MM 
term is used to ensure that the final structure makes chemical sense, i.e. that it has 
proper bond lengths and angles and that conjugated groups are planar. Moreover, 
the non-bonded term ensures that atoms do not come too close. The refinement 
takes the form of a minimisation or simulated annealing calculation by MD. 
Today, refinement could be performed in many crystallographic software 
packages, e.g. Phenix, CNS, Refmac and SHELX,[55–57] which greatly eliminate 
the manual labour of the refinement. 

2.4.2. Quantum Refinement 

Quantum refinement is a method that combines crystallographic refinement and 
QM/MM calculations. As described above, standard crystallographic refinement 
takes chemical information of the protein into account by adding restraints, 
represented by MM force field. In quantum refinement, the MM restraints for a 
small region of particular interest in the protein are replaced by more accurate 
QM calculations.[58,59] This is especially important when we deal with unusual 
ligands (e.g. substrates or inhibitors) and metal sites, for which no geometry 
restraints or MM force field is available. Quantum refinement is described by the 
energy function 

𝐸Cqx = 𝑤A𝐸Xray + 𝐸MM12 + 𝑤QM𝐸QM1 − 𝐸MM1              (2.41) 

Compared to Eqn. 2.40, quantum chemistry is introduced by replacing the MM 
potential for a small region of the protein (called system 1) by a QM calculation 
(in analogy to QM/MM calculations), yielding a QM energy for system 1, 𝐸QM1. 
To avoid double counting, the MM energy of system,	𝐸MM1 must be subtracted 
from the MM energy of the entire protein, 𝐸MM12 . Thereby, we introduce an 
accurate energy function for the system of interest, which can greatly improve 
the geometries. The factor 𝑤QM  is another weight that is needed because the 
crystallographic MM force field is based on a statistical analysis of crystal 
structures.[60] Therefore, the force constants are not energy-derived, as is the QM 
term, and are in arbitrary statistical units. Besides this factor, Eqn. 2.41 is 
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obtained by replacing EMM in Eqn. 2.40 by the QM/MM energy function in Eqn. 
2.29. 

Such an energy function is implemented in the software ComQum-X,[59] which 
combines the software Turbomole[61], for the QM calculations, and the 
crystallography and NMR system (CNS) software [62,63] for the crystallographic 
calculations. Minimal changes in CNS input files are made to write out data 
(energies, forces and coordinates) that can be combined by the corresponding QM 
data. The geometry optimisation of the QM system is performed by the optimiser 
in Turbomole.  

Crystallographic refinement is traditionally performed without any electrostatic 
interactions, because hydrogen atoms are not discerned in the structure and 
hydrogen atoms are key to electrostatics interactions, e.g. in hydrogen bonds. We 
have followed this custom and excluded electrostatics and hydrogen atoms from 
all crystallography and MM calculations (but they are of course included in the 
QM calculations). In analogy with the QM/MM calculations, the QM system is 
truncated by H atoms, employing the link-atom approach.[35,36]  
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3. Nitrogenase 

Nitrogen is an essential element, contained in most biomolecules essential to life, 
including all amino acids and the nucleotide components of DNA and RNA. 
Although this element is abundant in the atmosphere (78%) in the form of 
molecular nitrogen gas (N2), nitrogen is often a limiting element for organisms. 
The reason for this is that the triple bond in N2 is very strong, making it highly 
inert and hard to be metabolised. Therefore, it can only be used if it is in a reduced 
or oxidised form, like ammonia (NH3) or nitrate (NO3

–). The process of 
converting molecular nitrogen in the air into NH3 or related nitrogenous 
compounds, is called nitrogen fixation.[3,64] Nitrogen fixation occurs naturally in 
the air by lightning. However, only a rather small contribution to the fixed 
nitrogen is supplied through this process.  

Industrially, the most common method to produce NH3 is the Haber–Bosch 
process, which requires high temperature, high pressure and an iron catalyst.[64] 
The process was invented in 1909–1910 and it is one of the most important 
industrial processes today, consuming 1–2% of the world’s energy supplies and 
providing half of the total biologically available nitrogen on earth.[64] Thus, it is 
a major factor in the recent agricultural revolution and the human population 
explosion.[3]  

Biologically, the enzyme nitrogenase (EC 1.18/19.6.1) is the only family of 
enzymes that can catalyse the reduction of N2 to NH3.[1–3] Given that about half 
of the fixed nitrogen sustaining Earth’s organisms is formed through biological 
N2 fixation, there is a great interest in understanding how the enzyme nitrogenase 
accomplish this task.[3] Nitrogenase is present only in a few groups of bacteria 
and archaea.[1–3] However, several of these live in symbiosis with higher plants, 
such as legumes, rice, sugarcane and alder. The nitrogenase reaction is performed 
at ambient temperature and pressure. Still, the process is very energy demanding, 
consuming 16 molecules of ATP for each molecule of N2 fixed, according to the 
reaction: 

N2 + 8 e– + 8 H+ + 16 ATP ® 2 NH3 + H2 + 16 ADP + 16 Pi             (3.1) 

from which it can be seen that H2 is also produced by the reaction. 
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Nitrogenases have been extensively studied by experimental methods.[1–3,65,66] 
Several crystal structures of nitrogenases have been determined,[5,48,67–70] showing 
that the enzyme is comprised of two protein components. One is the MoFe protein  
(Figure 3.1a), a a2b2 heterotetramer that contains two iron–sulfur clusters: the 
MoFe7CS9 homocitrate iron–molybdenum (FeMo) cluster, believed to be the 
active site for substrate binding and reduction (Figure 3.2a), and the Fe8S7, P-
cluster (Figure 3.2b), presumed to mediate electron transfer. The other one is the 
Fe protein (depicted in Figure 3.1b), a homodimer that contains a Fe4S4 cluster 
and binding sites for two ATP molecules. The reduced Fe protein binds two 
molecules of ATP which in turn change its conformation, triggering the docking 
to the MoFe protein and the intramolecular and intermolecular electron transfer 
through Fe protein to FeMo cluster, via the P-cluster. Hydrolysis of ATP 
molecules triggers the disassociation of the Fe protein from MoFe protein. Then, 
a new reduced and ATP-loaded Fe protein may bind in next catalytic cycle. 
Molybdenum-dependent nitrogenase is the most widely studied enzyme, but in 
some variants of the enzyme, the Mo ion in FeMo cluster is replaced by vanadium 
or iron,[71] denoted V- or Fe-type nitrogenases. The Mo nitrogenase is the most 
active and has been studied extensively.[3]  

3.1. FeMo Cluster 

The FeMo cluster is believed to be the active site of nitrogenase, where dinitrogen 
is converted to bioavailable ammonia during the accumulation of eight electrons 
and protons, together with the obligatory formation of a H2 molecule.  

3.1.1. Atomic Structure 

A knowledge of the detailed atomic structure of the active site is fundamental to 
understand the chemistry of the complex enzyme. Owing to intensive work over 
the past years, remarkable structure details have been provided.[5,48,67–70] The first 
X-ray crystallographic structure of the MoFe protein of Mo-type nitrogenase 
from Azotobacter vinelandii, was determined by Rees and Kim in 1992 at 2.7 Å 
resolution.[68] In this structure, the FeMo cluster was described as 
MoFe7S9(homocitrate) with a central cavity surrounded by Fe and S ions. In 2002, 
a higher-resolution crystal structure (1.16 Å) was presented, which surprisingly 
showed a light atom, coordinated to six irons in the centre of the FeMo cluster.[69] 
The identity of this atom (C, N or O) was long debated and many scientists 
assumed it was a N3– ion. Almost 10 years later, Rees, Einsle and coworkers 
clarified that the previous assignment was not correct. Integrating electron 
density at the cluster centre, together with electron spin echo envelope 
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modulation (ESEEM) spectroscopies supplied evidence that the interstitial atom 
is C rather than N, based on an improved crystal structure at 1.0 Å resolution.[48] 
Simultaneously, DeBeer and coworkers performed X-ray emission spectroscopy 
(XES) studies and demonstrated that the presence of C atom fits the XES data 
best, confirmed also by theoretical studies.[65]  

a                  

b       

Figure 3.1: a) The nitrogenase MoFe protein from Azotobacter vinelandii (PDB code 3U7Q).[48] The structure is a 
dimer of heterodimers and the four subunits are shown in different colours. b) The complex between the Fe and 
MoFe proteins of nitrogenase (protein data bank (PDB) code: 1N2C).[72] The metal clusters are highlighted in a 
space-filling model.  
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a      b   

Figure 3.2: The atomic structure of a) FeMo the cluster and b) the P-cluster with atom and residue names from the 
3U7Q crystal structure.[48] 

Thereby, the basic molecular structure of the FeMo cluster is known, displayed 
in Figure 3.2a. It is a MoFe7CS9(homocitrate) cluster, connected to the enzyme 
by one cysteine (Cys) and one histidine (His) residue.  

3.1.2. Redox Properties 

Another fundamental property of the cluster, which is important for the 
understanding of its function and necessary for its computational modelling is the 
oxidation-state assignment of the metal ions and hence, the total charge of the 
cluster. The cluster has been extensively characterised by many experimental 
techniques such as electron paramagnetic resonance (EPR) spectroscopy, 
Mössbauer spectroscopy, enhanced nuclear double-resonance (ENDOR) 
spectroscopy and X-ray absorption spectroscopy (XAS). They have shown that 
the FeMo cluster is in a S = 3/2 spin state in the resting state, with three unpaired 
electrons.[3,73,74] The sulfide (S2–) and carbide ions (C4–) are normally assumed to 
be in their usual closed-shell –II and –IV oxidation states, respectively. The 
oxidation state of the molybdenum atom has been widely studied since the 
1970s.[15–20] It was originally assumed to be in the +IV oxidation state, i.e. the 
reduced state of most other Mo enzymes and three oxidation state-models were 
discussed: [2Fe2+:4Fe3+:Mo4+], [4Fe2+:2Fe3+:Mo4+] and [6Fe2+:1Fe3+:Mo4+].[78–80] 
However in 2014, it was shown that the Mo ion is be better described as Mo3+ 

with a non-Hund (­ ¯ ¯) electron configuration, identified by a combined 
experimental (XAS) and computational (time-dependent density functional 
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theory, TD-DFT) approach.[66] Thus, the three oxidation state models were 
adjusted to [1Fe2+:6Fe3+:Mo3+],  [3Fe2+:4Fe3+:Mo3+] and [5Fe2+:2Fe3+:Mo3+]. 
Soon afterwards, combined XAS and computational studies settled that three of 
the seven irons in the cluster are in the reduced state (Fe2+) with the remaining 
four irons in the oxidised state (Fe3+).[81] This settled the oxidation-state 
distribution, giving a total charge of –1 for the MoFe7CS9 core in the resting 
state.[82]  

3.1.3. Reaction Mechanism 

Much experimental evidence has identified the FeMo cluster as the place where 
the catalytic chemistry of nitrogenase occurs.[83] Even if the atomic and the 
electronic structure of the FeMo cluster is clarified, the detailed catalytic reaction 
mechanism of nitrogenase remains elusive. Based on kinetic studies, Thorneley 
and Lowe suggested that the N2 activation and reduction to NH3 can be described 
by a cycle involving nine catalytic intermediates E0–E8 differing in the number 
of electrons and protons delivered to the FeMo cluster.[84] This is called the 
Lowe–Thorneley kinetic scheme. A simplified model is displayed in Figure 3.3, 
showing that N2 cannot bind to the cluster until either the E3 or E4 state, i.e. after 
three or four electrons and protons have been added to the resting state E0. Most 
subsequent experimental and theoretical investigations have been based on this 
scheme. Recently, several of these intermediates have been trapped and 
spectroscopically characterised.[3] Of particular interest is E4, the Janus 
intermediate, which is believed to be the species that binds N2.  

 

Figure 3.3: A simplified Lowe–Thorneley scheme.[3,84] 

Despite extensive experimental investigations, the precise binding position for 
the substrate remains largely unknown. A large set of experimental MoFe protein 
residue mutations have been performed. These have shown that substitution of 
the a-subunit His-195 by glutamine (Gln) gives an inactive enzyme, indicating 
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that it is necessary for N2 reduction.[85,86] Moreover, Dean and coworkers have 
constructed mutations of a-subunit valine-70, leading to the conclusion that this 
residue imposes steric constraints for substrates accessing one of the three 4Fe4S 
faces, viz. the one involving Fe2, Fe3, Fe6 and Fe7 (the names of the Fe ions are 
taken from the crystal structure 3U7Q,[48] shown in Figure 3.2a).[83]. 
Consequently, most studies have assumed that this is the reactive face of the 
FeMo cluster.  

Intermediates formed during the reaction are very short-lived, making it hard to 
trap them and even harder to characterise them. Only recently, E1 was elucidated, 
showing that it contains a protonated sulfide ion that was identified as S2B, based 
on a computational study.[87] Likewise, the E4 state has been characterised by 
recent EPR and freeze-trapping experiments, significantly advancing our 
knowledge about the reaction mechanism.[1–3,65,66] The freeze-trapped E4 
intermediate, which is the central state in the Thorneley–Lowe scheme, should 
contain four protons. Hoffman and coworkers have proposed, based on the 
interpretation of high-resolution ENDOR and EPR spectroscopies that two of the 
protons are sulfide bond protons, whereas the other two are hydride bridges 
between two pairs of Fe ions.[3,88,89] With the help of DFT calculations, they 
derived a structure in which the two hydrides and the two protons bind on the 
same face of the cluster, viz, between the Fe2/6 and Fe3/7 pairs, as well as on the 
belt S2B and S5A ions, as shown in Figure 3.4. Moreover, they suggested that 
the binding of N2 and the first two protonations of N2 are accompanied by the 
reductive elimination of the two hydride bridges as a H2 molecule, which 
provides the thermodynamic driving force and facilitated the binding of N2, 
making the reaction thermoneutral.[3,90–92] This provides an attractive explanation 
to the compulsory formation of H2. 

 

Figure 3.4: The structure of the E4 state, proposed by Hoffman and coworkers[3,88,89] as obtained by our QM/MM 
geometry optimisations. The protons (show as green balls) bind to the S2B and S5A ions, whereas the hydride ions 
(also green balls) bridge the Fe2/6 and Fe3/7 pairs. 
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After the binding of N2, two reaction schemes for the formation of NH3 have been 
discussed. The first is the distal pathway, which was originally suggested by 
Chatt.[93,94] In this mechanism, one N atom of N2 is first protonated, so that the 
first NH3 leaves at the E5 stage, before the other N atom is protonated. It has 
gained support from inorganic model complexes.[95–97] However, it has been 
suggested to apply also for nitrogenase by several authors.[98,99] In the second 
mechanism, the protons are added alternatively to both N atoms, so that HNNH 
and H2NNH2 are intermediates and the first NH3 molecule does not dissociate 
until the E7 stage.[3,100] This alternating pathway is supported by the fact that 
nitrogenase can use hydrazine as a substrate and that hydrazine is released upon 
acid or base hydrolysis of the enzyme during turnover.[1,3,101,102] Moreover, it has 
been shown that N2, N2H2, CH3N2H and N2H4 all react via common intermediate 
and therefore share a common mechanism.[3,100] The two mechanisms are 
illustrated in Figure 3.5. 

 

Figure 3.5: The difference between the alternating and distal mechanism of the later part of the Lowe-Thorneley 
reaction scheme of nitrogenase.[3]   
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3.1.4. Previous Computational Studies 

Nitrogenase has also been extensively studied by computational 
methods.[3,66,98,103–114] Earlier studies were hampered by the fact that the central 
carbide ion in the FeMo cluster was not identified until 2014[5,48,65,69,70] and that 
the redox state of the cluster was not settled until 2017.[81,82,115] Moreover, many 
earlier studies did not involve the loading of the active site by four electrons and 
protons before the actual reaction could take place. However, even among the 
latest QM studies, there are no agreement among the reaction mechanism.  

For example, Nørskov and coworkers have proposed that dissociation of a doubly 
protonated S2B and the evolution of H2 precede the N2 reduction process, 
promoting the N2 activation on the exposed Fe sites of FeMo cluster.[98] 
Moreover, they suggested that N2 binds end-on to the cluster, with one N atom 
bridging two Fe ions. The first NH3 is formed via subsequent protonation steps 
of the distal N atom and it dissociates at the E5 level, before the second N atom 
starts to be protonated (i.e. a distal mechanism). The second NH3 molecule is 
formed at the E8 level, it dissociates and S2B binds again, completing the catalytic 
cycle.  

On the other hand, Dance has proposed a mechanism wherein the E4 state 
involves hydrogen atoms on Fe6, S2B and Fe2. The fourth proton is on S3B and 
he suggests that all protons are supplied from the solvent through this sulfide ion. 
In contrast to the end-on binding mode in the Nørskov mechanism,[98] Dance 
suggests that N2 binds side-on to the Fe6 and Fe2 ions and is protonated 
alternatively on the two N atoms.[104,116] More recently, he compared 11, 31, 33 
and 35 structures for E1, E2, E3 and E4 states and concluded the most stable 
structure for each state has protons on S2B, S2B–Fe6, S2B–Fe6–Fe2/6 and S2B–
Fe6–Fe2–Fe6 respectively.[116]  

Siegbahn has argued that it is energetically much more favourable if the protons 
bind to the central carbide ion than as hydride ions binding to the Fe ions. Thus, 
he has suggested that the most stable E4 structure should have one proton on a 
sulfide ion and three protons on the carbide ion, forming a CH3

– group, which 
moves out from the centre of the cluster, forming a cavity where N2 can 
subsequently bind and react.[105,117,118] In addition, he suggested that N2 binds 
side-on, bridging between two Fe ions after the cluster is reduced by in total six 
or eight electrons (i.e. that the resting E0 state is not involved in the reaction 
cycle).[117–119]  

McKee made DFT calculations on an extremely simplified model, with no 
ligands or surrounding residues included and with Fe instead of the Mo ion. Thus, 
the model included only 18 atoms.[106] In his proposed mechanism, the first four 
protons bind to S2B, S3B, the central carbide and as a hydride ion bridging 
between Fe6 and Fe7. However, the H2 elimination takes place from a metastable 
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state, in which the H atom on carbide ion shifts to bridging between Fe2 and Fe6. 
After the elimination of H2 (from the two bridging hydride ions), N2 binds 
terminally to the central carbide ion. The reaction then proceeds by a distal 
mechanism in which one N atom is first triply protonated until NH3 is formed and 
released. Subsequently, the other N atom is protonated.  

Adamo, Xu and Rao have suggested that the most stable E4 state has protons on 
S2B, S2A, S5A and the central carbide ion.[107] In the next step, N2 binds 
covalently to the central carbide ion, whereas the protons on S2A and C forms a 
H2 molecule that dissociates from the cluster. Their suggested mechanism 
involves the following intermediates: C–NNH, C–NNH2, C–NHNH2, C–
NH2NH2, release of the distal NH3, C–NH2 and C–NH3 (i.e. all reaction 
intermediates are covalently bound to the central carbide ion).  

Additional computational studies of nitrogenase have been presented,[4] but 
already from this short survey, it should be clear that there is not at all any 
computational consensus regarding the reaction mechanism of nitrogenase. 

3.1.5. Broken-Symmetry States 
The FeMo cluster comprises eight transition metals. Therefore, the electronic 
structure is complicated. In the resting state, it is known from EPR and Mössbauer 
spectroscopy that it is in a quartet spin state, S = 3/2, with three unpaired 
electrons. However, this state arises from the a coupling of high-spin Fe2+ and 
Fe3+ ions (with four or five unpaired electrons) and the unusual non-Hund state 
of Mo3+.[3,73,74] Such a complicated electronic structure requires an advanced 
multiconfigurational QM description.[120,121] Unfortunately, such studies are 
currently very demanding. Therefore, the great majority of computational studies 
of nitrogenase have employed density functional theory (DFT), using the broken-
symmetry (BS) approach developed by Noodleman and coworkers.[122] This 
approach employs separate wave functions for the electrons with a and b spin. 
In practice, this means that each of the seven Fe ions are modelled in their high-
spin state with either a surplus a (four Fe ions) or b (three Fe ions) spin and that 
they then couple antiferromagnetically to a lower net spin state.  

In 2001, Noodleman and coworkers presented a detailed DFT study of the FeMo 
cluster with C3 symmetry, showing that 10 BS states can be obtained for all the 
possible arrangements of a and b spins on the seven Fe irons.[112] These ten BS 
states are schematically depicted in Figure 3.6. However, recognition of the 
actual C1 symmetry of the cluster yields 35 BS states (7! (3! ∗ 4!)⁄ ).[123] In their 
first study, Noodleman and coworkers suggested that BS6 has the lowest energy 
and that the properties of this state fitted the X-ray structure and experimentally 
observed hyperfine spectra from Mössbauer and ENDOR spectroscopies better 
than other tested BS states.[112] However, these calculations were performed 
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without any central atom in the FeMo cluster. In 2007, they extended the study 
to models with a central atom (N, C or O) and found that BS7 state was 7 kcal/mol 
lower in energy than BS6.[124]  

BS7 was also found to be the ground state in calculations with an appreciably 
larger (225-atom) QM-cluster model[66] and it has been used in most recent QM 
studies of nitrogenase,[65,66,78,115,124,125] although some studies instead used the 
BS6[104,113] or BS2 states.[105] In calculations that automatically find the lowest BS 
state, either BS6 or BS7 was found to be the ground state, depending on the 
oxidation state of the cluster and the bound ligands (substrate and protons) during 
the reaction mechanism.[114] 

 

Figure 3.6: Nodlemann’s ten BS states of the FeMo cluster in nitrogenase.[112] 

For the spin state, Siegbahn suggested that the resting state modelled by a doublet 
BS2 state was lower in energy than that of a quartet state, which is in conflict 
with the experimental finding of a quartet state.[105] He used the singlet and 
doublet states for all other intermediates in the reaction mechanism (for which no 
experimental information is available), whereas Kästner and Blöchl reported 
higher spin states (triplets–sextets) for all their intermediates.[114] 

In our calculations, we have thoroughly studied the energies of the various BS 
states. We usually obtained a starting wave function by first optimising the all-
high-spin (HS) state, with all 35 unpaired electrons aligned in the same direction. 
Then, we changed the a and b occupation number to get a desired total spin 
state.[112] This typically gave one BS state. Other BS states were obtained by 
simply swapping the coordinates of the Fe ions.[126] In some cases, we instead use 
fragment approach by Szilagyi and Winslow to obtain a proper starting state.[127] 
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3.2. P-cluster 

3.2.1. Atomic Structure and Redox Properties 

As already mentioned, nitrogenase contains another iron–sulfur cluster besides 
the FeMo cluster, viz. the P-cluster. It is localised in the MoFe protein at the 
interface between the two subunits. Crystallographic studies have shown that it 
is a Fe8S7Cys6 cluster.[5,48,67] In the reduced resting state, it is essentially 
composed of two [4Fe-4S] cubane clusters, which share one sulfide ion (called 
S1; the naming of atoms and protein residues is taken from crystal structure of 
nitrogenase from Azotobacter vinelandii[48]), which coordinates to six Fe ions 
(Figure 3.7a). Two of the Cys ligands also bridge two pairs of Fe ions from two 
cubane subunits. Thereby, all the eight Fe ions have three sulfide ligands and one 
Cys ligand each. 

Interestingly, the resting state of the P-cluster in nitrogenase is in the fully 
reduced Fe(II)8 state (PN). This is in sharp contrast to the [2Fe-2S] ferredoxins, 
which employ the Fe(II)Fe(III) and Fe(III)2 states, and the [4Fe-4S] ferredoxins 
and high-potential iron proteins, which employ the Fe(II)3Fe(III), Fe(II)2Fe(III)2 
and Fe(II)Fe(III)3 states.[128] The P-cluster also employs the one-electron oxidised 
state (P1+) and perhaps also the two-electron oxidised state (P2+), whereas the 
three-electron oxidised state (P3+) is most likely not involved in catalysis.[129–131] 
More oxidised states have also been observed, but they are irreversible.[130] 

The oxidised states show conspicuous changes in the geometry of the P-cluster. 
In P2+, for which an accurate crystal structure exists (Figure 3.7b),[48] the 
backbone N atom of Cys-C88 coordinates to Fe5 and the side-chain O atom of 
Ser-D188 coordinates to Fe6. This is accomplished by 1.3–1.4 Å movements of 
these two Fe ions, whereas all the other atoms in the P-cluster essentially remain 
in the same position. Thereby, the S1–Fe5 and S1–Fe6 bonds are cleaved and are 
replaced by the new Fe5–N and Fe6–O bonds. Consequently, all the Fe ions in 
the P-cluster remain four-coordinated, but one corner in the Fe5–Fe6–Fe7–Fe8 
subcluster is lost and the structure becomes more distorted. It is notable that Ser-
D188 is not strictly conserved among nitrogenases, but those that miss this 
residue has a tyrosine at position 189 that may also coordinate to the P-cluster.[132] 

The structure of the P1+ state has been more controversial, but in 2018 a crystal 
structure of nitrogenase was published that was suggested to show the P-cluster 
in the P1+ state.[47] The structure was intermediate between the PN and the P2+ 
states: It contains the Fe6–O bond with Ser-D188, but not the Fe5–N bond. 
Instead, Fe5 still binds to S1. Thereby, the second cubane is somewhat less 
distorted, as can be seen in Figure 3.7c. 
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a                            

b                            

c                             

Figure 3.7: Redox-dependent conformational changes of the P-cluster. Shown are the (a) PN resting state, (b) the 
P2+ doubly oxidised state and c) the P1+ partly oxidised state. In b) the residue and atom names are indicated. a) 
and b) are derived from the 1.0 Å-resolution crystal structure of the nitrogenase from Azotobacter vinelandii (PDB 
code 3U7Q[48]), whereas c) comes from the 2.1-Å structure from the same organism (PDB code 6CDK)[47].  

The coordination of the backbone N atom of Cys-C88 clearly requires that this 
atom is deprotonated (otherwise, the proton would interfere with the binding). 
For the side-chain O atom of Ser-D188, the situation is less clear: Both a 
protonated and a deprotonated alcohol can coordinate to Fe, but it is expected that 
the pKa of the alcohol is significantly lowered. It is also possible that the two 
groups are deprotonated both when coordinated and when it does not bind to the 
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metal. Experimentally, it has been observed that that the P2+/P1+ conversion is 
pH-dependent.[133,134] However no pH dependence was found for the P1+/PN 
couple. This has complicated the interpretation of the structures of the P-cluster. 

3.2.2. Electron-Transfer Reactions 

The function of the P-cluster is to mediate electrons between the [4Fe-4S] cluster 
in the Fe protein and the catalytic FeMo cluster in the MoFe protein. In the crystal 
structure of the complex of the Fe and MoFe proteins,[72] the P-cluster is located 
in between the other two clusters, with a distance of ~14 Å to both (Figure 3.1b). 

Several redox potentials of the P-cluster have been measured. Interestingly, the 
P1+/PN and P2+/P1+ potentials are identical, –309 mV.[2] However, the potential is 
significantly lowered when the Fe protein docks, especially when loaded with 
ATP, P2+/P1+ to –430 mV and P1+/PN to below –550 mV.[2]  

The electron transfer in the nitrogenase complex has been suggested to follow a 
deficit–spending model,[135] in which the electron is first delivered from the P-
cluster to the FeMo cluster in a slow step. Then, the P-cluster is rapidly reduced 
by the cubane in the Fe protein. The Fe protein docks to the MoFe protein only 
when reduced and loaded by two molecules of ATP. It is the only protein that can 
deliver electrons to the MoFe protein. After electron delivery, the two ATP 
molecules are hydrolysed to ADP, after which the Fe protein dissociates. The 
latter dissociation is the rate-limiting step of the nitrogenase reaction. This 
process has to be repeated eight times during the reduction of one N2 molecule to 
two molecules of ammonia.  

In such a mechanism, only the PN and P1+ oxidation states of the P-cluster are 
involved. It is then unclear how a single redox couple of the P-cluster with a 
constant redox potential can provide electrons to the FeMo cluster in all eight E0–
E7 states, with a large variation of the redox level and bound ligands. An attractive 
explanation is that also the FeMo cluster alternates between only two redox 
levels.[3,136] When the first electron and proton are taken up during the E0®E1 
transition, the cluster is reduced from the Fe(II)3Fe(III)4 state to the Fe(II)4Fe(III)3 
state and the proton binds to a sulfide ion (Mo always remains in the Mo(III) 
state). However, when the next electron and proton are delivered during the 
E1®E2 transition, the proton binds to one or two Fe ions (probably the Fe2/6 pair) 
in the form of a hydride ion. This means that it takes up two electrons, so that the 
FeMo cluster in the E2 state is back to the Fe(II)3Fe(III)4 redox level. The same 
procedure is repeated in the E2®E3®E4 transitions: The first proton binds to a 
sulfide ion, whereas the second binds as a bridging hydride ion, giving 
Fe(II)3Fe(III)4 ® Fe(II)4Fe(III)3 ® Fe(II)3Fe(III)4 transitions, i.e. oscillations 
forth and back between only two redox states. 
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However, what is then the relevance of the P2+ state, which is so stable that it is 
observed in crystal structures?[48] Owens et al. have shown that the coordination 
of the P-cluster by a backbone amide N atom and a hard O-based amino acid 
ligand is highly conserved among nitrogenases from different organisms.[132] 
Rupink and coworkers have proposed that the P-cluster may act as two coupled 
[Fe4S4] clusters, each capable of donating one electron to the FeMo cluster.[131] 
This might be relevant in later stages of the nitrogenase reaction. 

3.2.3. Electronic Structure 

Like the FeMo cluster, P-cluster has a complicated electronic structure. The 
individual Fe ions each are in the high-spin Fe(II) or Fe(III) state, but they then 
couple antiferromagnetically to a lower net spin state. The two cubane subclusters 
are often considered to couple independently.[137] As for the FeMo cluster, such 
electronic structures are in DFT treated by the broken-symmetry approach (BS). 
Chan and coworkers have presented more correct density matrix renormalisation 
group complete active-space calculations, showing a much larger number of 
possible states.[138] 

Experimentally, the net spin state of the P-cluster is known for the four most 
reduced redox states:[137,139] PN is a diamagnetic singlet (S = 0), P2+ has either S = 
3 or 4 (Mouesca et al. has argued for the latter state[137]), whereas the P1+ is a 
physical mixture of S = 1/2 and 5/2 states and P3+ is a physical mixture of S = 1/2 
and 7/2 states. For the PN state, Mouesca et al. suggested that each subcluster has 
a vanishing net spin, which can be obtained by two Fe ions with a spin and two 
with b spin. For each subcluster, such a state can be found in 6 different ways, 
giving 36 possible BS states for the full P-cluster. However, only 18 of these are 
distinct, because the selection of a and b spin is arbitrary. Such states are also 
possible for the S = 1/2 P1+ state and there all 36 BS states are distinct. 

On the other hand, it has been observed that the fully reduced [4Fe-4S] clusters 
are in the S = 4 state.[140,141] Such a state can be obtained with three Fe ions with 
a spin and only one with b spin. Combining two such states with opposite spin 
would give the S = 0 state for the P-cluster and they give rise to 4 ´ 4 = 16 
different BS states. The study by Chan and coworkers suggested such a state for 
the P-cluster.[138] 

The states with higher values of S can be obtained by assuming that only one Fe 
ion has b spin in one subcluster and two in the other, although this requires that 
one of the Fe ions is in the intermediate spin state. Such BS states can be obtained 
in 2 ´ 4 ´ 6 = 48 different ways. In Paper VIII, we investigated which of all these 
BS states is most stable for each of the four redox states of the P-cluster. 

 



55 

4. Summary of the Articles 

This thesis is based on ten publications, Papers I–X. Below, I will summarise 
each of them, discussing the aim, the methods used and the main results. All 
papers are about nitrogenase, but Papers II–VII deal with the FeMo cluster, 
whereas Papers VIII and IX deal instead with the P-cluster. All publications 
employ QM/MM calculations, but Papers I, III and VIII–X involve quantum-
refinement calculations as an important ingredient. In Paper IX, we even make a 
method development to extend this approach to treat proteins with disorder in the 
QM system. In Paper I, we use MD simulations, as well as several special QM 
free-energy methods[39,142,143] to decide the most stable protonation states of some 
key residues close to the FeMo cluster.  
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4.1. Paper I 

Almost all previous QM studies on nitrogenase were performed with QM-cluster 
calculations, which ignore the surrounding protein or model it as a featureless 
continuum solvent.[4,66,105,107,112] We think that there is a large risk that such 
calculations are inaccurate, because they ignore the electrostatic influence from 
the protein and the cluster may allow a too large flexibility. Therefore, we chose 
to instead use the QM/MM approach, which includes the full protein and a 
significant layer of solvating water molecules in the calculations. However, such 
calculations are much more demanding to set up than QM-cluster calculations, 
because the entire protein is included in atomic detail. Knowing that all the 
subsequent calculations would use this model and also that all previous QM 
studies have given conflicting results, we spent unusually much time and effort 
to set up the calculations.  

First, we had to decide how much of this large protein should be included in the 
model. A direct look at the crystal structure (Figure 3.1a) shows that the four 
subunits are closely intertwined (for example, the P-cluster is at the interface 
between subunits A and B or C and D), indicating that there is no natural way to 
reduce the model. Therefore, we decided to include the complete tetramer in the 
model. Thereby, we also get a more realistic model (a truncated model will 
always replace some parts of the protein with solvent). 

Second, we needed to settle the protonation state of all residues in the protein, 
because the electrostatics dominates the intermolecular interactions in proteins 
(protonation changes he charge of the residue) and the protonation states also 
affect hydrogen bonds. Initial protonation states of all the residues were 
determined from a detailed study of the hydrogen-bond pattern and the solvent 
accessibility. It was checked by the PROPKA[144] and Maestro[145] software. For 
most of the 2000 residues in nitrogenase, the protonation state is evident from the 
crystal structure or the residue is so far away from the active site that it is unlikely 
to significantly affect the results. However, in a few cases, residues close to the 
FeMo cluster or the P-cluster had uncertain protonation states. Therefore, we 
studied the protonation states of eight protein residues, including four His 
residues (His-195, 274, 362 and 451), three Glu residues (Glu-153, 380 and 440) 
and one Asp residue (Asp-445). These residues are shown in Figure 4.1.  

This was done by running MD simulations of different possible protonation 
states. Then, we tried to decide the best protonation state by comparing the 
hydrogen-bond pattern with heavy-atom distances in the crystal structure, as well 
as the root-mean-squared deviation (RMSD) of the various atoms from the 
starting crystal structure.[48] These calculations (especially the RMSD) gave quite 
clear and consistent results (cf. Figure 4.2): His-195 and 362 are protonated on 
the NE2 atom and not on the ND1 atom, His-274 and 451 are protonated on the 
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ND1 atom and not on NE2, Glu-153 is protonated, Glu-380 deprotonated, 
whereas Glu-440 is protonated with the HE2 atom directed towards the 
deprotonated Asp-445 residue.  

 

Figure 4.1: The nine residues around the FeMo cluster and the P-cluster in nitrogenase, for which we studied the 
protonation state in Paper I.  

 

Figure 4.2: The results of the RMSD analysis, showing that the reference MD simulation (Ref., i.e with the selected 
protonation) always gives a lower RMSD to the starting crystal structure[48] than the MD simulations with each 
residue in the alternative protonation state (Alt). The RMSD analysis is done either only for the studied residue of 
for all residues within 3.5 Å of the studied residue. 
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Of particular interest is the homocitrate residue, which is a ligand of the Mo ion 
and therefore directly affects the electronic structure of the cluster and can also 
be involved in hydrogen bonds to the substrate. Homocitrate contains one alcohol 
and three carboxylate groups (cf. Figure 4.3a). In water solution at neutral pH, 
the alcohol is protonated and the three carboxylate groups are deprotonated. 
However, this might change when it coordinates to the Mo ion. It has been 
modelled in many different ways in previous QM studies, e.g. by smaller 
molecules [78,98,104,110] or by the entire homocitrate molecule with a charge of           
–2,[105] –3[66] or –4.[66,107,112,113] 

We first performed MD simulations and RMSD analysis for the homocitrate with 
four different protonation states, i.e. both O2 and O7 protonated (2H, net charge 
–2), both deprotonated (0H; net charge –4), or either O2 (1Hc) or O7 (1Ha) 
protonated (“c” and “a” indicate protonation of the carboxylate or alcohol; net 
charge –3). These states are shown in Figure 4.3a (other possible protonation 
states were discarded based on the interactions found the crystal structure). The 
MD simulations gave no clear conclusions from the H-bond analysis. However, 
the 1Ha state gave the lowest RMSD compared to the crystal structure. 

We also performed several sets of QM calculations of the four protonation states 
at different levels of approximation, in order to predict the protonation state by 
analysing the pKa values and the relative energies. QM-cluster calculations in a 
continuum solvent pointed out 1Ha as the most stable state at pH 7, but the 2H 
state was only one pKa unit less stable. QM/MM calculations also supported 1Ha 
as the most stable state, but QM/MM-PBSA (QM/MM combined with Poisson–
Boltzmann and solvent-accessible surface area solvation[143]) gave more varying 
results, owing to the strong solvation effects. Still, the more accurate QTCP 
(QM/MM thermodynamic cycle perturbation) calculations[142,146] confirmed that 
the 1Ha state is most stable, four pKa units more stable than the 2H state. 
Together, these calculations clearly showed how hard it is to estimate pKa values 
of chemical groups inside a protein and close to metal ions.[147–149] In particular, 
continuum methods are problematic because the results strongly depend on the 
dielectric constant of the protein, which is unknown, poorly defined and may vary 
in different parts of the protein. Moreover, dynamic effects may be significant. 
Therefore, we tend to trust the results obtained with atomistic simulations, like 
QTCP, which includes explicit dynamics and avoids the use of a protein dielectric 
constant. 

Finally, we performed quantum refinement of the crystal structure with the four 
protonation states of homocitrate. We employed the raw data (the structure 
factors) of the starting crystal structure[48] and re-refined it with each of the four 
investigated protonation states of homocitrate. The four refinements were 
evaluated based on the maximum absolute RSZD score of the homocitrate ligand. 
The RSZD scores again showed that the 1Ha protonation state fits the 
crystallographic raw data best, slightly better than 2H state and much better than 
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the other two states. This is best seen in the electron maps, depicted in Figure 
4.3b, which show that the O1 atom in the 2H structure is not in the right position, 
giving rise to significant difference densities. 
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Figure 4.3: a) The four considered protonation states  for homocitrate. b) Electron-density maps of the 1Ha (left) 
and 2H (right) protonation states of the homocitrate ligand in the quantum refinement of the nitrogenase 3U7Q 
crystal structure.[48] The 2mFo –DFc maps are contoured at 1.0 s and the mFo – DFc maps are contoured at +3.0 s 
(green) and –3.0 s (red). 
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4.2. Paper II 

QM studies of nitrogenase are obstructed by the complicated electronic structure 
of the FeMo cluster. Experimentally, it is known to have three unpaired electrons 
in the resting E0 state.[3] However, the individual Fe ions are in the high-spin 
Fe(II) or Fe(III) states, each with four or five unpaired electrons, respectively,[112] 
and the Mo ion is in a non-Hund Mo(III) state.[66] In QM calculations with DFT, 
the FeMo cluster is normally treated with the broken-symmetry (BS) 
approach,[122] applying separate wave functions for electrons of a and b spin. 

In Section 3.1.5, previous studies of the BS states of the FeMo cluster were 
discussed, concluding that most studies have employed the BS7 
state.[65,66,78,115,124,125] Unfortunately, it has been shown that the relative energies 
of the various BS states depend on the details of the QM calculations: Noodleman 
showed that the predicted ground state changed from BS2 to BS6 if the 
interaction energy with the surrounding protein and water was considered.[150] 
Moreover, different DFT functionals gave spin densities on the Fe ions that 
differed by over 0.6.[66]  

To avoid the computationally demanding study of all 35 BS states for every 
putative intermediate in the reaction mechanism in nitrogenase, we developed a 
practical procedure to deal with the BS states in QM calculations of nitrogenase 
in Paper II. To achieve this goal, we studied systematically all 35 possible BS 
states of the FeMo cluster in nitrogenase with QM/MM methods for the resting 
state, as well as a one-electron reduced state and a singly protonated state with a 
proton on S2B atom. For each state, more than one spin state was considered 
(doublet and quartet for the resting and protonated states, singlet, triplet and 
quintet states for the reduced cluster). We examined how the relative energies of 
BS states are affected by 

• the basis set (we tested two different basis sets of increasing size, def2-
SV(P)[151] and def2-TZVPD)[152] 

• the DFT functional (we employed two methods, TPSS[18] and 
B3LYP,[11,22,153]) 

• the geometry 

• the surrounding protein and solvent  

Our results indicated that 

• The effect of the basis set is quite small (less than 11 kJ/mol) and the 
correlation (R2) between the results obtained with the two basis sets is 
good 0.92–0.97. Therefore, initial evaluation of structures and spin states 
can be performed with a split-valence basis set.  



61 

• The DFT functional has a quite large effect on the relative energies of the 
various spin and BS states (up to 58 kJ/mol) and the correlation is rather 
poor, 0.57–0.72. Therefore, both a pure and a hybrid functional should 
be used to decide which BS state is most stable.  

• Single-point calculations on one geometry give good correlations to 
results obtained with optimised structures, 0.92–0.98, but the results 
favour the BS state for which the geometry was obtained. Thus, a first 
scan of the energies of the various BS states can be performed without 
optimising the geometries.  

• For all three states studied (resting, reduced and protonated states), BS7 
was found to be most stable with both functionals and they also predicted 
that the most stable spin state was the quartet for the resting state and the 
quintet for the reduced state. The second most stable BS state varied 
depending on the applied functional.  

• The 3–6 BS states of the same C3-symmetry type (shown in Figure 3.6) 
had similar energies, within 14 kJ/mol. Thus, the protein has a rather 
small influence on the relative energies of the BS states related by the 
approximate three-fold symmetry of the FeMo cluster. This means that 
for initial investigations, it is enough to study only one example of each 
of the 10 symmetry-distinct BS states.  

Based on these results, we suggested the following procedure for the study of the 
reaction mechanism of nitrogenase:  

1. For each new protonation or oxidation state, all possible conformations 
should be studied by QM/MM geometry optimisation with DFT and 
medium-sized basis sets (e.g. TPSS-D3/def2-SV(P)), using the BS and 
spin state expected to be best (i.e. the one that was most stable for the 
previous state). 

2. For the best structures, check the energies of the various BS states and 
other possible spin multiplicities. This can be done without geometry 
optimisation, with the same medium-sized basis set and only for the 10 
symmetry distinct BS states, but both a pure and a hybrid functional 
should be used. If several BS states are degenerate within ~20 kJ/mol, 
geometry optimisation and calculations with larger basis sets are needed.  

3. If a different BS or spin state is found to be most stable, the procedure 
needs to be repeated. 

4. If the two DFT functionals give differing results regarding the most 
stable BS state, both states need to be examined and the energy difference 
indicate the uncertainty in the calculations.  
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5. Finally, an accurate energy should be calculated with a large basis set 
and it can be determined which of the 3 or 6 non-symmetric BS states is 
most stable. 

The study gave the correct quartet ground state for the resting state of the FeMo 
cluster, providing some credence to the approach. For the reduced state, we find 
the quintet state most stable, in accordance with the results of Kästner and 
Blöchl.[114] That study also suggested that all intermediates are in the BS7 or BS6 
states. This agrees with our results with the TPSS functional, showing that these 
two states are lowest for all three states studied. However, our results indicated 
that this conclusion may change if a hybrid functional is used instead. Therefore, 
you should always compare results obtained with several DFT methods; if they 
agree, the results can probably be trusted, whereas if they disagree, the difference 
reflects the uncertainty in the calculations. Our and others experience indicate 
that calculations with a pure and a hybrid functional or with two hybrid 
functionals with different amounts of Hartree–Fock exchange give a fast 
indication whether the results depend on the functional.[39,154]  
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4.3. Paper III 

Spectroscopic, photophysical and kinetic experiments have suggested that the 
conversion of N2 to NH3 by nitrogenase involves a reductive elimination 
mechanism, i.e. that the N2 binding is accompanied with the generation of a H2 
molecule at the E4 state.[3,91,155] Consequently, a crucial question is the atomic 
structure of the E4 state. Unfortunately, there is still no consensus regarding this 
structure. Based on ENDOR experiments and DFT calculations, Hoffman and 
coworkers have proposed that it contains two hydrides bridging between Fe2/6 
and Fe3/7 and two protons binding to S2B and S3A (shown in Figure 3.4).[3,91,155] 
Predictions from computational studies have been strongly diverging,[89,91,105,116–

118,156,157] as was discussed in Section 3.1.4. In particular, Siegbahn has argued 
that the experimentally suggested structure is not correct, because structures with 
protons on the centre carbide are much more stable.[117]  

In an attempt to solve this controversy, we performed in paper III a systematic 
study to decide the most stable protonation state for the E0–E4 states of 
nitrogenase, based on the protein we set up in Paper I and the procedure to deal 
with BS states, designed in Paper II. 

Addition of electrons is easy in the QM calculations, because they will 
automatically go to the proper position, during the wave function calculations. 
However, protons will normally stay on the atom where they are put at the start 
of the calculations, even if the structure is not the best. In the FeMo cluster, a 
proton can be added to at least 21 atoms (Mo, seven Fe ions, nine S ions, the 
carbide ion, as well as the cysteine, histidine and homocitrate ligands) and at each 
site, the proton may point to several different directions, leading to a total of more 
than 50 possible positions. Moreover, for each structure, there are 35 possible BS 
states and 2–4 spin states needed to be tested. This means that if we want to 
predict the E4 state without any compromise, we need to test of the order of 109 
different structures (504´35´4), which is out of the reach of current 
computational recourses. Therefore, all studies must follow some sort of heuristic 
approach to find the best protonation states. We decided to systematically add 
protons to all ~50 potential protonation sites, starting from the most stable 
structure of the state with one proton and electron less. 

As usual, we employed the QM/MM approach, with two DFT methods, a pure 
functional TPSS and a hybrid functional B3LYP, and two different basis sets of 
increasing size, def2-SV(P) and def2-TZVPD. For each En state, we tested ~50 
possible protonation states. For the best candidates, we checked the energies of 
all 35 BS states and tested also several spin states.  

With such an approach, it is necessary to first settle the protonation state of E0. 
To that end, we employed quantum refinement, comparing the various protonated 
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structures in terms of the RSZD score and the electron-density difference maps. 
Our calculations clearly showed that E0 is unprotonated. The difference-density 
maps of the quantum-refined unprotonated and the best protonated structure from 
the DFT investigation show clear positive and negative difference density peaks 
next to the protonated S2B atom, as can be seen in Figure 4.4 (marked with red 
arrows). This was further supported by the RSZD score of the S2B atom, going 
from –0.3 in the unprotonated structure to –2.6 in the protonated structure. 

 

Figure 4.4: Electron-density maps of the resting E0 state without (left) or with a proton (right) on the S2B atom 
(middle left side) in the quantum refinement of the nitrogenase 3U7Q structure.[48] The 2mFo – DFc maps are 
contoured at 1.0 s and the mFo – DFc maps are contoured at +3.0 s (green) and –3.0 s (red). The red arrows point 
out the extra difference density for the protonated structure. 

For the E1 state, we find that the most favourable protonation site is on S2B, 
pointing towards S3A, as shown in Figure 4.5. This agrees with most previous 
theoretical studies.[3,66,98,103–114] We also decided the most stable BS state and 
confirmed that the quintet was the most stable spin state.  

 

Figure 4.5: The best E1 structure, protonated on the S2B atom, obtained at the TPSS-D3/def2-SV(P) level of theory. 

For the E2–E4 states, we found new preferred protonation states that had not been 
suggested before. Moreover, the predictions strongly depended on which DFT 
method was used to calculate the relative energies. The TPSS functional favoured 
structures with hydride ions on the Fe ions, i.e. the most stable structures involved 
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hydride ions bridging the Fe2 and Fe6 ions and terminally binding to Fe4, Fe5 or 
Fe6. In each En state, several structures were close in energy, indicating that the 
hydride ions may move quite freely within the cluster. On the other hand, B3LYP 
disfavoured metal-binding hydride ions and instead strongly preferred 
protonation of the central carbide ion. This is in agreement with the suggestions 
by Siegbahn,[105,117] although the carbide ion stayed in the centre of the (quite 
distorted) FeMo cluster in our QM/MM calculations. The most stable structures 
are displayed in Figure 4.6. In agreement with our previous study, the energies 
are insensitive to the size of the basis set (changing by less than 16 kJ/mol going 
from def2-SV(P) to def2-TZVPD).  

 
TPSS B3LYP 

a) E2 
S2B+Fe2/6(3)     2 (-3) C(2367)+C(3457)    0 (0) 

  

S2B+Fe2/6(5)     0 (0) S2B+C(3457)     31 (39) 

  

S2B+Fe5     4 (0) S2A+S2B     53 (41) 

  

b) E3 
S2B+Fe2/6+Fe5     0 (0) C(2367)+C(3457)+C(2456)     0 (0) 
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Figure 4.6: The most stable a) E2, b) E3 and c) E4 structures obtained at the TPSS-D3/def2-SV(P) (left column) and 
the B3LYP-D3/def2-SV(P) levels of theory (right column). For each structure, the relative energies (kJ/mol) are 
shown to the right (values in parenthesis are from single-point calculations with the TZVP(D) basis set).  

We also studied the best E4 structures suggested by Hoffman Adamo, Dance and 
McKee and coworkers.[106,107,155,158,159] The energies are compared to our best 
structures in Table 4.1. It can be seen that our structures are always significantly 
better (by at least 52 kJ/mol). It can also be seen that the relative energies obtained 
with TPSS and B3LYP are very different, e.g. differing by 308–389 kJ/mol for 
the best structures obtained with TPSS or B3LYP. 

Table 4.1. Comparison of our best E4 structures with those suggested by Hoffman Adamo, Dance and McKee and 
coworkers.[106,107,155,158,159]  

Structure  def2–SV(P) (kJ/mol) 
TPSS B3LYP 

Hoffman S2B+S5A+Fe26+Fe37 52 264 
 S2B+S5A+Fe2/6+Fe2 84 365 
 S2B+S3A+Fe2/6+ Fe3/7 131 412 
Dance S2B+S3B+Fe2+Fe6 72 426 
Adamo S2B+S2A+S5A+C(3457) 288 146 
Paper III S2B+Fe2/6+Fe5+Fe6 0 389 
Paper III S2B+C(2367)+C(3457)+C(2456) 308 0 

S2B+Fe5+Fe4     5 (-8) S2B+C(3457)+C(2367)     30 (46) 

  

c) E4 
S2B+Fe2/6(3)+Fe5+Fe6     0 (0) S2B+C(2367)+C(3457)+C(2456)     0 (0) 

  

S2B+Fe2/6(3)+Fe4+Fe5     2 (3) S2B+C(2367)+C(3457)+S2A(Fe1)     38 (44) 
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4.4. Paper IV 

Many computational studies of nitrogenase with DFT methods have been 
published, but they do not show any consensus – they do not even propose the 
same protonation states for the central intermediate E4.[4] In Paper IV we show 
that the prime reason for these diverging predictions is that different DFT 
methods were applied in the various studies. As already was observed in Paper 
III, the hybrid functional B3LYP prefers to add protons to the central carbide ion, 
whereas the pure GGA functional TPSS prefers structures involving hydride ions 
bound to the Fe ions.  

The purpose of Paper IV was to describe and understand the large variation of 
the results obtained with the various DFT methods and try to decide which 
methods describe nitrogenase best. To this end, we employed ten models of the 
FeMo cluster in the E4, E2 or E0 state, shown in Figure 4.7. We investigated their 
dependence on the DFT method by comparing the energies and the geometries 
obtained from QM/MM optimisation calculations with 13 different DFT 
methods: the (meta) GGA functionals TPSS, PEB, BP86, BLYP, M06-L and 
B97D and the hybrid functionals TPSSH, B3LYP, PBE0, M06, BHLYP, M06-
2X and M06-HF.[11–23] 

 

Figure 4.7: Structures of the ten studied nitrogenase models, 0–9. Added hydrogen atoms are shown in green balls. 

To understand the energy differences, we first compared the relative stability of 
the best protonation states of the E4 state obtained with either the B3LYP (1) or 
TPSS (5) functionals in Paper III, ∆𝐸:ö. We performed QM/MM optimisations 
of 1 and 5 with each of the 13 DFT methods. Our calculations showed that 
structure 5 was 8–242 kJ/mol more stable than structure 1 with (meta) GGA 
method whereas structure 1 was 39–855 kJ/mol more stable than structure 5 when 
the hybrid functionals were applied. Thus, the relative stability predicted by 
different methods differed up to 1097 kJ/mol.  
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Since structure 1 contains a triply protonated central carbide ion but no Fe-bound 
hydride ions, whereas structure 5 contains no protons on the central carbide but 
three hydride ions, we introduced structures 2, 3 and 4, which contain 2, 1 and 0 
protons on the central carbide and 0, 1 and 2 metal-bound hydride ions, and 
performed the same calculations on them, to further understand the stability 
dependency on the various DFT methods. We found that the discrepancy between 
the relative stability predictions by the 13 DFT methods was moderate for ∆𝐸:( 
and ∆𝐸Aö but large for ∆𝐸(� and	∆𝐸�A. This indicates that the large variation in 
∆𝐸:ö, ∆𝐸(� and ∆𝐸�A can be explained by at least two aspects. The first is the 
difference in the formal oxidation state of the Fe ions in the cluster. A hydride 
ion contains two more electrons than a proton, so the formal oxidation state of 
the Fe ion changes when a hydride ion binds to it. Thus, the formal oxidation 
state of the Fe ions in structure 5 with three hydride ions has increased by six 
compared to structure 1 with no Fe-bound hydride ions. The second, is the 
number of Fe–S and Fe–C bonds. The addition of protons to the central carbide 
ion leads cleavage of Fe–C bonds and to a distortion of the cluster. The change 
in the number of Fe–C bonds in the 2 → 𝟑, 3 → 𝟒 and 1→ 𝟓 transitions is 2, 1 
and 4 . The largest effects of the functionals are seen when both the oxidation 
state and the number of Fe–C bonds change. 

To gain additional information about how the energies vary with the DFT 
functionals, we also studied the binding and dissociation of H2 from the E4 
(structure 5/1) and E2 states (structure 9/8, i.e. the best E2 structures obtained in 
Paper III with B3LYP and TPSS, respectively). We showed that all methods 
except B3LYP and PEB0 gave strongly favourable H2 dissociation energies from 
E4 and E2 state, which probably overestimates the risk that H2 dissociates before 
N2 binds to the cluster. 

We also studied which of the DFT functionals produce the best geometries by 
comparing the QM/MM optimised structures of the E0 state to the crystal 
structure of nitrogenase (3U7Q) in the resting state.[48] Based on the RMSD, as 
well as the mean absolute deviation (MAD) and maximum deviation of the 
metal–metal and the metal–ligand distances, we found that the GGA functionals 
(except M06-L) and TPSSh gave the best structures. Thus, we showed that it is 
currently unclear which DFT method gives the best results for nitrogenase. Non-
hybrid DFT functionals and TPSSh give the most accurate structures of the 
resting active site, whereas B3LYP and PBE0 give the best H2 dissociation 
energies. However, none of the calculations indicated that a E4 structure with two 
bridging hydride ions is lowest in energy, as suggested by ENDOR 
spectroscopy.[3,88,89] 
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4.5. Paper V 

As mentioned before, it is believed that the FeMo cluster needs to accept four 
protons and electrons, to reach the E4 state, before it can bind N2 and convert it 
to NH3.[3] However, there is still no consensus on the atomic structure of the E4 
state. Based on ENDOR experiments, Hoffman and coworkers have suggested 
that two of the added protons bind to the sulfide ions whereas the other two bridge 
between two pairs of Fe ions as hydride ions.[3,88] With the help from DFT 
calculations, they have suggested the structure in Figure 3.4,[89] i.e. that all four 
added protons bind to the same face of the cluster, with protons on the S2B and 
S5A sulfides, and hydride ions bridging the Fe2/6 and Fe3/7 pairs. However, in 
Paper III, we performed a thorough study of possible protonation states and 
showed that this is not the structure of E4 with the lowest energy. Instead, our 
results suggested that the E4 structure contains either three hydrides ions binding 
to Fe ions (as predicted by TPSS) or a triply protonated central carbide ion (as 
predicted by B3LYP), cf. Table 4.1. Moreover, in Paper IV, we performed a more 
thorough study with 13 different DFT methods. Still, none of these studies 
pointed out any structure with two bridging hydride ions, as the most stable E4 
structure. This is a problematic discrepancy between experiments and 
computational studies. 

However, as mentioned above, there are at least 504 = 6 million possible 
protonation states of the E4 structure and we tested only ~150 of these (albeit with 
a heuristic and systematic approach, starting from the best E3 states). Therefore, 
it is possible that we missed some important structures. Consequently, we made 
a more focused study in Paper V. We assumed that the ENDOR results are correct 
and concentrated on structures with two bridging hydride ions and two protonated 
sulfides. 

There is still a very large number of such structures and to reduce it to a 
manageable number, we started by deciding the best protonation sites for the 
sulfide ions. Since essentially all previous studies agree that the first proton (in 
E1) should bind to S2B,[4] we always kept this ion protonated. Then, we compared 
the relative energies of the 16 possible structures obtained by varying the position 
of the second protonated sulfide ion, all with S2B protonated and with two 
hydride ions bridging between Fe2/6 and Fe3/7, as in the Hoffman structure. 
Since the experiments suggest bridging hydride ions and such states are 
disfavoured by hybrid functionals, we employed the TPSS-D3/def2-SV(P) 
method. The calculations indicated that the best position of the second proton is 
on S5A, pointing towards S3A. This is similar to the Hoffman structure, but the 
proton on S5A points in the opposite direction (not towards S2B as in Hoffman 
structure).  
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Next, we started a systematic search for the best E4 state with two bridging 
hydride ions, retaining the two protons on S2B and S5A. There are 12 possible 
binding positions for one bridging hydride, so we tested all 66 (12 ´ 11 / 2) 
possible structures with two bridging hydride ions. Our results indicated that the 
most stable E4 structures have two hydride ions bridging between Fe2 and Fe6 
and between Fe3 and Fe7, as suggested by Hoffman and coworkers. This 
indicates that calculations based on DFT methods actually  start to converge 
toward the experimental observations. However, we find that the hydride ion 
between Fe2 and Fe6 is more favourable on the other side of S2B, i.e. pointing 
towards S3A, rather than S5A. 

We also showed that the positions of the two protons may further affect the 
relative energy. We performed some additional variations among the best 
structures, by changing the conformation of the protons on S2B and S5A, or by 
moving the proton on S5A to S3B. By such variations we identified the most 
stable structure, shown in Figure 4.8a. However, the relative energies were 
sensitive to the details of the calculations, and if the surrounding protein was 
allowed to relax, the structure with the opposite orientation of the two protons on 
the sulfide ions became more stable, shown in Figure 4.8b.  

a b  

Figure 4.8: The two most stable structures a) S2B(3)−S5A(3)−Fe2/6(3)−Fe3/7(2) and  
b) S2B(5)−S5A(2)−Fe2/6(3)−Fe3/7(2). 

To investigate how the relative energies depend on different DFT methods, we 
employed seven additional functionals, viz., PBE, M06-L, B97D, TPSSh, 
B3LYP, PBE0 and M06. With these functionals, we compared the energies of 
the best TPSS structure in Paper IV (called 3H), with the best eight E4 structures 
in Paper V. Interestingly, all eight functionals showed that the 3H structure was 
1–93 kJ/mol less stable than the two most favourable E4 structures with two 
bridging hydride ions. An important reason for the preference of the latter 
structures was that they attained a new BS state, involving only two Fe ions with 
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minority spin rather than three as was assumed in Paper I–IV and in all previous 
DFT studies of nitrogenase.[4] This new BS state reduced the energy of the best 
E4 structures by ~19 kJ/mol. Consequently, this study indicates that the pure 
functionals actually do suggest a E4 structure in accordance with experiments, 
whereas the hybrid functionals still prefer structures with the central carbide ion 
triply protonated. 

Moreover, the Hoffman structure was not the most stable state for any of the 
seven functionals. However, with other conformations of the two protons on the 
sulfide ions, we could obtain Hoffman-like structures (i.e. with hydride ions on 
Fe3/7 and on Fe2/6 directed towards S5A) that are within 6–22 kJ/mol of our best 
structure in Figure 4.8a. This may be within the uncertainty of the present study, 
considering that the Hoffman-type structures reproduce details of the ENDOR 
measurements[89] better than the structure in Figure 4.8a.  
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4.6. Paper VI 

In Papers I–V, we thoroughly investigated the protonation states of the residues 
around the cluster and the most stable structures in E0–E4 states. We pointed out 
the importance of finding a heuristic but systematic approach to make the 
calculations possible and reproducible, and confirmed that the approach we 
suggested gives results close to experiments. Therefore, in this study, our 
research proceeded to the next stage of the mechanism, N2 binding. 

It is believed that N2 binds to the cluster after the addition of four protons and 
electrons to the cluster (E4 state). Moreover, it is also assumed that during the 
binding of N2 to the cluster, H2 dissociates [3] and that N2 immediately takes up 
the remaining two protons on the cluster to form N2H2.[3,91] Thereby, the FeMo 
cluster is brought to the same redox level as in the E0 state, with no extra protons. 
These two reactions strongly simplify our study. The geometry, spin and BS state 
of the resting state are known from previous experimental and computational 
studies.[3,4] With no protons bound to the cluster, the millions of possible 
protonation states of E4 is no longer a case. All this enabled us to study 
systematically all possible N2H2-bound structures. 

Thus, we tested end-on binding modes of NNH2, side-on binding modes of cis-
HNNH, as well as end-on binding modes of HNNH, in both the cis and trans 
conformations (cis-HNNH has the two hydrogen atoms on the same side of the 
N–N bond). We obtained 21, 30, 6 and 7 different structures for the four binding 
modes, differing in how many and which metal ions N2H2 binds to. All structures 
were studied for the quartet state, as is observed for E4

[3] and they were optimised 
with QM/MM approach, using both TPSS-D3/def2-SV(P) and the B3LYP-
D3/def2-SV(P) methods. In addition, single-point energies were also calculated 
with the large def2-TZVPD basis set. For some structures, we also allowed the 
surrounding protein free to relax. 

 

Figure 4.9: The most stable binding mode found in paper VI, with trans-HNNH binding to Fe2.  
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Our results indicated that the binding of N2H2 is determined more by interactions 
and steric clashes with the surrounding protein than by the intrinsic preferences 
of the ligand and the FeMo cluster. The best binding mode with both the TPSS 
and B3LYP DFT methods had trans-HNNH terminally bound to Fe2. It is 
stabilised by stacking of the substrate between His-195 and Ser-278, as can be 
seen in Figure 4.9. However, several other structures came rather close in energy 
(within 3–40 kJ/mol) at least in some calculations. The corresponding structure 
with cis-HNNH terminally bound to Fe2 was second best with B3LYP. A 
structure with HNNH2 terminally bound to Fe6 (the third proton was taken from 
homocitrate) was second most stable with TPSS and also if the surrounding 
protein was allowed to relax. This structure was stabilised by hydrogen bonds 
with the alcoholic proton and the acetate group of homocitrate. With the TPSS 
functional, a structure with cis-HNNH side-on binding to the Fe3–Fe4–Fe5–Fe7 
face of the cluster was also rather low in energy, but all side-on structures were 
strongly disfavoured by the B3LYP method.  

Table 4.2 shows the relative energies of the six best binding modes predicted by 
five methods. It is satisfying that our six best structures all involve N2H2 binding 
to Fe2 and Fe6, because experimental observations have suggested the Fe2–Fe3–
Fe6–Fe7 face as the reactive side of the cluster.[3,160,161]. This shows that our 
QM/MM approach works properly and is accurate enough to find the most 
reactive sites without restricting the search by experimental information. 
Consequently, our structures are the most likely candidates for the N2-bound 
structure of nitrogenase. 
Table 4.2. Relative energies of the six most favorable binding modes of N2H2 binding to the FeMo cluster. The five 
energies are TP – TPSS-D3/def2-SV(P) optimised geometries with surroundings fixed, TZ – single-point TPSS-
D3/def2-TZVPD on the TP structures, Free – TPSS-D3/def2-SV(P) optimised geometries with the surroundings 
relaxed, B3 – B3LYP-D3/def2-SV(P) optimised geometries with surroundings fixed and B3Free – B3LYP-D3/def2-
SV(P) optimised geometries with the surroundings relaxed.  

 TP TZ Free B3 B3Free 
End-on 
Fe2(trans) 0 0 0 0 0 
Fe2(cis) 17 12 86 18 46 
Fe6(HNNH2) 9 3 23 29 50 
Fe6(HCA) 38 28 52 68 51 
Fe6 56 44 91 90 70 
Side-on 
Fe3/7Fe4/5 40 31 85 186 192 

 

 

  



74 

4.7. Paper VII 

Most studies have assumed that the FeMo cluster remains intact, i.e. in the 
MoFe7S9C state, throughout the reaction. However, two recent crystal structures 
of Mo and V-nitrogenase have indicated that the S2B atom can reversibly 
dissociate from the cluster, leaving a vacant binding site for the substrate.[70,99] 
This is an interesting observation, because it would immediately suggest the 
binding site of N2, thereby avoiding a lengthy investigation of the N2 binding 
mode, like the one performed in Paper VI. Currently, the research field is divided 
into two camps regarding the significance of this finding: Some scientists, believe 
that the crystal structures have revealed the actual reaction mechanism of 
nitrogenase, involving dissociation and re-binding of S2B.[136] For example, 
already in 2015, Nørskov et al. suggested a mechanism for Mo-nitrogenase in 
which a doubly protonated S2B atom was released, based on a minimal model of 
the cluster and a doubly protonated resting state[98] (which is incorrect according 
to our calculations in Paper IV). In their mechanism, only one of the N atom 
bridges between Fe2 and Fe6, forming the first NH3 product by sequentially 
protonating the distal N atom. This is one of two possible reaction paths discussed 
for nitrogenase[3,100] (Section 3.1.3), shown in Figure 3.5.  

Other scientists suppose that the crystal structures show inhibited states that are 
not along the normal reaction mechanism.[89,162] In fact, recent DFT calculations 
have indicated that dissociation of S2B would involve too high barriers (>80 
kJ/mol) to be kinetically feasible,[163] although another study indicated that the 
strength of the Fe–S bonds depends on the DFT method.[162] Interestingly, both 
these studies instead suggested that S2B may dissociate from only one of the two 
Fe ions, still forming a N2 binding site between the two ions. With this lack of 
consensus, we decided to keep both possibilities open and to investigate whether 
they may lead to credible reaction mechanisms with favourable energetics.  

In Paper VII, we performed the first part of such a study, by studying whether a 
reaction mechanism for the Mo-nitrogenase with a dissociated S2B group is 
thermodynamically feasible and whether the NH3 formation follows an 
alternating or distal mechanism.  Our calculations are appreciably more accurate 
than those of Nørskov and coworkers:[98] All structures were investigated with 
QM/MM approach, optimised with TPSS-D3/def2-SV(P) and B3LYP-D3/def2-
SV(P) methods.  

Like in Paper VI, we assumed that the N2 substrate is protonated to N2H2 
immediately after its binding to the cluster. The S2B group was removed from 
the QM system and Gln-191 was rotated as indicated in the crystal structure of 
V-nitrogenase.[99] For each intermediate E4–E8, we tested all structures that may 
be involved in the alternating or distal mechanism, considering also different 
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protonation states of His-195, which may form hydrogen bonds with the substrate 
and the intermediates.  

Based on our results, we proposed a mechanism that is mainly alternating, as 
displayed in Figure 4.10. For the E5–E7 states, the protons are added alternatively 
to the two N atoms. However, for the E4 state, we actually find that the NNH2 
structure, rather than HNNH is most stable, albeit the former intermediate 
traditionally is connected to the distal reaction mechanism. For the E5 state, we 
find that a H2NNH structure is 51 kJ/mol more favourable than the NNH3 
intermediate. This represents the crossover to the alternating mechanism. For the 
E6 state, a rather symmetric H2NNH2 (hydrazine) structure is most stable. It is 
protonated in the E7 state and this leads automatically to the cleavage of the N–
N bond. However, dissociation of the formed NH3 product requires one extra 
protonation and reduction. The second NH3 is formed at the E8 stage. 
Interestingly, its dissociation is accompanied with the rebinding of S2B to the 
cluster and Gln-191 rotates back to its original position, reforming the resting E0 
state of the cluster. 

 

Figure 4.10: Our putative reaction mechanism of Mo-nitrogenase with a dissociated S2B, based on the QM/MM 
calculations in paper VII.  

Thus, our calculations show that formation of NH3 by Mo-nitrogenase with a 
dissociated S2B ligand is thermodynamically feasible. It follows a mainly 
alternating mechanism with NNH2, HNNH2 and H2NNH2 as the energetically 
most stable intermediates for the E4, E5 and E6 states. Still, this does of course not 
prove that this is the actual mechanism followed by Mo-nitrogenase. This would 
require similar studies for the corresponding reaction without dissociation of 
S2B, as well as detailed studies of the mechanism for the dissociation of S2B  and 
the binding of N2.   
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4.8. Paper VIII 

Throughout Papers II–VII, our studies were concentrated on the catalytic cluster 
of nitrogenase. However, the full reaction mechanism of the enzyme also 
involves the P-cluster, which transfers electrons to the catalytic cluster. As 
mentioned in Section 3.2, the P-cluster is a Fe8S7Cys6 complex. Quite 
unexpectedly, the resting state is the fully reduced (Fe(II)8; PN) cluster and states 
oxidised by 1–3 electrons (P1+, P2+ and P3+) have been studied. At the start of our 
study, crystallographic structures were available only for the PN and P2+ states, 
showing that in the latter, two residues are deprotonated (the side-chain oxygen 
atom of Ser-D188 and the backbone N atom of Cys-C88) and forms bonds to two 
Fe ions (Fe6 and Fe5, respectively). However, the structure of the P1+state was 
not known and experiments indicated that the transition between the PN and P1+ 
states does not involve any proton transfer.[133,134] Yet, while working on Paper 
VIII, a crystal structure of a putative P1+ state was published.[47] 

The aim of Paper VIII was to make computational studies of the P-cluster 
possible. For that, two problems had to be solved. First, the exact protonation 
state of all oxidation states needed to be settled. Second, the proper electronic 
structure, including the spin states and the BS states had to be found. For the first 
question, we tested four different protonation states: both Ser-D188 and Cys-C88 
protonated, both residues deprotonated or one of them protonated and the other 
deprotonated. For the PN and P2+ states, a high-resolution structure was available 
(1.0 Å resolution),[48] and by comparing our QM/MM structures to this, we could 
unambiguously show that PN has both Ser-D188 and Cys-C88 protonated and P2+ 
has both Ser-D188 and Cys-C88 deprotonated, even if the accuracy of the 
QM/MM structures is somewhat worse than for the FeMo cluster, because the 
crystal structure is a mixture of the PN (20%) and P2+ (80%) states, with differing 
coordinates only for two atoms, Fe5 and Fe6. The crystal structure of the putative 
P1+ state[47] is of a much lower quality (2.1 Å). We showed that it involves a 
mixture of the P1+ and P2+ states, and that several of the reported Fe–Fe and Fe–
S distances in the cluster are highly questionable. Still, we could confirm the 
suggestion of the crystallographers that the P1+ state involves a deprotonated Ser-
D188 and a protonated Cys-C88, shown in Figure 3.7c.  

Once, the protonation states were settled, we decided the best spin and BS states 
of the P-cluster in the PN, P1+, P2+ and P3+ oxidation states. Based on 
experimentally reported spin states[137,139] and an interpretation of these,[137] we 
systematically went through all possible BS states (16–48) with one, two or three 
different coupling schemes. For the PN state, both TPSS and B3LYP agreed that 
the best BS state has minority spin on the Fe1, Fe2, Fe4 and Fe7 ions and this is 
also the state that reproduced the crystal structure best (Figure 4.11). Quite 
satisfactorily, this state is supported by a recent density-matrix renormalisation-
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group complete active-space study,[138] which provides a theoretically more 
correct description of the electronic structure, but not more accurate relative 
energies of the various BS states (dynamic correlation is not accounted for). For 
the other three oxidation states, the two DFT methods gave diverging predictions 
regarding the BS and spin states. However, we tend to suggest that P1+ is best 
modelled by the same BS state as PN, whereas the lowest BS state for both P2+ 
and P3+ have minority spin on Fe3, Fe5 and Fe8. 

 

Figure 4.11: Comparison between the 3U7Q crystal structure[48] and the various BS states for the P-cluster in the  
PN state. The figure show the mean absolute deviations (MAD) for the Fe–S, the Fe–Fe distances and both distances 
together (all), as well as the maximum deviation for the Fe–S and Fe–Fe distances. All results are obtained at the 
TPSS-D3/def2-SV(P) level, except the last entry in a) which shows the best BS (BSb11) state obtained with the 
B3LYP functional. The best state is BSb11, which has minority spin on the Fe1, Fe2, Fe4 and Fe7 ions.  
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4.9. Paper IX 

X-ray crystallography is the main source of atomistic information for the 
structure of proteins. Owing to the limited resolution of the crystallographic data 
for proteins, the structures are obtained as a compromise between the X-ray 
scattering data and a set of empirical restraints, which ensure chemically 
reasonable bond lengths and angles (cf. Eqn. 2.40 in Section 2.4.1). However, for 
non-standard residues such as substrates, inhibitors and metal sites, empirical 
restraints are not always available or accurate. Such heterocompounds are 
typically found in the active site, which are the mechanistically most interesting 
part of the proteins. This can be solved by our quantum-refinement approach,[58,59] 
in which the empirical restraints for a site of particular interest are replaced by 
quantum-mechanical (QM) calculations (introduced in Section 2.4.2).  

However, a limitation of standard quantum refinement has been that it does not 
allow disorder in the QM system. Unfortunately, such disorder is quite common 
in metal-containing protein active sites, e.g. owing to photoreduction during data 
collection.[164–166]. In Paper VIII, we observed such a problem for the crystal 
structure of the putative P1+ state of the P-cluster in nitrogenase: We showed that 
the crystal structure is most likely a mixture of the P1+ and P2+ states. Therefore, 
a quantum-refined structure of this protein will be a weighted average over the 
two states and therefore not accurate for any of the states.  

To solve this problem, we extended in Paper IX our previous quantum-refinement 
approach to allow disorder in the QM region, by employing separate QM 
calculations on the two conformations. This was obtained by a pseudo-energy 
function of the form 

 𝐸cqx = 𝑤M𝐸ûüýþ + 𝑤ÃÃ𝐸ÃÃ + 𝑛ÿÇÇ:(𝐸ÂÃ:: − 𝑤ÃÃ𝐸ÃÃ::) −
																																																																						𝑛ÿÇÇ((𝐸ÂÃ:( − 𝑤ÃÃ𝐸ÃÃ:() (4.1) 

Here, 𝐸ûüýþ  and 𝐸ÃÃ  are the same as in Eqn. 2.40, but they now involve 
alternative conformations of atoms in the QM system, treated with standard 
methods in the crystallography software (e.g. to avoid interactions between the 
two conformations in the MM term). 𝐸ÂÃ:: and 𝐸ÃÃ:: are the QM and MM 
energies of the first conformation of the QM system (called system 11), which 
has the occupancy 𝑛ÿÇÇ: . Likewise, 𝐸ÂÃ:(  and 𝐸ÃÃ:(	are the QM and MM 
energies of the second conformation of the QM system (called system 12), which 
has the occupancy 𝑛ÿÇÇ(. 𝑤A is the same weight factor as in Eqns. 2.40 and 2.41, 
determining the relative importance of the experimental and QM or MM 
data. 	𝑤MM  is a weighting function needed because the empirical potential of 
crystallographic refinement software is based on statistics, rather than energies 
(as is the QM term). It is the inverse of the 𝑤QM term in Eqn. 2.41. As for standard 
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quantum refinement, the method was implemented as an interface between the 
QM software Turbomole[61] and the crystallography software CNS. [62,63]  

To illustrate the performance of this novel approach, called ComQumX-2QM, 
we applied it to the P-cluster in nitrogenase, based on two different crystal 
structures. The first is the 3U7Q structure,[48] which was obtained at a high 
resolution (1.0 Å) and contains two conformations of the P-cluster, interpreted as 
a mixture of the fully reduced state PN (20% occupancy) and the two-election 
oxidised state P2+ (80% occupancy). In practice, however, the coordinates differ 
for only two atoms, Fe5 and Fe6. The second crystal structure is 6CDK,[47] which 
was obtained at a moderate resolution (2.1 Å) and which originally was suggested 
to contain only the P1+ state, although our studies in Paper VIII indicated that it 
is a mixture of the P1+ and P2+ states. 

We started by performing the ComQum-2QM quantum refinement on the 3U7Q 
crystal structure, with a default weight factor of 𝑤M= 0.077 and the original 
occupancies (20/80%). The quantum-refined structure reproduced the crystal 
structure well, illustrated by small mean absolute deviations (MAD) to the 
original crystal structure of 0.01–0.02 Å and 0.04–0.06 Å for Fe–Fe and Fe–S 
distances in the PN and P2+ states, respectively. Next, we showed that we can vary 
the weights of X-ray and QM/MM restraints to get an optimal structure and that 
the R factors, RSZD scores, strain energies  and electron-density difference maps 
could give a good validation of the weights. With the best value of 𝑤A (0.1), we 
performed four occupancy refinements of the P-cluster and the coordinating 
residues. Taking the R factors, RSZD scores, strain energies and difference 
electron-density maps into account, we proposed a best quantum-refined 
structure composed of 15% PN state and 85% P2+ state 

 

Figure 4.12: The mFo – DFc electron-density difference maps at a ±4 s level of the quantum-refined structures with 
wA = 0.1 and occupancies 15/85% (green positive and red negative) compared to the original crystal structure of 
3U7Q (purple and orange). The PN state is shown in atomic colours, whereas the P2+ state is show in pale cyan. 
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The quantum-refined structures indicated that many atoms, besides Fe5 and Fe6, 
move significantly between the two oxidation states, by up to 0.70 Å. Yet, such 
differences are too small to be discerned by crystallography. The best quantum-
refined structures show an improved description of the P-cluster with RSZD 
scores of 9, compared to 22 in the original crystal structure. The improvement is 
also reflected by the electron-density difference maps, as can be seen in Figure 
4.12: The difference-density volumes for the original crystal structure (displayed 
in purple and orange in the figure) are larger than that for the quantum-refined 
structure (green and red). Thus, the quantum-refined structure describes the P-
cluster much better than that in the original 3U7Q crystal structure. 

For the 6CDK crystal, we used a similar procedure. The best quantum-refined 
structure, calculated with 𝑤A 	= 1 indicated that it is a mixture of 50% P1+ and 
50% P2+, rather than only the P1+ state as originally suggested.[47] Unfortunately, 
the improvement for the electron-density difference maps is less conclusive for 
this structure: a big positive difference (purple) blob in the original structure has 
disappeared in our best quantum refined structure, but a positive difference 
(green) around Cys-88 and negative difference (red) around Fe6 have appeared, 
as shown in Figure 4.13. This is because of the lower resolution of this structure. 

 

Figure 4.13: The mFo – DFc electron-density difference maps of the best quantum-refined structure of 6CDK with 
wA = 1 (positive density in green and negative in red) as well as the original crystal structure (purple and orange). 
All maps are contoured at the ±2.5 s level. The P1+ state is shown with atomic colors and P2+ state in pale cyan. 

We have also considered strain energies, which are the difference in QM energy 
of the QM system in the quantum-refined structure compared to that in the 
structure obtained without any crystallographic data (i.e. the pure QM/MM 
structure using the CNS MM force field). They reflect how much the current 
model is biased from the QM/MM structure, i.e. how much the structure is 
distorted by the crystallographic data (how well the structure fits the 
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crystallographic data). The strain energy of the P1+ state in the original crystal 
structure is extremely high, 1323 kJ/mol, indicating that the structure is totally 
unrealistic and deviates severely from the optimum QM structure. In a good 
structure, the strain energy should be low: In the high-resolution 3U7Q crystal 
structure, the strain energy of the P-cluster is 67–147 kJ/mol for the PN and P2+ 
states, and 10–24 kJ/mol after quantum refinement. For our best quantum-refined 
structure for 6CDK, the strain energy is only 6 kJ/mol and the RSZD scores 
indicate that the quantum-refined structure fits better to the X-ray data than the 
original structure, suggesting a significant improvement of the P-cluster. 

The success of the two applications shows that the new ComQumX-2QM 
approach can be used to sort out what is actually seen in disordered crystal 
structures and to give locally improved coordinates that are in accordance with 
both the crystallographic raw data and QM calculations. 
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4.10. Paper X 

As mentioned in Section 3, there are three types of the nitrogenase, differing in 
the nature of the metal ion in the active site. Molybdenum nitrogenase contains a 
molybdenum ion in the active site, which has been extensively studied[3,4] and is 
also the main subject of this thesis. However, there also exist alternative 
nitrogenases, in which the Mo ion is replaced by either vanadium or iron. The 
crystal structure of V-nitrogenase is known, showing that the active-site FeV 
cluster is similar to FeMo cluster, except that one of the belt sulfide ions (S3A) 
is replaced by a carbonate or nitrate ion.[167]  

In 2018, a 1.2 Å crystal structure of vanadium nitrogenase was reported by Einsle 
and coworkers,[99] showing that a belt sulfide ion (S2B) is displaced from the 
cluster, leaving a vacancy occupied by a light atom. This light atom was 
interpreted as a NH2– ligand based on an analysis of the hydrogen bonds and 
electron density. Consequently, the crystal was claimed to show the E6 state in 
the reaction mechanism. Moreover, it was found that the side chain of a glutamine 
residue (Gln-176) had rotated towards the FeV cluster and appeared in a different 
conformation than in the resting-state of FeV cluster[167] and of all structures of 
FeMo cluster. They also observed a new density 7 Å from the FeV cluster in a 
cavity created by to the reorientation of Gln-176. It could be modelled as SH–, so 
they suggested that this represents a storage site for the dissociated S2B ligand. 
However, soon after the publication, Bjornsson performed QM/MM calculations 
and showed that the crystal structure is better reproduced if the light atom is 
modelled as a bridging OH– group, rather than a NH2– group.[168]  

QM/MM calculations do not employ any crystallographic data, besides the 
starting structure. Therefore, it is biased towards the starting structure. Quantum 
refinement is a more accurate approach, in that employs the crystallographic data 
during the geometry optimisations and therefore gives a structure that is an 
optimum compromise between crystallography and quantum mechanics. 
Moreover, it allows us to decide which structure fits the crystal structure best 
using crystallographic measures, rather than looking at distances, which are 
biased by the current model. Therefore, we employed quantum refinement in 
Paper X to better distinguish between the O and N ligands. We compared N3–, 
NH2– and NH(

– , which corresponds to the E5, E6 and E7 states, OH– and O2– for 
the resting state. We also considered other oxidation levels and spin states of the 
cluster, and different protonation state of His-180 (which can form a hydrogen 
bond to the ligand). We evaluated the refinements based on the absolute 
maximum RSZD scores of the ligand, Gln-176 and His-180, as well as the strain 
energy of the QM systems.  

The results showed that all models gave similar RSZD values for His-180 (around 
2.0–2.2) and a restricted variation for Gln-176 (8.9–10.8), whereas there were 
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vast differences between various ligands (9.7–22.1). The best results were 
obtained for an OH– ligand (9.7–10.0), followed by NH(

–  (12.4), whereas the 
other three ligands gave worse results (16–22).  

 

Figure 4.14: Electron-density maps of the best quantum-refined models of the 6FEA crystal structure: a) OH––HID, 
b) OH––HIE and c) NH(

––HID. d) shows a structure with both OH– (0.83 occupancy) and S2B (0.17 occupancy) and 
two conformations of Gln-176 (0.89 occupancy of the flipped conformation, employed in the other structures, and 
0.11 occupancy of the non-flipped conformation). The 2mFo – DFc maps are contoured at 1.0 s (blue) and the mFo 
– DFc maps are contoured at +3.0 s (green) and –3.0 s (red). 

However, even for the best three structures (OH––HID, OH––HIE and NH(
––

HID), the RSZD scores are much larger than 3, which is normally considered as 
the limit of an acceptable structure. This can also be seen from the electron-
density maps in Figure 4.14. There is a large positive difference density blob 
around the OH–/NH(

–  ligand, which may indicate that the heavier S2B ion is not 
fully dissociated. This is also supported by a large negative difference density 
blob around Gln-176, which indicates that the rotated conformation is not fully 
occupied. This was actually also noted by the original crystallographers, 
suggesting that there was <5% of the original structure present.[99] This 
hypothesis was confirmed by a standard crystallographic occupancy refinement 
employing both OH– and S2B in the bridging position, as well as Gln-176 in both 
the rotated and the original (non-rotated as in the FeMo cluster) conformations. 
This led to occupancies of 0.17 for S2B and 0.83 for OH–. Likewise, the 
occupancies for Gln-176 became 0.89 for the rotated and 0.11 for the original 
conformation. This led to strongly decreased RSZD values for the ligand and the 

a b 

d c 
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two residues, 2.0–2.6. The improvement is further illustrated by the electron 
difference density map (Figure 4.14d), showing appreciably smaller difference-
density blobs around both the bridging ligand and Gln-176.  

Consequently, we repeated the quantum-refinement calculations with two 
conformations of the QM system (i.e. using ComQumX-2QM from Paper IX), 
but employing the same occupancy for the ligand (again N3–, NH2–, NH(

– , OH– or 
O2–) and Gln-176 (0.86/0.14). The results showed that OH– still gave a lower 
RSZD score (1.1–1.2) than the other ligands (3.0–5.4). The HID conformation of 
His-180 gave a lower RSZD score for Gln-176 (5.7, compared to 7.3), but an 
appreciably higher strain energy (165, compared to 128 kJ/mol) and also a 104 
kJ/mol higher QM energy. Therefore, OH––HIE seems to be the best 
interpretation of the crystal structure, together with a 0.14 portion of a dissociated 
S2B and a non-rotated Gln-176. This structure is shown in Figure 4.15. 

 

Figure 4.15: Electron-density difference maps of the best ComQumX-2QM quantum-refined OH––HIE model of the 
6FEA crystal structure. Two conformations were used for the QM system. The first (with 86% occupancy, shown in 
atomic colours) represents the conformation reported in the crystal structure, involving an unknown ligand replacing 
S2B to the storage site and Gln-176 in the flipped conformation. The other conformation (14% occupancy, shown 
in slate) represents a normal E0 resting state with S2B bound to the cluster and Gln-176 in a non-flipped 
conformation.  
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5. Conclusions and Outlook 

The aim of this thesis has been to get a better understanding of the function and 
mechanism of nitrogenase based on computational methods with incorporated 
experimental information. To this end, we have extensively used QM/MM and 
quantum refinement to improve atomic structures, reveal the electronic states, 
find intermediates and predict a reaction mechanism.  

Nitrogenase is one of the most complicated enzymes in nature.[1–3] It is a large 
protein and it contains two very complicated metal clusters, each with eight metal 
ions. This makes QM calculations with DFT methods very challenging. The 
prime problem with nitrogenase is the large number of possibilities for all 
reactions and states. We have identified over 50 possible binding sites for both 
protons and N2 in the FeMo cluster. Moreover, each state has at least 35 different 
BS states. This gives an extremely large number of possibilities to test and most 
previous investigations have only tested a tiny fraction of these, typically without 
explaining which states were selected. Our starting hypothesis was that this was 
one important reason for the diverging results of previous computational 
investigations.[4] Therefore, we decided to test as many structures as possible and 
use well-defined and systematic heuristic procedures to decide what structures to 
test. With such an approach, it is necessary to do the investigations in many small 
steps. 

Since we know the protein environment is important for computational 
characterisation of the active site, we decided to take the whole protein into 
account in all calculations, using the QM/MM method. At the start of our work, 
only a single QM/MM study had been published of nitrogenase,[113] which did 
not include the whole enzyme. Therefore, we decided to set up the calculations 
from scratch and to include the entire tetramer in the calculations, since there is 
no natural way to divide it into smaller pieces. As we knew that we would do 
many studies based on this set up, we spent much time on it, systematically 
deciding the protonation state of all amino acid residues. In particular, the 
protonation states of eight key residues around the active site could not be 
unambiguously predicted from standard protonation-state assignment, including 
the crucial homocitrate ligand bound to the Mo, which may directly affect the 
electronic structure of the cluster. Therefore, we performed MD simulations of 
the whole protein and used RMSD values as the assessment criteria to derive 
plausible protonation states. However, for the homocitrate ligand, a more 
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convincing conclusion was obtained based on the quantum-refinement 
calculations.  

With the well-prepared system from Paper I, we next had to design a procedure 
to deal with the BS states. This was done in Paper II. We first investigated how 
the relative energy of the BS states was affected by the DFT method, the basis 
sets, the surrounding protein, as well as the protonation and the oxidation state of 
the cluster. Based on this, we proposed a practical procedure to deal with the BS 
states in the following studies. 

With these initial studies, we could then start the real investigation of the reaction 
mechanism of nitrogenase. The aim was to do an exhaustive systematic study of 
all possible cases, while keeping the number of calculations manageable. Thus, 
in Paper III, we studied the structure (i.e. the protonation sites) of the four first 
intermediates in the reaction mechanism, E1–E4. To make such a study 
meaningful, we first needed to settle that the resting is not protonated, which was 
done by quantum refinement. Then, we systematically investigated all possible 
protonation states at each En level, starting from the best structure for the previous 
oxidation level. Unfortunately, it turned out that for the E2–E4 states, different 
DFT methods gave different predictions: The TPSS functional predicted 
protonation of the Fe ions (in the form of hydride ions), whereas the B3LYP 
functional strongly preferred protonation of the central carbide ion. Although this 
observation explained the controversy between Siegbahn and the Hoffman 
group,[117,155] it is of course a large problem in the study of nitrogenase. 

Therefore, we studied the problem further in Paper IV, including 13 different 
DFT methods. The calculations showed an unprecedented large difference in the 
relative energies for the various protonation states (up to almost 1100 kJ/mol) 
obtained by the different methods. Hybrid functionals preferred carbide 
protonation, whereas the non-hybrid functionals favoured hydride ions. The 
problem was especially large when the formal oxidation state of the cluster 
changes or when the number of Fe–C or Fe–S bonds change. We made a first 
attempt to decide which method gives the most reliable results, but this was not 
conclusive: GGA functionals and TPSSh give the best geometries of the resting 
state, but B3LYP and PBE0 seem to give more reliable H2 dissociation energies. 
On the other hand, B3LYP gives an incorrect electronic state. Currently, the best 
approach seems to be to always do all studies with one pure and one hybrid 
functional, to check whether the results are sensitive to the DFT method. 

The results in both Paper III and IV indicated that no DFT method suggested that 
the best E4 state involves two bridging hydride ions, as proposed by ENDOR 
measurements.[3,88,89] Therefore, we decided to systematically investigate such 
structures in Paper V. We first determined the best positions of the two protonated 
sulfide ions and then calculated the relative energies of all possible pairs of 
bridging hydride ions. The study showed that the best structures always involved 
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hydride bridges between the Fe2/6 and Fe3/7 pairs. These are the same as 
suggested by Hoffman and coworkers,[3,89,169] but our calculations indicated that 
it was more favourable if the Fe2/6 bridge is on the other side of the S2B ion and 
if the protons on S2B and S5A points in other directions. However, most 
importantly, this study showed that these double-hydride-bridged structures 
actually are the best possible E4 structures with pure functionals. An important 
reason for this changed conclusion (compared to Papers III and IV) is that we 
found a new type of BS states, involving only two Fe ions with minority spin. 

In Paper VI, we studied the binding of N2 to the FeMo cluster. Since the structure 
of E4 is still controversial and involve so many possible positions of the protons, 
we decided to instead study the binding of N2H2 to the E0 state, i.e. after the 
dissociation of H2 from E4 and protonation of N2 by the remaining two protons. 
Thereby, the number of possible binding modes was reduced to ~60, including 
binding of trans- and cis-HNNH, as well as NNH2, and including end-on and 
side-on binding modes to one, two or four Fe ions. We found that the best 
structure had trans-HNNH binding terminally to Fe2. However, several other 
structures were rather close in energy. 

In Paper VII, we studied the last reactions of nitrogenase, starting from the N2-
bound state and going through the E5–E8 states to form two ammonia molecules. 
To avoid the problem of the binding site of N2 (the study was started before Paper 
VI was finished), we studied nitrogenase with the S2B ligand dissociated, 
inspired by two recent crystal structures indicating that such a dissociation is 
reversible and might be involved in the reaction mechanism.[70,99] Our study 
showed that such a reaction is possible and thermodynamically favourable. We 
systematically investigated all possible protonation states and binding modes, as 
well as the protonation state of His-195, which can form hydrogen bonds to the 
substrate. Our study suggested that the reaction involves NNH2 binding end-on 
to both Fe2 and Fe6, H2NNH in a mixed binding mode (one N binds to both Fe2 
and Fe6, the other to only Fe6), as well as H2NNH2, NH2 and NH3 all bridging 
Fe2 and Fe6. Thus, the mechanism is mainly alternating, even if the first 
intermediate (NNH2) normally is connected to a distal mechanism. 

In Paper VIII, we turned to the P-cluster of nitrogenase. We first decided the 
proper BS states of this cluster in the four most reduced oxidation states. Again, 
this led to some problems with diverging results of the TPSS and B3LYP 
methods. Next, we settled the protonation states of the four oxidation states. In 
particular, we showed with both QM/MM and quantum-refinement calculations 
that the one-electron oxidised state (P1+) involves a protonated backbone N atom 
of Cys-C88, but a deprotonated Ser-D188 residue. This study opens up for future 
investigations of the interplay between the P-cluster and the FeMo cluster. 

The quantum-refinement studies in Paper VIII indicated that the crystal structure 
of P1+ involves a mixture of the P1+ and P2+ states. To be able to treat such 
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mixtures with quantum refinement, we developed in Paper IX a new quantum-
refinement approach that allows for disorder in the quantum system, by simply 
performing two separate QM calculations of each state. We showed that the 
method works properly by re-refining the P-cluster in two crystal structures of 
nitrogenase,[47,48] one involving PN and P2+ and the other involving P1+ and P2+. 
The two structures also have widely different resolutions. This study clearly 
showed that our protonation assignment of P1+ is correct and that the P1+ structure 
suggested by the crystallographers involves several strongly dubious Fe–S and 
Fe–Fe distances. 

Finally, in Paper X, we exploited this new quantum-refinement approach to 
interpret the crystal structure of V-nitrogenase with a putative E6 or E7 reaction 
intermediate.[99] With standard quantum refinement we first confirmed the results 
of Bjornsson and coworkers[168] that the structure rather involves an OH–-
inhibited state. However, even with this interpretation there was significant 
features in the electron-density difference maps. We showed that these can be 
interpreted as a significant amount of undissociated S2B. Therefore, we repeated 
the calculations with our new quantum-refinement approach, showing that the 
structure indeed contains a OH– ligand. 

In conclusion, we have in this thesis developed a systematic QM/MM and 
quantum-refinement based approach to study the reaction mechanism of 
nitrogenase. We have then used this approach to study several interesting aspects 
of the nitrogenase reaction. Even if the study has shown that the problems 
involving BS states and the DFT functional are often much worse than is 
normally assumed, several interesting results are obtained. In particular, we start 
to see a convergence between the results obtained with computational and 
experimental studies.  

Yet, even if we have taken many significant steps towards the understanding of 
the reaction mechanism of nitrogenase, much remains to do in future studies. As 
long as there is no experimental consensus whether the S2B ligand dissociates or 
remains bound during catalysis, this needs to be considered as two reaction 
scenarios, which should be examined with separate calculations. Therefore, for 
Mo-nitrogenase, with the bridging S2B sulfide ion remaining bound to the 
cluster, we would like to: 

• Extend the study of N2H2 binding in Paper VI to the remaining E5–E8 
state (like in Paper VII).  

• Study the binding of N2 to the FeMo cluster, together with the reductive 
elimination of H2. This can be done by working forward from the E4 
structure in Paper V or working backward from the N2H2 structures in 
Paper VI.  
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Likewise, for Mo-nitrogenase with a dissociated S2B sulfide ion, we would like 
to: 

• Complement the study in Paper VII with an investigation of possible 
proton transfer paths from the surrounding environment to the active site 
together with activation energies.  

• Study the binding of N2 and the reductive elimination of H2 in the same 
way as when S2B remains bound. 

• Study the actual dissociation reaction of S2B from the cluster. At what 
En state does it take place? Is it associated with the binding of N2?  

With these studies, it would be possible to compare the two reaction mechanisms 
and predict if and how the S2B dissociation may boost the N2 reduction. In this 
respect, it may be necessary to also investigate systems with the S2B ion half-
dissociated, as recently has been suggested by two groups.[162,163]  
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Nitrogenase is the only enzyme that can convert the inert nitrogen molecule to 
ammonia, so that it can be used in biosynthetic pathways. It contains a complicated 
acitve site, composed of eight metal ions, nine sulfur ions and one carbide ion 
(the FeMo cluster). Although it has been thoroughly studied with experimental 
and computational methods, the reaction mechanism is still not known and many 
conflicting hypotheses have been presented. To solve some of these problems, 
we have performed a thorough and systematic study of nitrogenase with various 
computational approaches. We have: 

•	 Decided the protonation states of eight key amino acid residues around the 
active site and showed that the homocitrate ligand is singly prontated on the 
hydroxide group. 

•	 Studied how the the broken-symmetry (BS) state for the FeMo cluster  
depends on the QM method, the basis sets, the surrounding protein and the 
protonation and oxidation state of the cluster. 

•	 Predicted the most stable protonation state for the E0–E4 states of nitrogena-
se with two density functional theory (DFT) methods.

•	 Showed that different DFT methods give relative eneriges that can differ by 
almost 1100 kJ/mol for nitrogenase. This is the main reason for the diverging  
computational results.

•	 Showed that the most stable E4 structure obtained with pure functionals has 
two hydride ions bridging between two pairs of iron ions, in agreement with 
experiments. 

•	 Predicted that the most stable binding mode of N2H2 to nitrogenase involves 
trans-HNNH binding to Fe2. 

•	 Suggested an alternating reaction mechanism for nitrogenase with a disso-
ciated S2B ligand.

•	 Decided the most stable BS states for the P-cluster in four oxidation states 
and decided the protonation state of the one-electron oxidised state.

•	 Developed a novel quantum-refinement approach allowing for disorder in 
the QM system and applied it to the P-cluster in two crystal structures of 
nitrogenase.

•	 Shown by quantum refinement that a recent crystal structure of V-nitro- 
genase does not involve a N-derived ligand, but rather a hydride-inhibited 
state.


	Blank Page
	Blank Page



